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Foreword

Klaus von Klitzing

Max-Planck-Institut für Festkörperforschung, Heisenbergstraße 1, 70569
Stuttgart, Germany

Already many Cassandras have prematurely announced the end of the silicon
roadmap and yet, conventional semiconductor-based transistors have been
continuously shrinking at a pace which has brought us to nowadays cheap
and powerful microelectronics. However it is clear that the traditional scaling
laws cannot be applied if unwanted tunnel phenomena or ballistic transport
dominate the device properties. It is generally expected, that a combination
of silicon CMOS devices with molecular structure will dominate the field of
nanoelectronics in 20 years.

The visionary ideas of atomic- or molecular-scale electronics already date
back thirty years but only recently advanced nanotechnology, including e.g.
scanning tunneling methods and mechanically controllable break junctions,
have enabled to make distinct progress in this direction. On the level of fun-
damental research, state of the art techniques allow to manipulate, image and
probe charge transport through uni-molecular systems in an increasingly con-
trolled way. Hence, molecular electronics is reaching a stage of trustable and
reproducible experiments. This has lead to a variety of physical and chemical
phenomena recently observed for charge currents owing through molecular
junctions, posing new challenges to theory. As a result a still increasing num-
ber of open questions determines the future agenda in this field.

Both, related pioneering experiments and corresponding new theoretical
approaches are featured in the present volume of the Springer Series of Lec-
ture Notes in Physics. The contributions to this volume, written by many
of the international leaders in the field, span the whole range from single
molecules to molecular materials, from carbon nanotube-based devices to
organic molecular bridges and proposals for future architectures. The theo-
retical chapters cover elaborate ab initio calculations as well as novel com-
plementary model-based approaches.

The chapters of the present volume start from an introductory, tutorial
level, ideal for graduate students, but also cover many timely aspects of quan-
tum transport at the molecular scale and thereby represent the state of the art
in the field, relevant for experts and researchers attracted to this discipline.

The complementary view of authors from chemistry and physics re ects
the need for a strong transdisciplinary ert to make clear advances in molec-
ular electronics. This book constitutes a coherent and balanced account of
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this rapidly progressing field. It will serve as an important reference volume
filling the existing gap between specialized research papers and proceedings,
and closed- disciplinary research reviews. I consider this book as a valuable
addition to the Springer Series of Lecture Notes in Physics.



Preface

In recent years molecular electronics, particularly the investigation of charge
transport processes at molecular scales, has become an immensely vivid field
of cross-disciplinary blend encompassing more traditional condensed-matter,
mesoscopic, molecular and chemical physics, as well as chemistry. The aim
of this book is to provide, on the one hand, an introduction into the ma-
ture experimental and theoretical foundations, techniques, and ideas which
have been driving this subject. On the other hand, it is to present a bal-
anced overview over the state-of-the-art research in this rapidly progressing
discipline.

The present Lecture Notes in Physics volume is addressed to young scien-
tists with a basic background in condensed-matter or chemical physics, and
it may serve as an orientation for scientists who are interested in or are plan-
ning to enter the exciting field of molecular electronics. Moreover, many of
the presented results and viewpoints are certainly also new and of interest to
specialists in the field. In order to cover a broad range of both experimental
and theoretical topics the book has been written by several authors. Each
chapter of the volume is aimed at an own introduction and at a reasonably
self-contained account of the respective subtopic. A more general introduc-
tion to the contents of each chapter and survey of the field, as well as a
compilation of further related introductory and review literature, is given in
the first chapter.

This book grew out of the very stimulating international workshop Ad-
vances in Molecular Electronics: From Molecular Materials to Single-Molecule
Devices held in February 2004 in Dresden (Germany) at the Max Planck In-
stitute for the Physics of Complex Systems, which also sponsored the event.
Most of the volume contributions arose from lectures presented there. We
thank all the speakers and participants who contributed to the great success
of that meeting and particularly Katrin Lantsch for the superb organization.
We greatly thank all authors of the chapters of the present Lecture Notes
for their enthusiasm, efforts, and, finally, patience during the different stages
of this project. Furthermore, the comments by the referees and the valuable
advice from the scientific editors of the Springer Lecture Notes, which con-
tributed significantly towards the coherence and readability of the volume,
are greatly acknowledged.
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We are grateful to Max Planck Institute for the Physics of Complex Sys-
tems and the German Research Foundation through the “University Grad-
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Gaa”s who helped us to prepare the final version of this volume.

Finally we would like to thank Drs. Claus Ascheron, Angela Lahee and
Christian Caron at Springer Verlag for their valuable help and cooperation.
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Introducing Molecular Electronics:
A Brief Overview

Gianaurelio Cuniberti1, Giorgos Fagas2, and Klaus Richter1

1 Institute for Theoretical Physics, University of Regensburg, 93040 Regensburg,
Germany

2 Tyndall National Institute, Lee Maltings, Prospect Row, Ireland

Abstract. We give a brief account of the foundations, state-of-the-art, major top-
ics, and challenges of charge transport at the molecular scale. This summary is not
aiming at completeness, but rather gives an overview of what follows in the different
chapters of this volume.

1 A Passage Through Time: Past, Present
and Future Challenges

In this and subsequent chapters we mostly view molecular electronics as de-
fined via the concept of single molecules being either the active elements in
hybrid electronics or integrating a range of elementary functions necessary in
computation. This working definition should be contrasted with that relat-
ing the condensed-phase properties of a material with the molecular nature
of its building blocks like for example in molecular crystals. Despite being
relatively loose, such a picture allows to draw a rough boundary line between
the modern applications of organic (opto)-electronics based on bulk materi-
als and those envisaged by the seminal idea of Ari Aviram and Mark Ratner
(Fig. 1). Considering the lack of any experiments that could be immediately
realized at that time, they published back in 1974 a paper entitled “Molecular
Rectifiers” [1], where with an extreme dose of visionary content they discuss
theoretically the possibility to construct a “very simple electronic device, a
rectifier, based on the use of a single organic molecule”. It has turned out
that observing true molecular rectification is highly nontrivial as discussed
in detail later in the volume (Chap. 12). However, their proposal formed a
brave attempt that would strengthen the foundations of the field with hopes
of electronic applications truly at the molecular scale. And with most recent
advances thirty years later, we are very close to witnessing a challenging the-
oretical prediction being regularly realized as it often happens for excellent
theories where new concepts out-trace the bare interpretation of experiments.

The Aviram-Ratner model is probably the first concrete example involv-
ing unimolecular quantum transport and its applications. As such however, it
is intimately connected with the electron transfer theories and related exper-
iments which were being fruitfully developed in parallel. These have explored
the electron dynamics in molecules and unveiled possible path mechanisms
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Fig. 1. Left: Ari Aviram explains the principles of the Aviram-Ratner theory
on molecular rectification to a group of American journalists. This picture was
published in the Gannet Westchester Newspaper on Thursday, January 4, 1979.
Right: Mark Ratner

leading to the Nobel Prize for Chemistry to Rudolf Markus in 1992. If one
wishes to uncover roots even earlier in time, it is worth noting that first charge
and energy transfer studies in molecules started in the 1940s by Robert Mul-
liken and Albert Szent-Gyorgi in relation to the so-called donor-acceptor
systems.

With interest remaining steady through time, rapid progress in molec-
ular electronics has eventually been made in the last decade (Fig. 2) ow-
ing to successes on the experimental front. Sophisticated tools have allowed
single molecules to be contacted and current-voltage characteristics to be
measured by utilizing molecular functionality and recognition in order to as-
semble an electronic device, as well as advents in scanning probe microscopy
and nano-lithography -patterning techniques. Therefore, molecular electron-
ics nowadays has been driving one of the most exciting interdisciplinary ef-
forts in nanosciences. Under its “umbrella” it embraces many traditional
disciplines, such as: (i) self-assembly and supramolecular chemistry, a do-
main rightly lying between the analytical chemistry and biology boundaries
and (ii) electronic device characterization, a common strength of physical
and electrical engineering research. But why do we need to consider mole-
cular electronics and what makes quantum transport at these length-scales
so challenging? The answer to the first question is motivated by the tech-
nological needs imposed by the exponential miniaturization trend of con-
ventional semiconductor-based electronics. The latter has been experienced
since the sixties and early recognized in the so-called Moore’s law [2]. Despite
the momentum provided by the technology thrive, molecular electronics also
flourishes due to the series of fundamental issues it poses and which have
been receiving sound answers only recently. Most important are the mani-
festations of quantum transport when electrons transverse a single molecule
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Fig. 2. An indicator of the evolution of molecular electronics is provided by the
number of citations per year to the seminal Aviram-Ratner study [1] during the
last three decades. Data taken from the ISI Web of Knowledge

at a constant rate and the influence of the interactions with the external
environment when the truly small joins smoothly to the relatively large.

Studies of charge-transport in reduced dimensions preceded with setups
of artificially tailored semiconductors leading to the discovery of a wealth of
mesoscopic quantum phenomena. For example, the quantum Hall effect, the
conductance quantization, and the Coulomb blockade all intrinsically rely on
the confinement of electrons in two, one or zero dimensions. Nevertheless, in
usual mesoscopic systems the electric current flows through relatively smooth
potential landscapes on the atomic scale. This allows for simple descriptions
of the electronic structure via the effective mass approximation but contrasts
the need to accommodate the precise atomic scale roughness and chemical
synthesis in molecular devices. In addition, characteristic electronic energy
(time) scales are such that the overall dynamics of charge carriers becomes
increasingly complex since they may move in a correlated manner in the field
of both the atomic nuclei and the other electrons.

The route to molecular electronics sketched above allows to conclude that
the field has matured and grown so to define immediate challenges and new
directions [3–5]. Some of these such as the reproducibility and the character-
ization of the contacts in the experiments, or the improvement of the compu-
tational schemes both depending on the transport regime and the underlying
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mechanisms, are discussed in this book. Others are growing in fertile labs
around the world. In the next two sections we shall present several of the
accomplishments and complementary perspectives in more detail.

2 What You Find in the Book – a Passage Through
Its Contents

Molecular electronics gains momentum from bridging (nano)physics and
chemistry and, as all scientific disciplines, it receives input from theory and
experiment providing a mutual influence and challenge. Hence, the topics of
the different chapters have been chosen to complement each other with regard
to techniques presented or phenomena addressed and angle of perspective.
The volume consists of a (nearly) balanced number of theoretical (Theoret-
ical Part: Chaps. 1 to 8) and experimental (Experimental Part: Chaps. 9
to 15) contributions and two further more visionary parts on integration on
the molecular scale (Outlook Part: Chaps. 16 and 17), thereby covering a
broad, though certainly not the entire (see Sec. 3), spectrum of nowadays
molecular-scale electronics.

The content of each chapter is rather self-contained, and hence in reading
the book one need not follow the order of the chapters as given. The format is
such that the volume could be used as a “crash course” for students interested
in broadening their knowledge as well as for prospective newcomers in this
exciting arena. For researchers already active in the field, the volume covers
enough areas in detail so that it may be beneficial as a reference.

Serving as an entry for the reader, the first theory chapter starts from the
foundations of molecular electronics. It subsequently develops into a complete
survey that includes the latest advances in the theoretical understanding of
charge-transport processes in molecules. In Chap. 2 the authors move one
step further and present a comprehensive elaboration on effects and control of
charge transport in molecular wires driven through external time-dependent
fields. The latter fundamental interaction is an essential feature that needs
to be investigated for potential applications. Chaps. 1 and 2 introduce the
conceptual and mathematical framework including Green functions and the
density matrix representation, which are commonly employed in the studies
of quantum kinetics. These chapters represent to a large extend model-driven
developments where a tight-binding description used for molecular wires. As
such, they allow a qualitative understanding of the involved processes and
their detailed mechanisms, discussed in a whole body of further literature.

Complementary in spirit, the following three chapters are devoted to dif-
ferent numerical methods designed so that the precise electronic structure
properties of the molecular junction components are calculated from first-
principles. In Chap. 3, the state-of-the-art in ab-initio methods is presented
with more emphasis given to the density functional theory (DFT) based for-
mulation of the many-body problem. Although there is much criticism at
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present concerning current applications at the non-equilibrium conditions of
a molecular device and the overall performance when comparing with ex-
periments (much of which is triggered from the authors themselves; also in
following chapters), this method is most efficient when it comes to calculating
quantum transport properties. It also allows for relatively transparent qual-
itative conclusions to be drawn via its inherent mapping to a single-particle
picture.

Therefore, while there is a vivid parallel activity that works out the DFT-
shortcomings, Chaps. 4 and 5 elaborate further on how such obtained elec-
tronic structures combine with the quantum transport Green function meth-
ods within two different numerical implementations. The first scheme is built
from the DFT-package SIESTA [6]; the second simulator has been developed
from an approximate DFT-scheme featuring the strengths of a subsequent
tight-binding implementation (DFTB) [7]. Several examples are illustrated
for electron transport across realistic molecular junctions. Both approaches
cope with the non-equilibrium charge distributions present under finite bias
conditions and can in principle include inelastic effects, e.g., induced by the
energy exchange of the electronic subsystem with the nuclei (electron-phonon
interaction).

Presenting an alternative DFT method based on the Lippmann-Schwinger
formulation of scattering, Chap. 6 deals with the interesting problem of how
current flow itself influences the properties of the underlying conductor. An
approach in order to treat the combined electron-ion dynamics underlying
the technologically very important issue of heating is also developed.

The remaining two theory chapters address particular aspects of electron-
electron interactions. In Chap. 7, complementary to the strong-coupling
regime studied, e.g. in Chaps. 4 and 5, the limit of weak coupling of a
nanoscale conductor to the leads is discussed. This regime commonly implies
charging and Coulomb blockade effects and correspondingly, at the level of
the indicated method, a description in terms of master equations for the
sequential charge flow through the junction. In the last theory part, Chap.
8, the physics of carbon nanotube (CNT) molecular systems moves into fo-
cus and the effect of strong many-electron correlations in low-dimensional
systems is presented. Focusing on the possibility to induce new kind of exci-
tations described by the Luttinger liquid framework, the predictions of such
advanced techniques is discussed in relation to the experimental observations
(following also in Chap. 13).

The experimental contributions cover different prominent experimental
techniques for measuring charge transport through molecular-scale conduc-
tors. Chap. 9 comprises experiments from three leading groups in the field,
all employing molecular break junction techniques for single-molecule mea-
surements. The hitherto successes and new possibilities of such setups are
presented. In Chap. 10, Mark Reed and coworkers give a complementary ac-
count by describing the transport mechanisms in self-assembled molecular
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monolayers between metallic electrodes. The discussion includes most recent
experimental results on the inelastic electron spectroscopy of molecular junc-
tions formed by alkanethiols. In Chap. 11, a further method is presented,
namely, contacting a self-assembled monolayer via a scanning probe operat-
ing in the conductive mode. The case of intervening nanoparticles is discussed
in relation with an overall critical review on making single-molecule contacts.

Chapter 12 gives a very detailed account on the issue of molecular rec-
tification as envisaged by Ari Aviram and Mark Ratner, from a chemist’s
perspective. The technical challenges and possible processes leading to the
effect that stands the molecular electronics hallmark are analyzed through
the presentation of different devices that have so far exhibited rectifying
properties.

Chapters 13 and 14 are devoted to the electronics and optoelectronics of
CNTs spanning the whole range from basic concepts to most recent mea-
surements of phase-coherent transport (Chap. 13) and contact effects (Chap.
14). Particularly for non-experts, the very pedagogical introductory part of
Chap. 13, starting from the basics, is recommended to be read before its the-
oretical counterpart Chap. 8. Issues underlying the nature of the transport
mechanisms in single- and multi- wall CNTs are clearly presented. Chapter 14
discusses the fundamental problem of electrically characterizing the interface
formed between a CNT and a metal which is of key-technological importance
to the operation of CNT-based transistors.

The experimental part closes with Chap. 15, where the challenging field
of DNA-based devices is jointly reviewed from the broad perspective of two
research groups very active in this direction. The controversial conduction
properties of DNA oligomers together with its phenomenal self-recognition
properties trigger here a critical discussion.

Although the potential application of molecular electronics has already at-
tracted the interest of some large corporates [8] and features predominantly
in the emergent devices of the International Technology Roadmap for Semi-
conductors, one should acknowledge the fact that the scaling down of silicon
technologies will continue far beyond the nowadays 90 nm technology node.
However, molecular electronics may provide in the long term building blocks
for alternative technologies most probably not in the way we think of to date.
To this end, the most prevalent idea consists in merging the semiconductor
macro-devices with the extreme miniaturization of molecular-based elements.
The final part of this volume, i.e., Chaps. 16 and 17, takes a glimpse at the
future and deals with possible strategies in assembling molecular devices and
integrate them within current running technologies.

3 What is not Included in the Book – Literature Hints

As already mentioned, charge carrier dynamics in molecular electronics shares
many similarities with the current flow in mesoscopic and nanoscale mat-
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ter as, e.g., has been realized in low-dimensional semiconductors. Hence,
the foundations of quantum transport, which stem from the kinetic theory
in statistical mechanics and the theoretical approaches to molecular-scale
charge transport have been further elaborated from earlier studies in meso-
scopic physics. Textbooks covering the basics of the subject from different
aspects as well as key experiments comprise the monographs by Datta [9,10],
Imry [11] and Ferry and Goodnick [12], to mention only a few. Advanced
quantum transport theories are presented, e.g., in the books by Bruus and
Flensberg [13], Haug and Jauho [14], and Rammer [15]. See also particularly
the volume edited by Grabert and Devoret [16] for a selection of reviews on
charge and transport phenomena in the Coulomb blockade regime. On the
other hand, the second major root of nowadays theoretical molecular elec-
tronics, electron and energy transfer theory, is addressed in the books by May
and Kühn [17], Kuznetsov and Ulstrup [18] and Nitzan [19].

Specific advances in both theoretical and experimental molecular elec-
tronics throughout the last decade have been documented in several confer-
ence proceedings, special issues, and edited books. Here, we again include
a non-exhaustive selection [20–27]. We also wish to point out a few recent
excellent theory reviews covering complementary methods and aspects of
molecular-scale transport [28–32]. Monographs on molecular electronics are
still rare [33].

With the selection of the contents of this volume, we tried to cover major
branches in the field of molecular electronics through representative chap-
ters arising from both experimental and theoretical cutting-edge research.
However, this recently established field eventually proliferates in such a way
that it appears impossible to comprise adequately all emergent research lines
within a single volume. Hence, here follows a list of adjacent topics and sub-
fields which are not covered but may play an increasing role in opposing the
new challenges:

1. Setups based on scanning probe microscopy (SPM) of molecules on
surfaces definitely represent another prominent experimental approach
for accessing single-molecule conductance features leading to a spectro-
scopic analysis. These particular SPM techniques are certainly under-
represented in the present book, and we refer the interested reader to [34]
for an overview of the wide spectrum of the state-of-the-art experiments.

2. Quantum electron transport through atomic chains and point contacts
has much in common with that through single-molecule bridges with re-
gard to experimental challenges and techniques used, numerical methods
employed as well as observed phenomena (e.g., conductance quantisation,
contact characterization, phonon spectroscopy, shot noise). For a recent
review on the physics of metallic atomic contacts see, e.g., [35].

3. Though carbon nanotube–based molecular-scale electronics is featured in
Chap. 8 and in Chaps. 13 and 14 from the theoretical and experimental
viewpoint, respectively, many aspects of this broad and rapidly develop-
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ing pillar of molecular electronics could not be covered. Hence, as further
entries to the physics of CNTs and more specialized literature we mention
the excellent books in Refs. [36–38].

4. As indicated in the introduction, the focus of the present book is on effects
regarding “unimolecular” systems. Molecular Electronics from a broader
perspective would include a discussion on the conduction and optical
properties of materials such as molecular solids, polymer films and liquid
crystals. This branch is far more developed and technological applications
are decades ahead, for instance in organic light emitting diodes devices.

The works represented in this volume reflect to a large extend fairly estab-
lished knowledge bridging the gap to the most recent developments. Further
research topics that are currently pursued such as molecular spintronics [39]
and the interplay between molecular conduction and vibrations, to cite few of
them, are only briefly touched. The same holds true for the important efforts
in treating correlated transport [40] as well as for quantum chemical calcula-
tions (beyond DFT) and their implementation into quantum transport meth-
ods. Nevertheless, we believe that the material adequately furnishes creative
thought, and it is our hope that it will also resonate with the non-expert.
Finally, owing to the personal background of the editors, the reader may
recognize a slight imbalance between physics, chemical physics and chem-
istry, with respect to the choice of topics of this truly transdisciplinary field,
towards physics-oriented issues, techniques, and viewpoints. We are ready
to bear this responsibility and express our trust to the reader’s patience in
finding a way to feed her/his scientific interests and curiosity through the
accompanying literature.
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Abstract. The most fundamental structure involved in molecular electronics is a
molecular transport junction, consisting of one (ideally) or more molecules extend-
ing between two electrodes. These junctions combine the fundamental process of
intramolecular electron transfer with the mixing of molecular and continuum levels
at the electrodes and the nonequilibrium process of voltage-driven currents. Much
of this book is devoted to the complicated but significant behaviors that arise from
this conjunction. This introductory chapter attempts to sketch some of the princi-
ples and also some of the unresolved issues that characterize molecular transport
junctions.

Sections 2–4 deal with fundamental ideas. These include an appropriate theoret-
ical formulation of the conductance calculation in terms of non-equilibrium Green’s
functions, the relationship between junction conductance and nonadiabatic electron
transfer rates in the same molecular entities, and the role and magnitude of inter-
actions between the dynamics of the transferring electronic charges and the nuclear
degrees of freedom. Section 5 addresses some of the outstanding and difficult issues
in understanding junction transport, including geometry and its change with volt-
age, the electrostatic profile under applied voltage, electronic structure models and
their limitations, and fluctuations and switching phenomena in junctions.

Molecular electronics is an area of very rapidly growing scientific and applied
interest and activity. While the technological drivers, including materials, electro-
chemical, biological, sensing, memory and logic applications are all important, the
fundamental issues involved in the nonequilibrium responses of molecule-based hy-
brid materials to applied electromagnetic fields is the fundamental driver for this
science. In this sense, molecular electronics is a sort of spectroscopy. Due to the
intensity and quality of the research being done in the area, the community may
soon be able to understand molecular transport spectroscopy at a level of depth
and sophistication almost comparable to other, more traditional spectroscopies.
Contemporary research in the area, as exemplified in this book and at the Dresden
conference that initiated the book, is driving in that direction.

1 Prologue

Molecular electronics, one of the major fields of current efforts in nanoscience,
involves the exploration of the electronic level structure, response and trans-
port, together with the development of electronic devices and applications
that depend on the properties of matter at the molecular scale. This includes
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single molecules, molecular arrays and molecular networks connected to other
electronic components. Its major application areas include sensors, displays,
smart materials, molecular motors, logic and memory devices, molecular scale
transistors and energy transduction devices. Often molecular electronics is
envisioned as the next step in device miniaturization. The importance of
molecules in device applications stems not only from their electronic proper-
ties, but also from their ability to bind to one another, recognize each other,
assemble into larger structures, and exhibit dynamical stereochemistry [1–11].

While the promise of new technological breakthroughs has been a major
driving force in this field, consideration of molecular systems as components
of electronic devices raises important fundamental questions. In particular,
while traditional quantum chemistry deals with molecules as electronically
closed systems, practitioners of molecular electronics face problems involving
molecular systems that are open to their electronic environment and, more-
over, function in situations far from equilibrium. Informed design of such
devices requires an understanding of the interplay among molecular struc-
ture, dynamics and function. In addition, for particular applications such as
switching, rectification and memory storage/reading on the molecular level,
we need to understand the non-linear response of such systems. Possible
heating in such junctions should be considered as well, implying the need to
understand relaxation and heat conduction in such molecular structures. Fi-
nally, the vision to adjust and to monitor the operation of these devices brings
out the need to understand different control modes, ranging from structural
design to interaction with external forces such as a radiation field or other
molecular entities.

During the past half century remarkable progress was made in estab-
lishing the conceptual framework for electron transfer (ET) processes [11]
in molecular, supermolecular, and biophysical systems. ET provides a cen-
tral conceptual and technical basis for molecular electronics, pertaining both
to molecular devices and to molecular materials. ET in supermolecules falls
into two general categories: (1) Bridged species, often consisting of an elec-
tron donor (D) and an electron acceptor (A), linked by a non-rigid or a rigid
molecular bridge (B); and (2) biophysical systems such as the photosynthetic
reaction centers (RC) of bacteria and plants, where the primary process (the
conversion of solar energy into chemical energy) proceeds via a sequence of
well-organized, highly efficient, directional and specific ET processes between
prosthetic groups embedded in the protein medium.

The control of ET in donor/bridge/acceptor (DBA) or donor/acceptor
(DA) systems in solution [12], in a solid [13], in a protein [14], in DNA [15] or
within an “isolated” solvent-free supermolecule [16] can be accomplished by:
(1) Structural control. ‘Molecular engineering’ of the D, A and B subunits
determines the molecular energetics and the direct D–A or superexchange D–
B–A electronic coupling. (2) Intramolecular dynamic control of the nuclear
equilibrium configurational changes (i.e. nuclear distortions) that accompany



Foundations of Molecular Electronics – Charge Transport 15

ET [17]. (3) Medium control of ‘conventional’ ET in a solvent or in a cluster.
The functions of the medium on DBA → D

+
BA

−
ET include: (i) the ener-

getic stabilization of the ionic states; (ii) and the coupling of the electronic
states with the medium nuclear motion, which originates from short-range
and long-range interactions in polar solvents, with short-range interactions
with C–H group dipoles in non-polar hydrocarbons and with polar amino acid
residues in protein. (4) Dynamic medium control of ET [18] involving either
the medium acting as a heat bath, solvent-controlled ET, specific dynamic
control of pathways by solvent motions (‘gating’), or very slow solvent relax-
ations such as in glassy matrices, that lead to reduced solvent reorganization
energies.

The structural, intramolecular, solvent, and dynamic control of ET allows
for the design of molecular systems where ET is: (i) ultrafast (on the time
scale of ∼1 ps to ∼100 fs), overwhelming any energy waste processes; (ii)
highly efficient, eliminating any back reactions; (iii) stable with respect to
the predictable variation of molecular and medium properties; (iv) practically
invariant with respect to temperature changes.

ET theory for donor–acceptor charge transfer represents the non-adiabatic
ET rate kD→A in the basic form

kD−A = (2π/� )V 2F (1)

where V is the effective electronic coupling and F is the thermally aver-
aged nuclear vibrational Franck-Condon factor. This microscopic description
rests on several ingredients: (1). ET is described as a radiationless transition.
(2). The Born-Oppenheimer separability of electronic and nuclear motion ap-
plies, enabling the description of the system in terms of diabatic potential
surfaces Fig. 1 (3). The electronic coupling is sufficiently weak to warrant
the description of the radiationless transition in the non-adiabatic limit. (4).
Microscopic ET rates are insensitive to medium dynamics. This state of af-
fairs is realized for the common situation of clear separation of time scales
between electronic and nuclear processes. (5). Incoherent charge transfer be-
tween the donor-acceptor sites, involving dephasing at each ET step. This
state of affairs is analogous to Holstein’s small polaron [19] in the incoherent
limit.

The electronic coupling in the DBA system V = VDA+Vsuper consists of a
sum of a direct D–A exchange contribution VDA between the electronic states
of DA and D

+
A

−
, and a superexchange off-resonance interaction [20] Vsuper.

The accumulated information concerning the distance dependence of both
direct and superexchange interactions is that both interactions are expected
to exhibit an exponential distance dependence [21]

V = α exp(−βRDA) , (2)

where RDA is the (either edge-to-edge or center-to-center) D–A distance. The
distance dependence of intramolecular superexchange interactions in man-
made synthetic systems and nature-made biological photosynthetic systems
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Fig. 1. A schematic diagram showing the energetics of an electron transfer reaction
in terms of two diabatic surfaces, characterized by their curvature, the gap energy
∆E and the reorganization energy λ

and in DNA provides a dynamic ruler for the interrogation of the distance
dependence of incoherent charge transfer between molecular sites, which are
driven by the electronic coupling with kD→A constrained by the nuclear
Franck-Condon factor.

In direct comparison with the ET picture in Fig. 1, the simplest energy
representation for a molecular transport junction (MJ) is given in Fig. 2. The
two electrodes are assumed made of the same material, which is taken to be
simple metal with a Fermi level denoted Ef . The discrete levels shown for the
molecule represent (just as the continuum levels in the metal do) one-electron
energies. In particular, the highest-occupied and lowest empty molecular or-
bitals (HOMO and LUMO respectively) define a gap, and Ef must lie within
this gap. Under conditions where these metals are thermally equilibrated, the
Landauer formula for the coherent conductance of the junction is given by
(1)

g(Φ) =
e

π�
∂

∂Φ

∫ ∞

0

dET (E) (f(E) − f(E + eΦ)) (3)

(here g,Φ,T, f, E, are respectively the conductance, the voltage, the trans-
mission through the molecular junction, the Fermi functions describing the
populations on the two metal leads and the energy variable). When the deriv-
ative on the rhs of (3) is removed, one obtains a formula for the current, I,
in terms of the populations and the elastically-scattered transmission. Equa-
tion (3) is the simplest useful result for transport, and has the same role
there that (1) has in the ET processes. It is actually reminiscent of the ET
result of (1): the rate (ET) or the current (molecular junctions) is given by
the product of a population term and a scattering probability.
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Fig. 2. (a) A schematic diagram of a molecular junction, comprising two electrodes
with Fermi energies EFL and EFR(EFR − EFL = eΦ) connected by a molecular
species. The latter is characterized by its HOMO-LUMO gap, as shown. (b) Same
as (a), except that the molecule is represented in a local (e.g. atomic orbital) basis
set

As a voltage is applied to the junction, the two Fermi levels differ by Φe,
the voltage times the elementary charge. Whenever one of the Fermi levels
crosses a molecular level, there is a possibility for resonant transfer, and one
expects a local maximum in the g(Φ) measurement.

The similarity of the rate measurement in nonadiabatic intramolecular
ET and the transport in molecular junctions is striking. The comparison is
made explicit in Table 1.

Table 1. Comparison of Rate and Transport Processes

Intramolecular Nonadiabatic Molecular Junction
Rates Transport

rate constant k(sec−1) conductance g(Ω−1)
electron tunneling electron tunneling
vibronic bath electronic bath (electrodes)
(1) (3)
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Since both processes are determined by electron tunneling, they are closely
related to one another, as will be discussed in Sect. 3, after a brief description
of conductance formulations in Sect. 2. The bath medium, into which the
energy is dissipated, differs from the vibrations and solvent polarization in
ET to the electrode Fermi sea for simple coherent transport in junctions; this
leads to quite different temperature dependences for the two phenomena.

Section 3 discusses the magnitudes expected for the conductance and for
the rate constants, and presents an analysis of the relationship between these
two important observable properties. Section 4 is devoted to behaviors arising
from the interactions of the electronic and vibrational degrees of freedom,
including inelastic tunneling spectroscopy and the transition from coherent
to activated behavior. Section 5 presents a very brief overview of some of the
outstanding issues involved in modeling transport junctions.

Over the past half century the properties of non-molecular electronic
materials, i.e., metals, semiconductors and dielectrics, and their interfaces,
have been investigated extensively and are well understood. Only relatively
recently was a similar effort directed towards systems involving molecular,
mostly organic, materials. During the past decade a new focus on the elec-
tronic transport properties of single molecule junctions, as well as molecular
and biomolecular DNA chains, is emerging. This research is motivated not
only by envisioned single molecule devices, but also by the conceptual simplic-
ity of such systems that offer convenient platforms for correlating theory and
experiment, and by the intrinsic challenge involved in understanding thermo-
dynamic response, both electronic and structural, of molecular species in a
transport junction.

This book is devoted to the area of molecular electronics, and to explicat-
ing and demonstrating some of its crucial understandings, accomplishments
and challenges. This introductory overview chapter addresses the interrela-
tionship among charge transfer, transmission and transport in molecular sys-
tems, providing the conceptual framework for molecular electronics. It should
be regarded as a sketchy introduction to the field, not a survey. The authors
apologize for the many omissions, and the deeply incomplete literature cita-
tions, in this chapter. These should be remedied by the wide scope and depth
of this book as an entirety.

2 Theoretical Approaches to Conductance

In this section, we give a brief outline of the standard approaches for model-
ing and understanding transport in MJ. Carbon nanotubes, because of their
stiffness and aspect ratio, constitute a special case, and we focus rather on
organic molecules.

The simplest interpretation of Scanning Tunneling Microscope images was
developed by Tersoff and Hamann [22], and states that the current is propor-
tional to the total density of states at the position of the terminal atom of the
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tip and at the Fermi energy. For molecular junctions, this picture is invalid,
because the two molecular ends are both in contact with an electrode.

When a molecular structure, acting as a wire, is functionalized to two
electrodes, a molecular transport junction is formed. The simplest discussion
of transport is then to assume that incoming electrons are scattered both at
the interfaces between the metal and the molecule and along the wire itself.
Under these conditions, the conductance will depend on the net probability
of scattering. An important point first noticed by Landauer [23, 24] is that
such scattering does not have to be inelastic – even elastic scattering will
prevent electrons making it through the junction. Dissipation of energy will
eventually occur, but that can happen in the (macroscopic) leads leading to
the molecular junction.

This fundamental realization suggests that the junction resistance in this
case arises from its behavior as a scatterer, and its conductance can therefore
be calculated simply from scattering theory. This coherent conductance is
expected to characterize most short molecular wires, particularly those in
which transport occurs far from resonance between the metal Fermi energy
and the molecular eigenstates,1 and at low temperature for short wires. Under
those conditions, the conductance g(E, V ) is given by

g(E, V ) =
2e2

h

∑
ij

tij(E, V ) (4)

Here the prefactor is the quantum of conductance, and tij is the proba-
bility that a carrier coming from the left lead in transverse mode i will be
transmitted to the right lead in transverse mode j.

A more general approach includes not only elastic scattering, but also
such issues as interaction between the molecule and the electrodes and the
coupling to vibrations and to external fields such as light or thermal gradients.
The most common formulation is the Keldysh-Kadanoff-Baym [25–28] one in
terms of non-equilibrium Green’s functions (NEGF). Reference [29–35] The
use of molecular electronic structure theory for the molecule, combined with
models for the interface and appropriate treatments (NEGF formulations
[29–36], Lippman/Schwinger scattering approaches [37–40]) of the scattering
process lead to actual calculations of molecular transport.

In the limit of small applied voltage V , the coherent conductance can be
written as

g(Φ) =
e2

π�
TrM{GM (Φ)ΓR(Φ)GM+

(Φ)ΓL(Φ)} (5)

Here the Green’s function GM describes propagation through the mole-
cule, and ΓR and ΓL are respectively the spectral densities coupling the
molecule to the electrodes on the left and the right. The TrM denotes a

1Near resonance the possibility for dephasing and relaxation may limit the va-
lidity of (4)
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trace over the states of the molecule, and GM is modified from the bare
molecule propagator by including the broadening and shifting effects of the
molecule/electrode interactions.

The dependence of the conductance on the molecular species arises mostly
from the Green’s function G in (5). In a very simple single-determinant de-
scription, if we use i, j to denote atomic orbitals and µ for molecular orbitals,
the matrix elements of G are

Gi,j (E) =
∑

µ

< i|µ >< µ|j > /(E − Eµ −Σµ ) (6)

with E,Eµ and Σµ respectively the energy variable, the molecular orbital
energy and the self-energy. The self energy is a complex function – its real
part describes the shift of the resonance due to interaction with the external
partners, while the imaginary part, Γ, characterizes the lifetime of the state.
Note that (as is intuitive) the G will maximize when the injection energy E
is close to a molecular orbital resonance energy Eµ and when the molecular
orbital involved has substantial components from the atomic orbitals i, j on
the two ends of the molecule.

A particularly simple junction contains only one homonuclear diatomic
(such asH2), with one basis function on each atom. References [3,41] ignoring
electron repulsion and orbital overlap, the two degenerate sites of energy E0

mix by a tunneling energy t0. Then the conductance becomes g(EF ) where

g(E) =
e2

π�
Γ|t0|2

|(E − E0 + (1/2)iΓ)2 − t0|2|2
(7)

When injection occurs exactly on resonance (EF = E0± t0) and t20 � Γ 2,
this behaves as a pure Landauer channel.

g = g0 = 2e2/h (8)

Note that this holds independent of the spectral density Γ, so long as
the energy E − E0 − t0 overlaps with any nonvanishing value of Γ. The
elastic current for resonance injection is g0, independent of the (nonvanishing)
binding between molecule and electrodes. Experimental reports of near-unit
conductance for dihydrogen on platinum at low temperatures [42] may reflect
such injection.

One way to produce resonance injection is to move the molecular eigen-
state energies by a gating field. Recent work with a molecular transistor in-
jection has indeed observed resonant injection, and g ∼= g0, for such molecules
as ferrocene [43].

Note that if Γ2 � t20 but injection is not on resonance (but, say, at
midgap), we find [41]

g = g0
4t20Γ

2

(t20 + Γ)2
→ 0 (9)
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The conductance then exhibits turnover behavior, vanishing at t0= 0 (as seen
from (7)) because no mixing of the two molecular sites occurs, and at t0 � Γ,
because there is no available spectral density at the orbital resonance energy.

3 The Relationship Between Electron Transfer Rates
and Molecular Conduction

We have already noted that electron transfer and molecular conduction are
two facets of electron transmission through a molecular environment, and as
such should be interrelated. Still this relationship is not a trivial one for sev-
eral reasons. First, as discussed in Sect. 1 there are fundamental differences
between the two processes that arise from different physical boundary con-
ditions. One is driven by nuclear relaxation at the donor and acceptor sites
while the other is made possible by absorption of the transmitted electron
in the continuum of metal electronic states. Secondly, even though the core
process in both situations is electron transmission through a molecular layer
or bridge, the fact that in the conduction process one puts a potential across
the junction may change the electronic structure of the bridge; at the sim-
plest level this gives rise to a potential gradient on the bridge itself, implying
change in local energies. Finally, the two quantities observed, transfer rate in
one case and conductance in the other, are different physical observables of
different dimensionalities.

Still, the conduction property of a given molecular system and the elec-
tron transfer properties of the same system should be closely related at least
for low bias potentials and once the different boundary processes have been
sorted out. Expression relating the two were recently derived both for the co-
herent transport regime and for the incoherent hopping regime. Here we limit
ourselves to demonstrating the physical issues involved using simple limiting
forms. For the coherent transport regime and symmetric electron transfer one
finds [3, 44]

g ≈ 8e2

π2Γ(L)
D Γ(R)

A F
kD→A (10)

where g is the zero bias conduction, kD→A is the donor-to acceptor electron
transfer rate, F is the Franck-Condon weighted density of states thermal en-
vironment (see (1)) and Γ(L)

D and Γ(R)
A represent the inverse escape time of

an electron on the donor molecule when next to (say) the left metal elec-
trode, into that electrode, and similarly for the acceptor next to the right
metal electrode. Equation (10) is a limiting form obtained when these rates
are comparable to, or larger than the inverse energy difference between the
metal’s Fermi energy and the energy of molecular orbital that is active in the
transport process. Another limiting form is obtained for incoherent hopping
transfer through a long molecular bridge, provided that energy shifts caused
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by the molecule-metal coupling are small relative to kBT . It reads (again for
symmetric electron transfer) [45]

g ≈ e2

kBT
kD→A (11)

The simple form of the latter result stems from the fact that for incoherent
hopping transmission through a long chain is dominated by dynamics on the
chain itself and not at the molecule-lead contacts. Interestingly, and quite
accidentally, both (10) and (11) yield at room temperature similar numerical
estimates

g ∼ (e2/π� )(10−13kD→A(S(s−1)) ∼= [10−17kD→A(s−1)]Ω−1 (12)

when the semiclassical Marcus expression [46] for F in a symmetric donor-
acceptor problem, F ≈ (

√
4πλkBT )−1 exp(−λ/4kBT ) is used in (10) together

with the value λ = 0.5 eV for the reorganization energy and the values
Γ(L)

D = Γ(R)
A ∼ 0.5 eV for the electron escape rates into the electrodes. Actual

values of these parameters can of course differ, but these representative values
provide an order-of-magnitude criterion for observing conduction in the small
voltage-bias regime of molecular conduction junctions. For example, with a
current detector sensitive to pico-amperes, kD→A has to exceed ∼106 s−1 (for
the estimates of F and Γ given above) before measurable current can be ob-
served at 0.1V across such a junction. Such estimates should be exercised
with caution, both because the above expressions are approximate limiting
forms of more complex relationships within the corresponding models and
because the models themselves are highly simplified. Still, they may be use-
ful as rough order of magnitude estimates as was indeed found in a recent
comparison of electron transfer and conduction through alkane bridges [47].

4 Interaction with Nuclear Degrees of Freedom

Electron transfer processes, as described in Sect. 1 involve electron-phonon
coupling in an essential way: this coupling causes the relaxation process that
affects electron localization on the donor and acceptor species and thereby
drives the transfer process. As discussed in Sect. 2, molecular conduction is
driven by a potential difference between two infinite electrodes and phonon
induced localization does not play any essential role in affecting this driving.
Still, also in molecular conduction, the coupling between electronic and nu-
clear degrees of freedom is of great interest on several counts. First, it under-
lines the interplay between coherent transport by carrier tunneling and/or
band motion, polaronic conduction and incoherent, thermally assisted hop-
ping transport [3]. Indeed, the importance of the full hopping regime, in which
charges are definitely localized on the molecular bridge, has been demon-
strated both in the Coulomb blockade limit [48] and in a polaron-type local-
ization situation [49]. Secondly, it is directly relevant to the issue of junction
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heating [50–52]. Also, vibronic interactions accompanying electron transport
may lead to specific nuclear motions such as rotations [53, 54], lateral hop-
ping of molecules on the surface [55], atomic rearrangements [56] and chemical
reactions [57]. Finally, nuclear motions can directly manifest themselves as
inelastic signals in the current-voltage spectra. Inelastic electron tunneling
spectroscopy (IETS) has been an important tool for identifying molecular
species in tunnel junctions for a long time [58]. With the development and
advances in scanning tunneling microscopy (STM) and spectroscopy (STS)
it has proven invaluable as a tool for identifying and characterizing molecu-
lar species within the conduction region [54, 59–62]. Indeed, this is the only
direct way to ascertain that a molecular species indeed participates in the
conduction process, and at the same time to provide important spectroscopic
and structural data on the conducting molecule, in particular information on
the strength of the vibronic coupling itself [63].

4.1 Timescale Issues

The relative importance of vibronic (or electron-phonon) interactions in elec-
tron transmission processes is an issue of relative timescales. If the trans-
mission event is fast on the timescale of nuclear motion the latter may be
taken static, and we only need to average the resulting elastic transmission
probability over the relevant ensemble of nuclear configurations. The other ex-
treme limit, where the nuclear motion is fast relative to the electronic process
is usually not relevant in our system. Dynamic electron-phonon effects may
potentially play a significant role when the electronic and nuclear timescale
are similar. In order to make an assessment of this possibility an estimate
of the relevant electronic timescale is needed. For resonance electron transfer
this timescale is associated with the electronic coupling, e.g. for band motion
– by the inverse bandwidth. For off resonance tunneling transmission a useful
estimate is provided by the tunneling traversal time, τtrav, essentially a (non-
rigorous) estimate of the time available for a tunneling electron to interact
with degrees of freedom localized in the barrier region. For example, for a
particle of mass m and energy E that tunnel through a rectangular barrier
of height U and width D, the traversal time is given by

τtrav =
√

m

2(U − E)
D (13)

while for transmission in the model of Fig. 2b, involving N bridge levels and
an energy gap ∆E we obtain [64]

τtrav =
� N
�E (14)

It may in fact be shown [64] that both (13) and (14) are limiting cases of a
more general expression. For typical molecular parameters, say D = 1 nm,
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N ∼= 2 − 4 and ∆E = U − E = 1V (13) and (14) yield τtrav in the range
0.1 − 1 fs. On this short timescale one may disregard nuclear motion and
inelastic effects on electron transmission. We see however that for smaller
∆E inelastic effects may become relevant. In particular this is often the case
in resonance tunneling situations. For example, a recent computational study
of electron tunneling through water films [65] has revealed the existence of
water structures that support resonance tunneling in the energy range of up
to 1 eV below the vacuum barrier and with traversal timescales of the order
of ∼10 fs, similar to the period of the OH stretch vibrations in water.

4.2 Transition from Coherent to Incoherent Motion

In most treatments of electron transmission and conduction through insu-
lating barriers one assumes that the barrier nuclear configuration is static.
(This should be distinguished from nuclear relaxation at the donor and ac-
ceptor sites in the electron transfer process which is the driving force for
this process). The breakdown of this assumption can potentially have far
reaching consequences. In the extreme case, energy transfer into nuclear mo-
tions from the transmitting electrons may lead to conformation changes and
eventually to disintegration of the junction. Indeed, an important factor in
designing molecular conductors is their structural stability and understand-
ing processes that can undermine this stability is of utmost importance [66].
A single molecule junction that carries 1 nA of current over a voltage drop
of 1 volt passes ∼1010 eV of energy per second, many orders of magnitude
more than is needed to atomize its components. This implies the need for
understanding heat generation and dissipation in molecular conductors. In
the other limit of very weak electron-nuclear interaction, electron transfer
and transmission remain essentially the same, still the signature of electron-
phonon coupling may be observed as vibrational features in the voltage de-
pendence of the current observed in inelastic tunneling spectroscopy.

In very common intermediate cases, energy does not accumulate exces-
sively in the junction, still interactions with the thermal environments can
lead to a fundamental change in the transmission mechanism: Coherent trans-
fer is replaced by incoherent hopping. This can be simply demonstrated [29],
for a one dimensional wire problem where, in the linear transport regime, the
Landauer formula [29] for the conduction reads

g(E) =
e2

π�
T (15)

where T is the transmission coefficient and e the electron charge. Consider
now a conductor of length L as a series of N macroscopic scatterers. At each
scatterer the electron can be transmitted with probability T , or reflected
with probability P = 1 − T . Let the the total transmission through N such
objects be TN , so that T = T1. Provided that the phase of the wavefunc-
tion is destroyed after each transmission-reflection event, so that we can add
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probabilities, the transmission through an N scatterers system is obtained
by considering a connection in series of an N − 1 scatterer system with an
additional scatterer, and summing over all multiple scattering paths

TN = TN−1(1 + RRN−1 + (RRN−1)2 + . . .)T =
T TN−1

1 −RRN−1
(16)

with R = 1 − T and RN = 1 − TN . This implies

1 − TN

TN
=

1 − TN−1

TN−1
+

1 − T
T = N

1 − T
T (17)

so that
TN =

T
N(1 − T ) + T =

L0

L+ L0
(18)

where L0 = T /V (1 − T and v = N/L is the scatterer density. Using this
transmission coefficient in (15) yields

g(E) =
e2

π�
L0

L+ L0
(19)

that gives the inverse length dependence characteristic of Ohm’s law as L→
∞.

More detailed treatments can handle situations where dephasing is not
complete at each scatterer. Büttiker [67] has introduced phase destruction
processes by conceptually attaching an electron reservoir onto the constriction
under the condition that, while charge carriers are exchanged between the
current-carrying system and the reservoir, no net averaged current is flowing
into this reservoir. Such a contact, essentially a voltage probe, acts as a phase
breaking scatterer, and the dephasing efficiency is controlled by adjusting
the coupling strength between this device and the system. A very different
approach to dephasing was considered by Bixon and Jortner [68, 69] who
pointed out that the irregular nature of Franck Condon overlaps between
intramolecular vibrational states associated with different electronic centers
can lead to phase erosion in resonant electron transfer. Yet another approach
uses the machinery of non-equilibrium statistical mechanics, starting from
a Hamiltonian that includes the junction and its thermal environment and
deriving reduced equations of motion for the electron dynamics. This leads
to a dynamical description that includes the effect of dephasing and energy
relaxation that are characterized by properties of the thermal bath and the
system-bath coupling.

Figures 3–8 show some theoretical results based on the latter approach
and recent experimental results that show the effect of dephasing and acti-
vation [70, 72]. While the transition from tunneling to activation dominated
rate processes has been known in other rate phenomena, the manifestation of
this transition in the length dependence of tunneling conduction or electron
transfer rate is a relatively recent development. Table 2 [73] summarizes these
results for the Markovian limit of the thermal relaxation process.
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Fig. 3. The integrated elastic (dotted line) and activated (dashed line) components
of the transmission (zero bias conduction), and the total transmission probability
(full line) displayed as function of inverse temperature (from [50])

Table 2. Bridge length dependence of the transmission rate [73]

Physical Process Bride Lenghth
(N) Dependence

Super exchange eβN −β′ = 2 ln(VB/∆EB)
(small N, large ∆EB/VB ,
large ∆EB/kBT)
Steady state hopping N−1

(large N, small ∆EB/VB ,
small ∆EB/kBT)
Non-directional hopping N−2

(large N, small ∆EB/VB ,
small ∆EB/kBT)

Intermediate range (k−1
up + k−1

diffN)−1 kup ∼ (V 2
Bk/∆E2)e−∆EB/kBT

intermediate N, small ∆EB/VB kdiff ∼ (4V 2
B/k)e−∆EB/kBT

Steady state hopping −eαN α =
√

ΓB(ΓB + k/2VB

+ competing loss at every
bridge site

Notation: N-site bridge, with intersite electronic tunneling matrix element VB ,
injection energy barrier EB , temperature T , friction coefficient (inverse dephasing
time) κ.
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Fig. 4. Bridge length dependence of molecular conduction (or electron transfer
rate), showing the transition from exponential decrease with chain length for short
chains to a weak (k1 + k2N)−1 dependence at long length. The parameters used in
this calculation are ∆E = EB − EF = 0.2 eV, V = 0.05 eV.ΓL = ΓR = 0.1 eV and
the rate of thermal relaxation 0.01 eV, and the results shown are obtained using
temperatures of 300 K (lower curve) and 500K (From [50])

4.3 Heating and Heat Conduction

As already noted, a molecule that carries 1nA of electronic current across a
potential bias of 1V is passing ∼1010 eV of energy per second. A tiny fraction
of this energy, if it remains on the molecule for more than a few ps, will cause
molecular ionization or dissociation and disintegration of the junction. With
the objective of achieving a stable conducting operation (as opposed to, say,
inducing a chemical reaction by passing a current) two questions are in order.
First, what is the rate of electronic energy dissipation (heat generation, i.e.
increased nuclear kinetic energy) on the molecular bridge and, second, how
fast is the heat transfer out of the molecule, into the surrounding environment.
The most challenging situation is that where heat can flow from the molecule
only onto the electrodes with which it is in contact.

For a molecule that carries a current I under a potential bias Φ in a
steady state operation, the answer [74] to the first question is κIΦ, where
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Fig. 5. Temperature dependence of the electron transfer rate in the photoreac-
tion center (G. Hartwich, G. Bieser, T. L. Angenbachen, P. Müller, M. Richter,
A. Ogrodnik, H. Scheer and M.E. Michel-Beyerle, Biophys. J. 71, A8 (1997); see
also M. Bixon and J. Jortner, [11]). The activationless behavior (upper curve) cor-
responds to the wild-type reaction center while crossing from super-exchenge at
low temperature to activated behavior at higher T is exhibited in a chemically
engineered reaction center in which the bacteriochlorophyl is replaced by vinyl bac-
teriochlorophyl

Fig. 6. Temperature dependence of the current through 1-nitro-2,5-di
(phenylethynyl- 4’ -mercapto) benzene molecules between gold electrodes, showing
transition from non-activated to activated behavior with a bias-dependent activa-
tion energy (After [70])
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Fig. 7. Measured length dependence of electron transfer yields in DNA (from [71])

Fig. 8. Room temperature calculated conductance of a single-walled nanotube
between gold electrodes, as a function of nanotube length. (from [35])
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0 ≥ κ ≥ 1. A calculation based on a tight-binding model [74] with electron-
phonon coupling estimated from molecular reorganization energies yields κ
of order 0.1. Thus the heat conduction problem in molecular junctions be-
comes crucial. As a zero-order approximation one may try to represent the
molecular wire as a cylinder characterized by the classical heat conduction
coefficient of saturated organic materials. This yields the results [74] of Fig. 9
that may lead us to conclude that the temperature rise expected under rea-
sonable operating conditions is not significant. It appears though that using
classical heat conduction for such estimates fails for two reasons. First, the
size of molecular conduction bridges is often small enough to make phonon
motion essentially ballistic and classical heat conduction concepts largely in-
valid. This actually enhances heat transfer out of the molecule relative to
what is expected in macroscopic, diffusive, conduction. On the other hand,
small molecular systems are restricted environments, limited in the number
and spectrum of available phonon modes. This reduces the efficiency of heat
dissipation out of the molecule and the net outcome [51], as we know from
experiment, is that junction stability may be compromised by passing current
through its molecular component.

Fig. 9. A model estimate of the temperature rise of a current carrying molecular
junction (model as a cylinder (see inset) connecting the electrodes). Heat is assumed
to be deposited at the center of the cylinder at a rate of 1010 eV/s (an estimate
from a theory based on the Redfield formalism for a current of 10 nA at voltage
1 eV) and the classical heat equation. With heat conduction σh = 3.5 · 10−4 cal/
(s · cm · K) typical of organic solids is used to estimate the cooling. (from [73]). The
length of the cylinder is 60 Å. The upper curve is obtained from a calculation that
assumes that heat flows out of the molecule only at the contacts with the leads. The
lower curve is from a calculation that assumes cooling through th entire molecular
surface
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4.4 Inelastic Electron Tunneling Spectroscopy (IETS)

Inelastic tunneling spectroscopy, an increasingly important tool for studies
of molecular conduction junctions, provides the possibility to view directly
the consequence of electron-phonon interaction in the tunneling current. Ex-
perimentally one looks for vibrational signatures in the current/voltage re-
sponse of the junction. An important technical difference between IETS and
electronic optical spectroscopy is that in the latter case the energy of the
observable (light) is easily resolved, while a current is an integral over energy
(see (3)) that needs to be differentiated to get energy resolved information.

Vibrational signatures in the current-voltage relationships of molecular
junctions can stem from two origins (see Fig. 10a). At the threshold where
the potential bias between the left and right electrodes exceeds � ω0, where
ω0 is the frequency of a nuclear vibrational mode on the bridge, the tunnel-
ing electron can exchange energy with this mode and the additional inelastic
signal is observed as a conduction step, i.e. a peak in the second derivative
d2I/dΦ2 of the current with respect to the voltage. If the potential bias is
such that an electronic level of the bridge just enters the window between
the Fermi-energy of the two electrodes, resonance tunneling takes place and
the corresponding peak in the conductance dI/dΦ may be accompanied by
satellite vibrational peaks similar to those observed in resonance Raman scat-
tering. An example of the resulting spectroscopy is shown in Fig. 12 of Chap.
30. References [61, 75] discuss recent observations of vibrational structures
dressing resonance tunneling currents.

Fig. 10. A schematic view of the level structure for inelastic electron tunneling
(left) and for Raman scattering (right). The shaded areas in left figure denote
the continuous manifolds of states of the two leads where the lines separating the
occupied and unoccupied states are the corresponding Fermi energies. For the right
lead two manifolds are shown: one where the corresponding molecular state is the
ground vibrational state of the molecule, and the other (diagonally shaded) where
the molecule is in the first excited vibrational state. The horizontal dotted lines at
heights µL and ε1 are added to guide the eye



32 J. Jortner et al.

At the threshold |eΦ| = � ω0 of the inelastic tunneling channel both the
elastic and the inelastic fluxes change, with the latter obviously increasing
from its zero value below threshold. In contrast, as first noted by Persson
and Baratoff [76], depending on the energetic parameters of the system, the
correction to the elastic current may be negative. Furthermore, this negative
change in the elastic tunneling component may outweigh the positive con-
tribution of the inelastic current, leading to a negative peak in the second
derivative of the current/voltage relationship. Such negative features have in-
deed been observed in recent single-molecule IETS studies [60,71]. It should
be noted that not only the sign but also the shape of these peaks depend on
the energetic parameters of the system [77], and recent results [62] (see also
Chap. 30) that show relatively strong derivative-like features in the low tem-
perature IETS spectrum of C8 alkane thiols may be another manifestation of
the same effect. The origin of this rich range of behaviors is the interference
between different orders (in the electron-phonon coupling M) of the elastic
contribution to the tunneling current, as explained by Fig. 11. This figure
refers to a simple model [77] with a single bridge electronic state (1) and a
single phonon mode, described by the Hamiltonian

Ĥ0 = ε1ĉ
†
1ĉ1 +

∑
kεL,R

εkd̂
†
kd̂k + ω0â

†â+
∑

kεL,R

(Vk1d̂
†
k ĉ1 + h.c.) +M(â† + â)ĉ†1ĉ1

(20)
where ĉ†1 and ĉ1 are creation and annihilation operators for electrons on the
bridging level of energy ε1, {k} = {l}, {r} are sets of electronic states rep-
resenting the left (L) and the right (R) electrodes with the corresponding

electrons 

vibrations 
M 

A0
A1M

A2M
2

(((( )))) (((( ))))1 1

2 2 2 2
02 20

2
0A AA MA M AA AM+ ++ ++ ++ + ++++==== ++++

elastic inelastic elastic

Fig. 11. A scheme used to explain the low order elastic and inelastic components
of the IETS signal. See text for details
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creation and annihilation operators d̂†k and d̂k and â†k and â are creation and
annihilation operator for the phonon mode of frequency ω0. The tunneling
amplitude may be written, to second order in the electron-phonon coupling
M as A = A0 + A1M + A2M

2 where A0 is the amplitude of a zero order
process that involves no phonons, A1 is a 1-phonon inelastic tunneling am-
plitude and A2 is a 2-phonon elastic amplitude that describes a second order
process where one phonon was created then destroyed. Clearly, the intensity
A2 contains in second order contributions of inelastic process, and interfering
elastic processes as seen in Fig. 11.

5 Remarks and Generalities

Since junction transport is in some senses an extension of non-adiabatic mole-
cular electron transfer, conductances and rate constants are closely related
(Sect. 3), and both undergo characteristic changes between coherent and in-
coherent motion mechanisms (Sect. 4). Because of these similarities, there
are a number of common issues that will arise in the measurement of either
conductance or electron transfer rates. These are discussed in Sect. 5.1 of
this chapter. There are, however, some special aspects of junction transport,
that arise from the nature of the states and the dynamical processes involved.
These aspects are discussed in Sect. 5.2.

5.1 Electron Transfer and Conductance: Common Issues

Electronic States

Because charge transfer or transport is the defining process, both ET and
JC (electron transfer and junction conductance) deal with initial and final
electronic states. In junctions, the electronic states in question lie within the
continuum of the leads. For ET, both the initial and final states are isolated
molecule electronic eigenstates. Nevertheless, the transport coefficients (kET

and g) will vary with varying initial or final electronic state. While this has
been extensively investigated in the ET field [1, 78, 79] (in particular using
photoelectrochemistry), it is also expected to be present in junctions: indeed,
photoexcited junction transport has been discussed in the theoretical litera-
ture [80], and some initial experimental aspects are beginning to appear [81].

Electron Correlation

The electron correlation problem enters into both processes. This term refers
to the fact that interelectron repulsion both makes the electronic structure of
molecules or solids a problem that is impossible to solve exactly, and substan-
tively modifies energy levels. In most treatments of ET or MJ, a major simpli-
fication is made in that only the single electron terms of a model Hamiltonian
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are used: these models are sometimes called tight binding [82], or extended
Huckel or one electron. Electron repulsions cause major changes in the prop-
erties of individual molecules (for example, they change the optical spectra
qualitatively, they are responsible for bond formation and taking them into
account is the dominant reason why electronic structure calculations in 2004
are better than they were in 1946).

Calculations employing electronic correlation, often using density func-
tional theory, are now becoming standard both in transport [29–41, 83] and
in transfer, but nevertheless major problems still inhere in dealing correctly
with the effects of correlation. A specific instance involving junction behavior
will be discussed in Sect. 5.2.

Spin Effects

Because of the Exclusion Principle, interactions between same spin and oppo-
site spin electrons are different. In ET, these spin effects are strongly marked
in situations involving particular open shell transition metal ions, notably
cobalt. In junction transport, there have been a number of theoretical analy-
ses of possible spin effects [84]: one idea is that the spins are polarized in
the metallic electrode, and the amplitude for scattering through the junction
for same spin and differing spin electrons will differ. The opposite limit in-
volves non-singlet states on the molecule itself. No experimental observations
of such phenomena are yet reported. There is also an interesting issue of spin
quantization axis, since the two electrodes and the molecule might have quite
differing spin axes.

Geometry

It has already been stressed that to obtain useful structure/function rela-
tionships, one needs to know structure. Electronic structure calculation for
individual molecules can give bond lengths and bond angles, for stable or-
ganics, that are essentially as exact as experiment. For ET reactions, then,
the geometry problem is to some extent computationally solved. In stark
contrast, with the possible exception of nanotubes, nearly nothing is known
experimentally about the actual geometry of molecules in transport junc-
tions: this is a non-equilibrium situation, and non-equilibrium methods are
required to calculate such geometries. There have been some attempts in this
direction [85], but since experimental determination of the geometries is so
very difficult, it is not known how accurate such calculations are.

5.2 Junction Conductance

Because ET is one of the most important reactions in chemistry, the issues
discussed in Sect. 5.1 of this chapter have been investigated there both theo-
retically and experimentally. Since studies of JC are essentially only a decade



Foundations of Molecular Electronics – Charge Transport 35

old, and since the metrical problems are so serious, much of this territory has
been unexplored. But other effects can dominate in junction transport, and
these differentiate the ET and JC situations.

Geometric Behavior

Modifications in structure lead to modifications in molecular properties; such
structure/function relationships are at the heart of modern chemistry. In
JC, as already stated several times, the geometries are effectively unknown,
and indeed there does not seem any direct scattering method that can be
used experimentally to find accurately the geometry of a molecule made
of first row atoms in the presence of a large number of metal or semicon-
ductor atoms constituting the electrode. Indirect structural analysis, using
vibrational spectroscopy and scanning probe information, is becoming avail-
able [62,86]. Until such geometric information permits comparison with com-
putations both of the structure and of transport with different structures,
this will comprise a very serious difficulty for accurate comparison between
modeling and experiments. Beautiful experiments have demonstrated that
electronic currents in junctions can actually break chemical bonds, excite
vibrations, and otherwise alter the structural chemistry of the molecules of
these junctions [53,54,57,59–61,74]. Understanding that variation remains a
major task.

Voltage Profiles

The issue of voltage profiles, effectively the electrochemical potential across a
junction in a non-equilibrium state, can be crucial in determining behaviors.
This has been studied beginning with a clarification by Datta and his collab-
orators of the importance of the voltage drop structure [87]. Figure 12 shows
some calculations of the local electrostatic field across a model wire system
in the Huckel drescription [88]: notice the change in shape from the simple
ramp (which is correct in the absence of any charge within the junctions)
to a highly screened interaction in which most of the field drops at the elec-
trode/molecule interface. The extent to which a voltage drop occurs at any
given spot can only be determined by a self consistent calculation that takes
into account carrier-carrier interactions, because it is necessary to solve si-
multaneously the Poisson equation for the electrostatics and the Schrödinger
equation for the wave function. The smooth curves in Fig. 12 come from
solving these equations simultaneously for a simple junction model of a wire.
In more extensive calculations on the molecules, there have been attempts to
describe the electrostatics. Figure 13 shows the calculated electrostatics for
a junction consisting of an organic between gold electrodes [89]. There are
substantial changes in the potential due to the presence of electrical charge
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Fig. 12. The effective electrostatic potential acting across a Huckel-level molecular
wire contacting two metallic electrodes. The potential indicated as Poisson is a
self-consistent solution to the Poisson and Schrodinger equations, while the ramp is
simply the applied electrostatic potential. The inset shows the second derivative of
the potential(solid) and the density divided by the local dielectric constant (broken).
After [88]

distributions, as is to be expected. Note also that although some of the po-
tential drops at the interfacial regime, substantial amounts do drop across
the molecular structure itself.

Understanding the generalities of the voltage profile is crucial, because dif-
ferent voltage profiles will give different solutions to the Schrödinger equation,
and therefore different transport predictions. Self consistent field calculations
using density functional methods are becoming the standard here [89–91],
and can be used to approximate the charge distributions, and therefore the
voltage profiles, once self consistency is obtained.

Heuristically, if current is to be continuous throughout the junction, and
if Ohm’s law were to be obeyed, then the local drop in potential should be
proportional to the local resistance. It follows from this argument that if the
mixing at the interface is weak, much of the voltage will drop at the interface,
and this seems to be borne out by calculations.

Creative work by the McEuen and his collaborators in carbon nanotubes
has measured [92] the electrostatic potential, essentially by scanning a voltage
probe across the molecule at a functional junction. They observe specific
drops along the tube, which are attributed to defects. The actual drop at the
interface cannot be measured, because the interface geometry is simply too
tight. Measurements of energy dissipation suggest major drops in the field at
the interface, as is to be expected. While such measurements would be very
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helpful for small molecule circuits, the short length (∼1 nm) makes them very
difficult.

The simplest way to think about such effects is to consider that molecules
act like polarizable capacitors in junctions, and that the molecular charge dis-
tribution polarizes itself to offset the applied field. In this sense, the interface
looks slightly like an electrochemical double layer.

The superexchange mechanisms, as detailed above, suggest that whichever
effectively coupled frontier level is closer in energy to the injection energy in
the junction case, or closer in energy to the donor in the ET case, should
dominate the rate constant. Analysis is more difficult with the junctions, only
because so many levels of the “extended molecules” enter. For example, very
recent calculations by the Bredas Group [93] and by Basch and collaborators
[93] have demonstrated that the effective levels of the extended molecule are
not the HOMO and the LUMO, because of the importance of metal-induced
gap states [94]. Important, strongly coupled levels can be found by population
analysis, and for the simple benzenedithiol case there are of the order of a
dozen intervening in the extended molecule [93].

Classically, one expects that the presence of a charge distribution near a
metal will result in polarization of the metal, and that this polarization can
be well described in terms of an image potential picture. Computationally,
using electronic structure methods to calculate this image is difficult [96],
essentially because of the interelectronic repulsions in the metal. It is not
clear how well any of the “extended molecule” schemes currently in vogue for
calculating junction transport deal with the very important image problem,
nor is it really clear how to include the image heuristically (double counting
of image effects must be avoided). Very recent work by the Purdue group [95]
has used a self consistent solution to the Poisson equation with an image
correction, within a semiempirical CNDO model Hamiltonian. They calculate
both the effective voltage profile and the I/V characteristics. The results
show rectification behavior, agreeing very well with break junction transport
measurements [99].

Electron Correlation

An important set of phenomena directly related to electron correlation ef-
fects is characteristic of mesoscopic physics, and is beginning to be observed
in molecular junctions. One of these is the so called Kondo effect [48], in which
there is actually a maximum in the conductance at zero voltage, if there is an
odd spin on the molecular bridge. Effectively, this comes because of exchange
interactions creating a very small peak in the density of the states at the
metallic Fermi level. The strength of these interactions is characteristically
weak, and (Fig. 14) the Kondo maximum disappears at higher temperature.
The possible engineering of molecules to give a larger Kondo-like peak con-
stitutes a significant challenge both for experiment and for theory.
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Fig. 13. The difference in electrostatic potentials between the molecule plus elec-
trode and the junction under voltage. The center frame shows the calculated charge
transfer, using a very reduced basis set. After [89]

Fig. 14. The observed Kondo-type resonance in the transport through a dithio-
lated odd-spin Co complex between gold electrodes. Note the disappearance of the
resonance peak with increase of temperature. After [48]
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When the interfacial mixing (the spectral densities) of the two electrodes
become weak, the molecule can act as, effectively, a perfect extended quantum
dot structure. Figure 15 shows the observation of the so called “coulomb
blockade” structure for a bridge consisting of a gold dot linked to the electrode
by duplex DNA strands. The characteristic blockade steps correspond to the
charging of the dot, and are seen because of weak effective spectral densities
of the two electrodes. Such coulomb blockade structures have been observed
in many other molecules [48], and in particular an actual coulombic staircase
structure has been reported for a long oligomer of paraphenylenevinylene
[49], where a combination of multielectron effects and vibronic interactions
is responsible for the multiple charging of the bridge.
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Fig. 15. The coulomb blockade spectrum of a DNA-functionalized Au dot between
Au electrodes. The fit is to the standard two-resistor, two capacitor equivalent
circuit. After S-W. Chung et al., submitted to Small

Computational Approaches

While use of simple models such as the Newns/Anderson form for the elec-
trode spectral density (based on a one-dimensional tight binding metal) [97]
or a Huckel [95] or tight-binding form [82] for the molecular Hamiltonian
are extremely useful for understanding general behaviors, there is extensive
current activity in actual electronic structure calculations of junction conduc-
tance. One approach uses a jellium model for the electrodes and a scattering
picture in terms of the Lippman-Schwinger equation for the molecule. This
has been extensively applied [37–40], and has a particularly attractive aspect
in using a generalized Ehrenfest approach to allow actual geometry optimiza-
tion under current-flow conditions [85].

More commonly, the junction is broken into two parts, an “extended mole-
cule” consisting of the actual molecule and a few electrode atoms at each end,
and the reminder of the electrodes. The latter are represented in terms of their
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surface Green’s functions, and act as source and drain. The extended mole-
cule is treated using a chosen electronic structure model [29–36]. The choice
of method and the basis set determines the quality of the calculation, and
self-consistent solution of transport and electronic structure allows prediction
of the voltage-dependent conductance. Usually, some form of static Density
Functional Theory (DFT) is used for the electronic structure problem.

There are substantive difficulties here, including the fact that static DFT
does a very poor job of representing electron injection or ionization processes
(essentially the content of the G in (5)), and the balance problem between the
basis sets on the molecule and the metal atoms [83,98]. Several contributions
both in this book and elsewhere [98] describe alternate, sometimes more
sophisticated electronic structure approaches. Since ab-initio methods using
correlation corrections of the coupled cluster or Moller-Plesset type do a
quite good job in describing ionization and electron capture, their use for
conductance seems promising. Basis set issues might be simplified by going
to plane-wave formulations.

Reliability, Reproducibility, Experimental Conditions
and Switching

Because junction transport is such a new measurement, the community con-
tinues to seek the most effective ways to make voltage spectroscopic mea-
surements of transport. Several of the important schemes for doing so will
be outlined in the following chapters of this book. In general, however, the
measurements break down into two major categories. First, there are break
junction measurements [42,99,100], fabrication schemes [101], particular lim-
its of crossed-wire, STM and nanodot collection measurements [102–104], in
which one is presumably measuring a small number (ideally 1) of molecules.
Second are measurements on adlayers, in which many thousands of molecules
can contribute to the transport [105, 106]. There is no necessary reason why
these two sorts of measurement should give the same current/voltage signa-
tures, even if the molecules are identical, and the electrodes are identical [107].
There are several reasons why such disparities might exist:

First, the spectral densities (effective inverse contact resistance) could
vary between adlayers and single molecules. Indeed, calculations indicate
[108] (and measurements of adlayer stability and motion also suggest [109]
that there are several stable sites for the most common geometries, such
as thiol/gold or siloxy linkages [110]. These different geometries are also
calculated to have different spectral densities, and therefore different con-
ductance signatures [108]. This is almost certainly the reason for the often-
observed striking switching in time dependent measurements of transport.
Figure 16 shows an important contribution from the Weiss laboratory [104],
with switching on and switching off of transport through a conjugated mole-
cule in a mixed adlayer film. Figure 17 shows the histograms observed by
Tao’s group [111], found by an electrochemical break-junction scheme. This
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is an important measurement, demonstrating clearly the differing conduc-
tance values expected for differing geometries. Reed’s Group [112] has re-
ported significant conductance fluctuations in disordered SAM structures,
but far better reproducibility for ordered ones. For stable organics bound to
Si electrodes, fluctuations are very small [100, 101]. The simplest and most
persuasive argument for observed conductance switching is indeed geometric
change of the environment, just as it is for single molecule spectroscopy and
spectral diffusion. Given these different possible geometries and resulting dif-
ferent conductances, it is not surprising that any individual measurement of
transport could differ from another.

Second, the presence of self-assembled monolayers on surfaces changes
both the work function and the Fermi energy of the metal [113]. Since the
Fermi energy enters into the voltage profile, and into the injection gap, it is
clear that a given molecule may have a different conductance signature in
the presence of an adlayer film than it would on a bare metal, independent
of any geometric change.

Given these realizations, it is clear that extensive comparative measure-
ments will have to be made before actual current/voltage/Fermi level behav-
ior is clarified.

Probably the simplest multiple-molecule situation involves alkane thiol
adlayers: these are very regular and relatively stable. Moreover, the very
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Fig. 17. Histograms for molecular junction conductance observed in an electro-
chemical environment. The histograms are based on multiple samples, obtained in
an electrochemical break-junction measurement. Note the breadth of the observed
conductance, the near-quantized transport in the metal wires, and the higher trans-
port in the benzene dithiol than in the xylene dithiol. After [111]

large gap expected due to the saturated electronic structure of the alkane sug-
gests (for example using the Buttiker–Landauer time scale) that here trans-
port will occur by simple quantum mechanical barrier tunneling, expected
to follow roughly the Simmons equation [114] and to exhibit no temperature
dependence. Precisely these characteristics have been observed in several lab-
oratories [105, 115] – the transport is indeed temperature independent, and
indeed decays exponentially with length as would be expected for alkanes.
Calculations from several laboratories on such systems agree very well with
the experiment for the slope of the exponential decay [116,117]. Nevertheless,
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interface effects, electrode instabilities and fabrication problems continue to
haunt transport measurements [118].

While stochastic switching arising from thermal or voltage-driven geom-
etry changes can complicate the interpretation of conductance, using con-
trolled molecular geometric changes to modify transport may be a very sig-
nificant aspect of molecular electronics. Several theoretical papers address
the idea of using a stereochemical change [119–121], driven by the applied
field, to switch a molecular geometry and therefore to use the molecule as
a dynamic circuit element, producing a switch or rectifier. It was pointed
out by Datta and collaborators that the use of a standard FET geometry is
difficult for molecular species, because the short molecular lengths (of order
1nm) would require a very thin oxide layer (less than the molecular length)
for effective switching [122]. Using a stereochemical switch in a two-electrode
(source/drain) rather than the three-electrode (source/gate/drain) structure
of the traditional FET would constitute a particularly neat form of true
molecular electronics (Fig. 18) [119–122].

Other switching phenomena, and indeed a very different set of conduc-
tance behaviors, occur when semiconducting electrodes replace metallic ones
[101, 102]. It has been demonstrated [100] that reproducible negative differ-
ential conductance spectra can occur in transport through a chemisorbed
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molecular species on a Si electrode (Fig. 19). Such switching behavior in a
stabile geometry, which might be very valuable in actual computational cir-
cuitry, can be understood in terms of the bandgaps in the semiconductor
electrode [122].

For most interesting molecules, convergence between experiment and the-
ory has been more difficult to obtain. As discussed both in this section and
in the following papers, such convergence is not expected until we have much
more information on the geometry, the environment, the electronic structure
and the binding in the given molecular junction. These issues of reliability are
now being seriously addressed, and the field is making great progress toward
turning molecular junction transport into a reliable model science.
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Abstract. We consider electrical transport properties of a molecular wire under
the influence of time-dependent electromagnetic fields. A formalism based on Flo-
quet theory is derived which allows to calculate both the dc current through the
molecular wire and the associated noise power. Approximations for the case of a
weak wire-lead coupling are studied in detail.

1 Introduction

Owing to the recent experimental progress in the fabrication and character-
isation of nanostructures involving single or a few molecules, the research
field of molecular electronics currently enjoys a vivid activity, as exemplified
by the present volume. Thereby, the main focus has been put on contacting
single molecules by nanoelectrodes. This allows to apply a transport voltage
and to measure the resulting electrical current [1–8]. For the corresponding
theoretical investigations, two lines of research are presently followed. The
one is the ab-initio computation of the orbitals relevant for the motion of
excess charges through the molecular wire [9–12], as described in Chaps. 3–6.
The other line employs rather universal models to gain a qualitative un-
derstanding of the transport mechanisms involved [13–19]. Two particular
problems addressed within model calculations are the conduction mechanism
in the presence of electron-phonon coupling [14] and the length dependence
of the current-voltage characteristics [13,17]. The present work also employs
rather general models: We describe the molecules by a linear arrangement of
tight-binding levels with the terminating sites attached to leads.

Typical energy scales of molecules lie in the infrared regime where most
of today’s lasers work. Hence, lasers represent a natural possibility to ex-
cite the electrons of the molecular wire and, thus, to study the corresponding
changes of the conduction properties [20]. One particular question in this con-
text is the influence of excitations by electromagnetic fields and oscillatory
gate voltages on the electron transport. Such excitations bear intriguing phe-
nomena like photon-assisted electron tunnelling [21–23] and quantum ratchet
effects [24,25]. From a fundamental point of view, these effects are of interest
because the external fields enable selective electron excitations and allow to
study their interplay with the underlying transport mechanism. In practical
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applications, time-dependent effects can be used to control and steer currents
in coherent conductors. Such control schemes can be valuable, however, only
if they operate at tolerable noise levels. Thus, the corresponding current noise
is also of prominent interest.

An experimental starting point for the investigation of the influence of
electromagnetic fields on molecular conduction is the laser excitation of elec-
trons to higher orbitals of the contacted molecule. The resulting changes of
the current through a contacted molecule due to the influence of a laser field
are studied. In particular, we focus on the modification of the length depen-
dence of the conductivity [26–28]. At present, the corresponding experiments
are attempted, but still no clearcut effect has been reported. The molecule-
lead contacts seem stable even against relatively intense laser fields, but a
main problem is the exclusion and suppression of side effects like, e.g. heat-
ing of the break junction which otherwise might distort the molecule-tip setup
and, thus, be responsible for the observed enhancement of the conductance.

2 Basic Concepts

2.1 Model for Driven Molecular Wire Coupled to Leads

The entire setup of the ac-driven molecular wire coupled to leads is described
by the time-dependent Hamiltonian

H(t) = Hwire(t) +Hleads +Hcontacts , (1)

where the different terms correspond to the molecular wire, the leads, and the
wire-lead couplings, respectively. We focus on the regime of coherent quantum
transport where the main physics at work occurs on the wire itself. In doing
so, we neglect other possible influences originating from driving induced hot
electrons in the leads, dissipation on the wire and, as well, electron-electron
interaction effects. Then, in a tight-binding (Hückel) approximation with N
localised atomic orbitals |n〉, the wire Hamiltonian reads

Hwire(t) =
∑
n,n′

Hnn′(t)c†ncn′ . (2)

The fermion operators cn, c†n annihilate and create, respectively, an electron in
the orbital |n〉. The influence of an applied ac field with frequency Ω = 2π/T
results in a periodic time-dependence of the wire Hamiltonian: Hnn′(t+T ) =
Hnn′(t). The leads are modelled by ideal electron gases,

Hleads =
∑

q

(εLqc
†
LqcLq + εRqc

†
RqcRq) , (3)

where c†Lq (c†Rq) creates an electron in the state |Lq〉 (|Rq〉) with energy εLq

(εRq) in the left (right) lead. The tunnelling Hamiltonian
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Hcontacts =
∑

q

(
VLqc

†
Lqc1 + VRqc

†
RqcN

)
+ h.c. (4)

establishes the contact between the sites |1〉, |N〉 and the respective lead,
as sketched in Fig. 1. This tunnelling coupling is described by the spectral
density

Γ�(ε) = 2π
∑

q

|V�q|2δ(ε− ε�q) (5)

of lead �, with � = L,R. Assuming that the lead modes are dense Γ�(ε)
becomes a smooth function. Although we will derive expressions for arbitrary
spectral density, we here remark that, often, one is interested mainly in the
properties of the molecular wire itself and not in the details of the wire-
lead coupling. Then it is convenient to assume in the relevant regime, the
spectral density to be energy-independent and, thus, to employ the so-called
wide-band limit Γ�(ε) → Γ� = const .

To fully specify the dynamics, we choose as an initial condition for the
left/right lead a grand-canonical electron ensemble at temperature T and
electro-chemical potential µL/R, respectively. Then, at initial time t0, the
only nontrivial expectation values of the lead operators read

〈c†�′q′c�q〉 = f�(ε�q)δ��′δqq′ (6)

µL

E

µR|1〉

|2〉 |3〉 |4〉 |5〉

|6〉

Γ Γ

A sin(Ωt)

EB

Fig. 1. Level structure of a molecular wire bridge consisting N = 6 orbitals. The
two end sites are coupled to two leads with chemical potentials µL and µR = µL+eV
and are bridge by the N −2 orbitals lying EB above in energy. All adjacent orbitals
are coupled by the tunnelling matrix elements ∆. A laser with frequency Ω and
amplitude A acts on the molecular wire
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where f�(ε) = (1+exp[(ε−µ�)/kBT ])−1 denotes the Fermi function in lead �
and kB is the Boltzmann constant. An applied voltage V maps to a chemical
potential difference µR − µL = eV with −e being the electron charge.

2.2 Current Through Static Molecular Wire

Before elucidating the influence of a driving field, let us first briefly review
the scattering approach which applies to the corresponding static situation,
i.e. without driving. In the absence of interactions, the current through a
nanosystem like a molecular wire considered here, can be expressed in terms
of the transmission T (E), i.e., the probability for an electron of a given energy
E being transmitted from one lead to the other. This allows to write the
current as

I =
e

2π�

∫
dE
[
fR(E) − fL(E)

]
T (E) . (7)

For the evaluation of the transmission, one often uses the relation [29–31]

T (E) = tr[G†(E)ΣR(E)G(E)ΣL(E)] , (8)

which expresses the transmission in terms of the retarded Green function
G(E) of the system and the self-energies ΣL/R(E) resulting from the coupling
to the leads. The trace in the last equation sums over all single-particle states
of the wire.

Besides the mean value of the current, another quantity of interest is
its fluctuation, i.e., the current noise which is described by the symmetrised
correlation function

S�(t, t′) =
1
2
〈
∆I�(t)∆I�(t′) +∆I�(t′)∆I�(t)

〉
(9)

of the current fluctuation operator ∆I�(t) = I�(t) − 〈I�(t)〉. For a stationary
process, the correlation function S(t, t′) = S(t− t′) is a function of only the
time difference. The noise strength can be characterised by the zero-frequency
component of S�(τ),

S̄� =
∫ ∞

−∞
dτ S�(τ) . (10)

It can be shown that due to charge-conservation for two-terminal devices S̄�

is independent of the contact �, i.e., S̄L = S̄R ≡ S̄. The noise strength S may
be expressed in terms of the transmission function T (E) as [32]

S =
e2

2π�

∫
dE
{
T (E)

[
fL(E)[1 − fL(E)] + fR(E)[1 − fR(E)]

]

+ T (E)
[
1 − T (E)

][
fR(E) − fL(E)

]2}
.

(11)

As a dimensionless measure for the relative noise strength, we employ the
so-called Fano factor [33]
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F =
S̄

e|Ī| , (12)

where Ī denotes the time-average of the current expectation value 〈I�(t)〉.
Note that in a two-terminal device, the absolute value of the average current
is independent of the contact �. The Fano factor is constructed such that for
uncorrelated events F = 1, i.e., it describes the noise levels with respect to a
Poisson process. Historically, the zero-frequency noise (10) contains a factor
2, i.e. S̄′ = 2S̄, resulting from a different definition of the Fourier transform.
Then, the Fano factor is defined as F = S̄′/2e|Ī|.

3 Floquet Approach to the Driven Transport Problem

We now derive from the model described in Sect. 2.1 expressions for both the
current through the molecular wire and the associated noise by solving the
corresponding Heisenberg equations of motions. To do so, we start from
the equations of motion for the annihilation operators in lead �,

ċ�q = − i
�
ε�qc�q −

i
�
V�q cn�

, (13)

which are straightforwardly integrated to read

c�q(t) = c�q(t0)e−iε�q(t−t0)/� − i
�
V�q

∫ t−t0

0

dτ e−iε�qτ/�cn�
(t− τ) , (14)

where n� denotes the molecular wire site attached to lead �, i.e., nL = 1 and
nR = N . Inserting (14) into the Heisenberg equations for the wire operators
yields in the asymptotic limit t0 → −∞

ċn�
(t) = − i

�

∑
n′

Hn�,n′(t) cn′(t) − 1
�

∫ ∞

0

dτ Γ�(τ) cn�
(t− τ) + ξ�(t) , (15)

ċn(t) = − i
�

∑
n′

Hnn′(t) cn′(t) , n = 2, . . . , N − 1 . (16)

where the lead response function Γ�(t) results from the Fourier transformation
of the spectral density [5],

Γ�(t) =
∫ +∞

−∞

dε
2π�

e−iεt/�Γ�(ε) . (17)

In the wide-band limit Γ�(ε) → Γ�, one obtains Γ�(t) = Γ� δ(t) and in this
case the equations of motion for the wire operators are memory-free. The
influence of the operator-valued Gaussian noise

ξ�(t) = − i
�

∑
q

V ∗
�q e

−iε�q(t−t0)/� c�q(t0) (18)



60 P. Hänggi et al.

is fully specified by the expectation values 〈ξ�(t)〉 = 0 and

〈ξ†�′(t′) ξ�(t)〉 = δ��′
1

2π�2

∫
dε e−iε(t−t′)/� Γ�(ε)f�(ε) , (19)

which follow directly from the definition (18) and the initial conditions (6).
It is convenient to define the Fourier representation of the noise operator,
ξ�(ε) =

∫
dt exp(iεt/�)ξ�(t) whose correlation function

〈ξ†� (ε) ξ�′(ε′)〉 = 2πΓ�(ε) f�(ε) δ(ε− ε′) δ��′ (20)

follows directly from (19).

3.1 Retarded Green Function

The equations of motion (15) and (16) represent a set of linear inhomogeneous
equations and, thus, can be solved with the help of a retarded Green function
G(t, t′) = −(i/�)U(t, t′)θ(t− t′) which obeys

(
i�

d
dt

−H(t)
)
G(t, t′) + i

∫ ∞

0

dτ Γ (τ)G(t− τ, t′) = δ(t− t′) (21)

where Γ (t) = |1〉ΓL(t)〈1| + |N〉ΓR(t)〈N | and H(t) is the one-particle Hamil-
tonian corresponding to (2). At this stage, it is important to note upon in-
spection that the propagator of the homogeneous equations obeys U(t, t′) =
U(t+ T , t′ + T ) and, accordingly, the retarded Green function

G(t, ε) = − i
�

∫ ∞

0

dτ eiετ/�U(t, t− τ) = G(t+ T , ε) (22)

is also T -periodic in the time argument. Thus, we can employ the Fourier
decomposition G(t, ε) =

∑
k e−ikΩtG(k)(ε), with the coefficients

G(k)(ε) =
1
T

∫ T

0

dt eikΩtG(t, ε) . (23)

Physically, G(k)(ε) describes the propagation of an electron with initial en-
ergy ε under the absorption (emission) of |k| photons for k > 0 (k < 0). In
the limiting case of a time-independent situation, all sideband contributions
with k = 0 vanish and G(t, ε) becomes time-independent and identical to
G(0)(ε).

From the definition (21) of the Green function and its Fourier representa-
tion (22), it can be shown that the solution of the Heisenberg equations (15),
(16) reads

cn(t) =
i

2π

∑
�

∫
dε e−iεt/�Gn,n�

(t, ε) ξ�(ε) , (24)
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where we have defined Gn,n�
(t, t′) = 〈n|G(t, t′)|n�〉.

Below, we need for the elimination of back-scattering terms the relation

G†(t, ε′) −G(t, ε) =
(
i�

d
dt

− ε′ + ε
)
G†(t, ε′)G(t, ε)

+ i
∫ ∞

0

dτeiετ/�G†(t, ε′)Γ (τ)G(t− τ, ε)

+ i
∫ ∞

0

dτe−iε′τ/�G†(t− τ, ε′)Γ †(τ)G(t, ε) .

(25)

A proof starts from the definition of the Green function, (21). By Fourier
transformation with respect to t′, we obtain the relation(

i�
d
dt

+ ε−H(t)
)
G(t, ε) + i

∫ ∞

0

dτ eiετ/�Γ (τ)G(t− τ, ε) = 1 (26)

which we multiply by G†(t, ε) from the left. The difference between the re-
sulting expression and its hermitian adjoint with ε and ε′ interchanged is
relation (25).

3.2 Current Through the Driven Molecular Wire

Owing to charge conservation, the (net) current flowing from lead � into the
molecular wire is determined by the negative time derivative of the charge
in lead �. Thus, the current operator reads I� = ie[H(t), N�]/�, where N� =∑

q c
†
�qc�q denotes the corresponding electron number and −e the electron

charge. By using (14) and (18), we obtain

IL(t) =
e

�

∫ ∞

0

dτ
{
ΓL(τ)c†1(t)c1(t− τ) + Γ ∗

L(τ)c†1(t− τ)c1(t)
}

− e
{
c†1(t)ξL(t) + ξ†L(t)c1(t)

}
.

(27)

This operator-valued expression for the time-dependent current is a conve-
nient starting point for the evaluation of expectation values like the dc and
ac current and the current noise.

Time-Average Current

To obtain the current 〈IL(t)〉, we insert the solution (24) of the Heisenberg
equation into the current operator (27) and use the expectation values (20).
The resulting expression

〈IL(t)〉 =
2e
h

∑
�

∫
dε
∫ ∞

0

dτΓ�(ε)f�(ε) Im eiετ/�G∗
1�(t, ε)ΓL(τ)G1�(t− τ, ε)

+ 2e
∫

dε ΓL(ε)fL(ε) ImG11(t, ε)

(28)
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still contains back-scattering terms G11 and, thus, is not of a “scattering
form”. Indeed, bringing (28) into a form that resembles the static current
formula (7) requires some tedious algebra. Such a derivation has been pre-
sented for the linear conductance of time-independent systems [30], for tun-
nelling barriers [29] and mesoscopic conductors [31] in the static case for
finite voltage, and for a wire consisting of levels that couple equally strong
to both leads [34]. For the periodically time-dependent case in the absence
of electron-electron interactions, such an expression has been derived only
recently [35,36].

Inserting the matrix element 〈1| . . . |1〉 of (25) eliminates the back-
scattering terms and yields for the time-dependent current the expression

〈IL(t)〉 =
e

h

∫
dε
{
TLR(t, ε)fR(ε) − TRL(t, ε)fL(ε)

}
− d

dt
qL(t) (29)

where

qL(t) =
e

2π

∫
dε ΓL(ε)

∑
n

|Gn1(t, ε)|2 fL(ε) (30)

denotes the charge oscillating between the left lead and the wire. Obviously,
since qL(t) is time-periodic and bounded, its time derivative cannot con-
tribute to the average current. The corresponding charge arising from the
right lead, qR(t), is a priori unrelated to qL(t); the actual charge on the
wire reads qL(t) + qR(t). The time-dependent current is determined by the
time-dependent transmission

TLR(t, ε) = 2Re
∫ ∞

0

dτ eiετ/�ΓL(τ)G∗
1N (t, ε)G1N (t− τ, ε)ΓR(ε) . (31)

The corresponding expression for TRL(t, ε) follows from the replacement
(L, 1) ↔ (R,N). We emphasise that (29) obeys the form of the current
formula (7) for a static conductor within a scattering formalism. In partic-
ular, consistent with [37, 38], no “Pauli blocking factors” (1 − f�) appear in
our derivation. In contrast to a static situation, this is in the present context
relevant since for a driven system generally w̄Lq,Rq′ = w̄Rq′,Lq, such that a
contribution proportional to fL(εLq′)fR(εRq) would not cancel [37,39].

The dc current obtained from (29) by time-averaging can be written in
an even more compact form if we insert for the Green function the Fourier
representation (23). This results in

Ī =
e

h

∑
k

∫
dε
{
T

(k)
LR (ε)fR(ε) − T (k)

RL (ε)fL(ε)
}
, (32)

where

T
(k)
LR (ε) = ΓL(ε+ k�Ω)ΓR(ε)

∣∣G(k)
1N (ε)

∣∣2 , (33)

T
(k)
RL (ε) = ΓR(ε+ k�Ω)ΓL(ε)

∣∣G(k)
N1(ε)

∣∣2 , (34)
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denote the transmission probabilities for electrons from the right to the left
lead and vice versa, respectively, with initial energy ε and final energy ε+k�Ω,
i.e., the probability for an scattering event under the absorption (emission)
of |k| photons if k > 0 (k < 0).

For a static situation, the transmissions T (k)
LR (ε) and T (k)

RL (ε) are identical
and contributions with k = 0 vanish. Thus, it is possible to write the current
(32) in the form (7) as a product of a single transmission T (ε), which is
independent of the direction, and the difference of the Fermi functions, fR(ε)−
fL(ε). We emphasise that in the driven case this no longer holds true.

Noise Power

Like in the static case, we characterise the noise power by the zero-frequency
component of the current-current correlation function (9). However, in the
driven case, S�(t, t′) = S�(t + T , t′ + T ) is still time-dependent. Since it
shares the time-periodicity of the driving, it is possible to characterise the
noise level by the zero-frequency component of S�(t, t− τ) averaged over the
driving period,

S̄� =
1
T

∫ T

0

dt
∫ ∞

−∞
dτ S�(t, t− τ) . (35)

It can be shown [36] that for driven two-terminal devices, S̄� is independent
of the contact �, i.e., S̄L = S̄R ≡ S̄.

We start by writing SL(t, t− τ) with the current operator (27) and insert
the solution (24) of the Heisenberg equations of motion. Then, we again
employ relation (25) and finally obtain the more symmetric expression

S̄ =
e2

h

∑
k

∫
dε

{
ΓR(εk)ΓR(ε)

∣∣∣∑
k′

ΓL(εk′)G(k′−k)
1N (εk)

[
G

(k′)
1N (ε)

]∗∣∣∣2fR(ε)f̄R(εk)

+ ΓR(εk)ΓL(ε)
∣∣∣∑

k′

ΓL(εk′)G(k′−k)
1N (εk)

[
G

(k′)
11 (ε)

]∗ − iG(−k)
1N (εk)

∣∣∣2fL(ε)f̄R(εk)

}

+ same terms with the replacement (L, 1) ↔ (R,N) .
(36)

We have defined εk = ε+ k�Ω and replaced the sums over the lead states by
energy integrations using the spectral density (5).

Floquet Decomposition in the Wide-Band Limit

We now consider the wide-band limit Γ�(ε) = Γ� and, consequently, Γ�(t) =
Γ�δ(τ). Then, solving the equations of motion (21) for the Green function is
equivalent to computing a complete set of solutions for the equation

i�
d
dt

|ψ(t)〉 =
(
Hwire(t) − iΣ

)
|ψ(t)〉 , (37)
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with the self-energyΣ = |1〉ΓL/2〈1|+|N〉ΓR/2〈N | resulting from the coupling
to the leads. Equation (37) is linear and possesses time-dependent, T -periodic
coefficients. Thus, it is possible to construct a complete set of solutions with
the Floquet ansatz

|ψα(t)〉 = exp[(−iεα/� − γα)t]|uα(t)〉 , (38)

|uα(t)〉 =
∑

k

exp(−ikΩt)|uα,k〉 . (39)

The so-called Floquet states |uα(t)〉 obey the time-periodicity of Hwire(t)
and have been decomposed into a Fourier series. In a Hilbert space that is
extended by a periodic time coordinate, the so-called Sambe space [40], they
obey the Floquet eigenvalue equation [41,42]

(
Hwire(t) − iΣ − i�

d
dt

)
|uα(t)〉 = (εα − i�γα)|uα(t)〉 . (40)

Due to the Brillouin zone structure of the Floquet spectrum [40,41,43], it is
sufficient to compute all eigenvalues of the first Brillouin zone, −�Ω/2 < εα ≤
�Ω/2. Since the operator on the l.h.s. of (40) is non-Hermitian, the eigenvalues
εα − i�γα are generally complex valued and the (right) eigenvectors are not
mutually orthogonal. Thus, to determine the propagator, we need to solve
also the adjoint Floquet equation yielding again the same eigenvalues but
providing the adjoint eigenvectors |u+

α (t)〉. It can be shown that the Floquet
states |uα(t)〉 together with the adjoint states |u+

α (t)〉 form at equal times a
complete bi-orthogonal basis: 〈u+

α (t)|uβ(t)〉 = δαβ and
∑

α |uα(t)〉〈u+
α (t)| =

1. A proof requires to account for the time-periodicity of the Floquet states
since the eigenvalue equation (40) holds in a Hilbert space extended by a
periodic time coordinate [41,44].

Using the Floquet equation (40), it is straightforward to show that the
propagator can be written as

U(t, t′) =
∑
α

e−i(εα/�−iγα)(t−t′)|uα(t)〉〈u+
α (t′)| , (41)

where the sum runs over all Floquet states within one Brillouin zone. Con-
sequently, the Fourier coefficients of the Green function read

G(k)(ε) = − i
�

∫ T

0

dt
T e

ikΩt

∫ ∞

0

dτeiετ/�U(t, t− τ) (42)

=
∑
α,k′

|uα,k′+k〉〈u+
α,k′ |

ε− (εα + k′�Ω − i�γα)
. (43)

In general, the Floquet equation (40) has to be solved numerically. From
the resulting Floquet states and quasienergies one directly obtains the Green
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function (23). In the zero temperature limit considered here, the Fermi func-
tions in the expressions for the average current (32) and the zero-frequency
noise (36) become step functions. Therefore, the integrands are rational func-
tions and the remaining energy integrals can be performed analytically.

4 Weak-Coupling Approximations

In the previous section, exact expression for the dc current and the zero-
frequency noise for a periodic but otherwise arbitrary ac driving have been
derived. Within the wide-band limit, both quantities can be expressed in
terms of the solutions of the Floquet equation (40), i.e., the solution of a non-
Hermitian eigenvalue problem in an extended Hilbert space. For the case of
energy-dependent wire-lead coupling Γ�(ε), the corresponding computation
becomes rather cumbersome. Moreover, for finite temperatures, the energy
integration in the expressions (32) and (36) have to be performed numerically.
In the next two sections, we shall demonstrate how these problems can be
overcome in the important special case of a weak wire-lead coupling.

4.1 Asymptotic Weak Coupling

In the limit of very weak wire-lead coupling, i.e., for coupling constants Γ�

which are far lower than all other energy scales of the wire Hamiltonian, it
is possible to treat the self-energy contribution −iΣ in the non-Hermitian
Floquet equation (40) as perturbation. Then, the zeroth order of the Floquet
equation (

Hwire(t) − i�
d
dt

)
|φα(t)〉 = ε0α|φα(t)〉 , (44)

describes the driven wire in the absence of the leads, where |φα(t)〉 =∑
k exp(−ikΩt)|φα,k〉 are the “usual” Floquet states with quasienergies ε0α.

In the absence of degeneracies the first order correction to the quasienergies
is −i�γ1

α where

γ1
α =

1
�

∫ T

0

dt
T 〈φα(t)|Σ|φα(t)〉 (45)

=
ΓL

2�

∑
k

|〈1|φα,k〉|2 +
ΓR

2�

∑
k

|〈N |φα,k〉|2 . (46)

Since the first order correction to the Floquet states will contribute to neither
the current nor the noise, the zeroth-order contribution |uα(t)〉 = |u+

α (t)〉 =
|φα(t)〉 is already sufficient for the present purpose. Consequently, the trans-
mission (33) assumes the form

T
(k)
LR (ε) = ΓLΓR

∑
α,β,k′,k′′

〈N |φα,k′〉〈φα,k′+k|1〉〈1|φβ,k′′+k〉〈φβ,k′′ |N〉
[ε− (ε0α + k′�Ω + i�γ1

α)][ε− (ε0β + k′′�Ω − i�γ1
β)]

(47)
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and T (k)
RL (ε) accordingly. The transmission (49) exhibits for small values of Γ�

sharp peaks at energies ε0α + k′�Ω and ε0β + k′′�Ω with widths �γ1
α and �γ1

β .
Therefore, the relevant contributions to the sum come from terms for which
the peaks of both factors coincide and, in the absence of degeneracies in the
quasienergy spectrum, we keep only terms with

α = β, k′ = k′′ . (48)

Then provided that γ1
α is small, the fraction in (49) is a Lorentzian and can

be approximated by πδ(ε− ε0α − k′�Ω)/�γ1
α yielding the transmission

T
(k)
LR (ε) = ΓLΓR

∑
α,k′

π

�γ1
α

|〈1|φα,k′+k〉〈φα,k′ |N〉|2δ(ε− ε0α + k′�Ω) . (49)

The energy integration in (32) can now be performed even for finite tem-
perature and we obtain for the dc current the expression

Ī =
e

�

∑
α,k,k′

ΓLαkΓRαk′

ΓLα + ΓRα

[
fR(ε0α + k′�Ω) − fL(ε0α + k�Ω)

]
. (50)

The coefficients

ΓLαk =ΓL|〈1|φα,k〉|2, ΓLα =
∑

k

ΓLαk , (51)

ΓRαk =ΓR|〈N |φα,k〉|2, ΓRα =
∑

k

ΓRαk , (52)

denote the overlap of the kth sideband |φα,k〉 of the Floquet state |φα(t)〉
with the first site and the last site of the wire, respectively. We have used
2�γ1

α = ΓLα + ΓRα which follows from (46).
Within the same approximation, we expand the zero-frequency noise (36)

to lowest-order in Γ�: After inserting the spectral representation (43) of the
Green function, we again keep only terms with identical Floquet index α and
identical sideband index k to obtain

S̄ =
e2

�

∑
α,k,k′

ΓRαk′ f̄R(ε0α+k′�Ω)
(ΓLα + ΓRα)3

{
2Γ 2

LαΓRαkfR(ε0α+k�Ω)

+ (Γ 2
Lα + Γ 2

Rα)ΓLαkfL(ε0α+k�Ω)
}

+ same terms with the replacement L↔ R . (53)

4.2 Master-Equation Approach

An essential step in the derivation of the weak-coupling approximation (49)
was the assumption that only terms with α = β contribute significantly to
the transmission (47). This condition is clearly violated in the presence of
degeneracies on the quasienergy spectrum or intermediate wire-lead coupling
strength. Then, one has to refine the discussion presented above.
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Current Formula

We start again from unsymmetric expression (28) for the time-dependent cur-
rent across the contact between the wire and the left lead. After performing
the average over one driving period, it assumes the form

Ī =
2e
hT
∑

�

∫
dε
∫ ∞

0

dτ
∫ T

0

dt Γ�(ε)f�(ε) Im eiετ/�G∗
1�(t, ε)ΓL(τ)G1�(t− τ, ε)

+ 2e
∫

dε ΓL(ε)fL(ε) ImG(0)
11 (ε) .

(54)

Let us first consider the second term in this expression, which is linear in
the retarded Green function G(0)

11 (ε) and, thus, its evaluation does not suffer
from having two poles close to each other. Then, we can perform the energy
integration in (54) the same way as in the last subsection to obtain the
contribution

− e
�

∑
α,k

|〈1|φα,k〉|2 ΓL(ε0α + k�Ω) f(ε0α + k�Ω − µL) (55)

to the time-averaged current.
The first term in (54) has to be treated with more care since it is quadratic

in the retarded Green function. Thus, in the case of degeneracies of the quasi-
energy spectrum, the approximation scheme described in the previous para-
graph breaks down (cf. also discussion in Sect. 4.1) and a more elaborate
treatment is necessary. For this, it turns out to be advantageous to go one
step back in the derivation of (54), namely to use the form given in (27),
yielding for the first term in (54)

2e
�T

∫ ∞

0

dτ
∫ T

0

dt Re
[
ΓL(τ) 〈c†1(t)c1(t− τ)〉

]
. (56)

Assuming that ΓL(ε) is a slowly varying function for all relevant energies ε,
i.e.,∆ΓL/ΓL � 1, we can replace the time-evolution of c1 from the time t back
to t− τ by the zeroth-order expression c1(t− τ, t) = U†

0 (t− τ, t)c1U0(t− τ, t)
with U0 being the propagator (41) in the limit ΓL/R → 0. We have introduced
the wire operators cα(t) in the “Floquet picture” by means of the time-
dependent transformation [24,25]

cα(t) =
∑

n

〈φα(t)|n〉 cn . (57)

Using the inverse transformation cn =
∑

α〈n|φα(t)〉 cα(t) , we obtain

c1(t− τ, t) ≈
∑
αk

e−ikΩt ei(ε0α+k�Ω)τ/�〈1|φα,k〉 cα(t) (58)
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such that we can then rewrite the current (56) in terms of the expectation
values Pαβ(t) = 〈c†β(t) cα(t)〉t at time t. In order to determine the values
of Pαβ(t) at asymptotic times, we now derive for these expectation values
a kinetic equation. Before doing so, however, we simplify (56) further by
using of the fact, that the Pαβ(t) are T -periodic functions and can thus be
decomposed into a Fourier series Pαβ(t) =

∑
k exp(−ikΩt)Pαβ,k. This brings

(56) into the form

2e
�

∑
α,β,k,k′

∫ ∞

0

dτ Re
[
ΓL(τ) ei(ε0α+k�Ω)τ/�〈φβ,k+k′ |1〉〈1|φα,k〉Pαβ,k′

]
. (59)

Using the definition (17) of the Fourier transform of the spectral den-
sity ΓL(ε), we finally find for the time-averaged current through the molecular
wire

Ī =
e

�

∑
α,k

ΓL(ε0α + k�Ω)
[∑

β,k′

Re (〈φβ,k+k′ |1〉〈1|φα,k〉Pαβ,k′)

− |〈1|φα,k〉|2 f(ε0α + k�Ω − µL)
]
.

(60)

Note that we have disregarded principal value terms corresponding to an
energy renormalisation due to the wire-lead coupling.

Floquet-Markov Master Equation

Having expressed the current in terms of the wire expectation values Pαβ(t),
we now derive their dynamics in the regime of a weak to moderately strong
wire-lead coupling. We thus consider the time-derivative Ṗαβ(t), which with
the help of the zeroth-order Floquet equation (44) can be written as

Ṗαβ(t) = − i
�
(ε0α − ε0β)Pαβ(t) + Tr

[
c†β(t) cα(t) ρ̇(t)

]
. (61)

In order to focus on the wire-lead coupling, we switch for the further evalu-
ation of the second term to the corresponding interaction picture Õ(t, t0) =
U0(t, t0)†O(t)U0(t, t0), where the propagator of the isolated molecule and
leads can be formally written as

U0(t, t0) =
←
T exp

(
− i

�

∫ t

t0

dt′ [Hwire(t′) +Hleads]
)
. (62)

The dynamics are then governed by the Liouville-von Neumann equation in
the interaction picture

i�
d
dt
�̃(t, t0) = [H̃contacts(t, t0), �̃(t, t0)] , (63)

which after integration reads
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�̃(t, t0) = �̃(t0, t0) −
i
�

∫ t

t0

dt′[H̃contacts(t′, t0), �̃(t′, t0)] . (64)

Upon re-insertion of this relation into the right-hand side of (63), we obtain
an integro-differential equation for the time-derivative of the density matrix,
namely

˙̃�(t, t0) = − i
�
[H̃contacts(t, t0), �̃(t0, t0)]

− 1
�2

t−t0∫

0

dτ [H̃contacts(t, t0), [H̃contacts(t− τ, t0), �̃(t− τ, t0)]] .

(65)

At this point, we assume that the dynamics induced by transitions due to the
weak coupling Hcontacts is slow, so that �̃(t − τ, t0) can be approximated by
�̃(t, t0) in the integral. This so-called Born-Markov-approximation of course
also requires t� t0. After a back transformation into the Schrödinger picture,
we therefore consider the asymptotic limit t0 → −∞. Using the resulting
expression, we can cast (61) into the form

Ṗαβ(t) = − i
�
(ε0α − ε0β)Pαβ(t)

− 1
�2

∫ ∞

0

dτ
〈
[[c†β(t) cα(t),Hcontacts], H̃contacts(t− τ, t)]

〉
t
.

(66)

Here, we have used twice the relation TrA[B,C] = Tr[A,B]C, which directly
results from the cyclic invariance of the trace. For the further evaluation of
the Hcontacts(t− τ, t), we use that c̃n(t− τ, t) is given by the right-hand side
of (58). After some algebraic manipulations of the double commutator in the
integrand, we eventually arrive at the Floquet-Markov master equation

Ṗαβ = − i
�
(ε0α − ε0β)Pαβ +

1
2

∑
�=L,R

∑
kk′

ei(k′−k)Ωt

×
{
Γ�(ε0α + k�Ω)〈φα,k′ |n�〉〈n�|φβ,k〉 f(ε0α + k�Ω − µ�)

+ Γ�(ε0β + k�Ω)〈φα,k′ |n�〉〈n�|φβ,k〉 f(ε0β + k�Ω − µ�)

−
∑
α′

Γ�(ε0α′ + k�Ω)〈φα,k′ |n�〉〈n�|φα′,k〉Pα′β

−
∑
β′

Γ�(ε0β′ + k′�Ω)〈φβ′,k′ |n�〉〈n�|φβ,k〉Pαβ′

}
.

(67)

Here, we have assumed that the ideal leads always stay in thermal equilibrium
and thus are described by the expectation values (6). Moreover, principal
value terms stemming from an renormalisation of the wire energies due to
the coupling to the leads have been neglected again.
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The solution of the master equation together with the current expres-
sion (60) derived earlier, permits an efficient numerical calculation of the dc
current through the molecular wire even for rather large systems or for en-
ergy dependent couplings. Furthermore, as we shall demonstrate later on the
basis of a specific example that this approach still works well in the pres-
ence of degeneracies in the quasienergy spectrum. In fact, one can recover
the weak-coupling expansion presented in Sect. 4.1 from the master equation
formalism within a so-called rotating-wave approximation [25]. Finally, we
note that the master equation (67) can be generalised to describe within a
mean-field description also the influence of an additional electron-vibrational
coupling on the molecular wire [45].

5 Photon-Assisted Transport Across a Molecular Bridge

As an application of our formalism, we now consider the photon-assisted
transport through a molecular bridge as sketched in Fig. 1. In our numerical
studies, we use the hopping matrix element ∆ as the energy unit; in a realistic
molecule,∆ is of the order 0.1 eV. We choose a rather small wire-lead hopping
rate Γ = 0.1∆/�, which corresponds to a current eΓ = 2.56 × 10−5 A, in
order to ensure the applicability of our weak-coupling approximation. Laser
frequencies Ω ≈ ∆/� then lie in the infrared spectral range. For a typical
distance of 5Å between two neighbouring sites, a driving amplitude A = ∆
is equivalent to an electrical field strength of 2 × 106 V/cm.

It is instructive to first consider the situation without laser driving. Then
in the limit EB � ∆, transport through the donor-bridge-acceptor complex
proceeds via the tunnel doublet (|1〉 ± |N〉)/

√
2 formed by the states |1〉

and |N〉. The tunnel coupling is mediated by the so-called super-exchange
by way of the N − 2 bridge states. The corresponding tunnel splitting is
approximatively given by 2∆(∆/EB)N−2 and thus is exponentially small [46].
For details, see Chap. 1.

When a laser field with a frequency that matches the energy difference
between the tunnel doublet and the bridge states whose energies range from
EB −2∆ to EB +2∆ is turned on, a direct channel for the transport through
the wire is opened. At the resonance peaks, the current no longer decays expo-
nentially fast with increasing wire length, but scales as Ī ∝ A2/(N−1)Γ [28].
This photon-assisted tunnelling effect is shown in Fig. 2a, where the dc cur-
rent is depicted as a function of the laser frequency Ω. Both the results
from an exact numerical calculation based on the scattering formula (32)
and from the master equation formalism are displayed. They agree very
well over the whole range of driving frequencies Ω as can be expected for
resonant transport through the donor-bridge-acceptor complex. Due to the
quasi-degeneracy of the donor-acceptor doublet, the weak-coupling approx-
imation (50) breaks down completely in the present case and incorrectly
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Fig. 2. Dc current Ī through molecular wire bridge with N = 8 sites in the presence
of a weak external driving with amplitude A = 0.1∆ as a function of the driving
frequency Ω. The bridge height is EB = 10∆ and the leftmost and the rightmost site
lie at (a) E1 = E8 = 0 or (b) E1 = −∆ and E8 = ∆. The external bias voltage is
V = 10∆/e, and the temperature T = 0. The solid line shows the exact result (32)
and the crosses correspond to the master equation result (60). The dashed line in
panel (b) depicts the limit of very weak wire-lead coupling, (50)

predicts a current Ī = eΓ/2 independent of the driving frequency Ω (not
shown).

Due to possible asymmetries of the molecule itself or as a consequence of
the applied dc bias voltage, the assumption that the donor and the acceptor
levels are degenerate, might not be fulfilled. Thus, it is desirable to test the
stability of the above results against shifts of the on-site energies of the donor
and the acceptor. The dc current for this situation is shown in Fig. 2b. We
again observe that the master equation result agrees very well with the nu-
merically exact result from the scattering formalism. Moreover, now also the
weak-coupling approximation (50) agrees qualitatively with the exact results.
However, the weak-coupling approximation fails to quantitatively predict the
peak heights.

Figure 3 demonstrates that at the resonances, the Fano factor assumes
values considerably lower than one as expected for the transport through
a resonant single level [32]. This reveals that at the resonant excitations,
the transport mechanism is no longer dominated by tunnelling across a high
barrier.
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Fig. 3. Relative noise power characterised by the Fano factor F = S̄/e|Ī| for
unbiased (solid line) and biased (broken) donor and acceptor sites. All parameters
are as in Fig. 2

6 Conclusions

We have put forward two theoretical approaches for the calculation of the
dc current and its noise power through a molecular wire in the presence of a
time-periodic external field, namely (i) a scattering approach and (ii) a master
equation method. Both are based on the Floquet theorem and, thus, allow an
exact treatment of the driven transport problem. The presented Floquet scat-
tering formalism starts by integrating out the lead degrees of freedom. Then,
the resulting equation of motion for the Green function of the wire electrons
is mapped to a non-hermitian eigenvalue problem in a Hilbert space which
is extended by a periodic time-coordinate. Finally, the expression for the dc
current can be written in terms of generalised transmissions which describe
electron transport under the absorption and emission of photons. The corre-
sponding expression for the current noise, however, cannot be brought into
such a convenient form: Indeed, in the presence of time-dependent driving,
the noise not only depends on transmission probabilities but also on the
phases of the transmission amplitudes.

Alternatively, for sufficiently weak wire-lead coupling, the transport can
be described by a master equation which is decomposed into the Floquet
states of the isolated driven molecule. While being perturbative, this ap-
proach has also its benefits: Since only the Floquet states in the absence of
the leads are needed, one can employ many standard methods known from
the Floquet treatment of atoms and molecules in laser fields. Moreover, the
master equation formalism can be extended readily to the case of energy-
dependent coupling Γ�(ε) and also allows to include phonon-damping [45].
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Finally, even for intermediately strong wire-lead coupling, the results ob-
tained within the master equation approach agree very well with the exact
results.

Of foremost interest in view of ongoing experiments, is the enhancement of
molecular conduction by resonant excitations. The corresponding theoretical
analysis has revealed that resonant excitations from the terminating atoms
to the bridge levels yield peaks in the current as a function of the driving fre-
quency. The laser irradiation induces a large current enhancement of several
orders of magnitude and also can reduce the current noise level. The obser-
vation of these resonances could serve as an experimental starting point for
the more challenging attempt of measuring quantum ratchet effects [24, 25]
or current switching by laser fields [35,36,47,48].
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Abstract. The electronic structure constitutes the fundamentals on which a re-
liable quantitative knowledge of the electrical properties of materials should be
based. Here, we first present an overview of the methods employed to elucidate the
ground-state electronic properties, with an emphasis on the results of Density Func-
tional Theory (DFT) calculations on selected cases of (bio)molecular nanostructures
that are currently exploited as potential candidates for devices. In particular, we
show applications to carbon nanotubes and assemblies of DNA-based homoguanine
stacks. Then, to move ahead from the electronic properties to the computation of
measurable features in the operation of nanodevices (e.g., transport characteristics,
optical yield), we proceed along two different lines to address two non-negligible
issues: the role of excitations and the role of contacts. On one hand, for an accurate
simulation of charge transport, as well as of optoelectronic features, the ground
state is not sufficient and one needs to take into account the excited states of the
system: to this aim, we introduce Time-Dependent DFT (TDDFT), we describe
the TDDFT frameworks and their relation to the optical properties of materials.
We present the application of TDDFT to compute the optical absorption spectra
of fluorescent proteins and of DNA bases. On the other hand, the details of the
conductor-leads interfaces are of crucial importance to determine the current un-
der applied voltage, and one should compute the transport properties for a device
geometry that mimics the experimental setup: to this aim, we introduce a novel
development based on Wannier functions. The method, which is a framework for
both an in-depth analysis of the electronic states and the plug-in of tight-binding
parameters into the Green’s function, is described with the aid of examples on
nanostructures potentially relevant for device applications.

1 Electronic Structure of Nanomolecular Systems

The methods commonly adopted for large scale calculations of the electronic
properties of molecular nanostructures were mostly adapted from the theo-
ries available for materials at the macro- and mesoscopic scales. Such compu-
tational schemes are based on the solution of the many-body Schrödinger
equation. While the problem is completely defined in terms of the total
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number of particles N and the external potential v(r), its solution depends on
3N coordinates. This makes the direct search for either exact or approximate
solutions to the many-body problem a task of rapidly increasing complexity.

The non-relativistic time-independent Schrödinger equation for the sys-
tem is

ĤΦ(r1, ..., rN ) = EΦ(r1, ..., rN ) (1)

where the Hamiltonian operator is (atomic units � = e = me = 4πε0 = 1 are
used throughout, unless explicitly stated)

Ĥ = T̂0 + V̂e−i + Ûe−e + Ûi−i . (2)

T̂0 is the kinetic energy of the electrons, V̂e−i is the potential energy of the
electrons in the field of the α nuclei of charge Zα, Ûe−e (Ûi−i) is the electron-
electron (ion-ion) electrostatic energy. Equation (1) is an eigenvalue equation
for the N-electron many-body wave-function Φ, where Ĥ is hermitian. In this
time-independent formulation, the Schrödinger equation (1) for the Hamil-
tonian Ĥ is equivalent to the variational principle δE[Φ] = 0. The well-known
Hartree and Hartree-Fock methods correspond to searching for solutions of
δE[Φ] = 0 in the subspace of the products of single-particle orbitals and in
the subspace of antisymmetrized products of single-particle orbitals (Slater
determinants).

The Hartree-Fock theory (HF) [1] is obtained by considering the wave-
function to be a single Slater determinant: thus, the N -body problem is
reduced to N one-body problems with a self-consistent requirement due to
the dependence of the HF effective potential on the wave-functions. By the
variational theorem, the HF total energy is a variational upper bound of the
ground-state energy for its particular symmetry. The HF eigenvalues are esti-
mates of the true excitation energies: the assumption made in this statement
is that the one-electron wave function of any electron in any energy level is
the same in the N and (N − 1) systems (Koopman’s theorem), e.g., the re-
laxation of the system upon a change in the number of particles is neglected.
A better procedure to estimate the excitation energies is to perform self-
consistent calculations for the N and (N − 1) states and subtract the total
energies (this is called is the “self-consistent method” for excitation energies,
which has also been used in other theoretical frameworks, as DFT). Note
that for extended systems this scheme gives the same result as the Koop-
man’s theorem, and more refined methods should be implemented to address
the problem of excitation energies (quasi-particles, QPs) in solids as well as
in nanostructures. The HF theory is far from being exact, because the wave-
function of the system cannot be written as a single determinant: MBPT
is then required to obtain reliable energies and electronic spectra [1, 2]. HF
is often used in conjunction with perturbation theory in the Møller-Plesset
(MP) formalism to solve nanomolecular problems. Šponer and coworkers ex-
tensively applied these combined methodologies (2nd order MP, also referred
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to as MP2) to aggregates of DNA bases [3, 4]: a discussion of the theoreti-
cal framework and of its efficiency to deal with biomolecular systems where
non-chemical bonding plays a strong role, can be found in their works and in
the references therein. This kind of studies (HF+MP), based on the explicit
knowledge of the many-body wave-function in (1), are still too computation-
ally cumbersome for reasonable applications to molecular nanostructures.
The alternative DFT formulation [5–11], based on the particle density rather
than on the many-body wave-function, is instead feasible and has been rather
successful [12].

Nanomolecular systems are interesting on one hand to study genuine fun-
damental quantum mechanical effects: Kondo and Coulomb blockade behav-
iors have been observed in aromatic molecules containing a redox center, as
well as in carbon nanotubes [13–16]. On the other hand, they have a huge
potential for applications in electronics and optoelectronics, in view of device
miniaturization and intelligent fabrication [17, 18] based on recognition and
self-assembly (supramolecular chemistry [19, 20]). In both respects, research
efforts aim at unraveling their transport and optical excitation properties,
which for a theoretical approach require the full accurate account of many-
body electronic correlations to compute the electronic structure. However, it
is possible to gain a deep knowledge of the system already at the ground-
state level, and then use it as the starting point for many-body perturbation
theory (MBPT). Thus, in the following we first exemplify the computation
of ground-state electronic properties by Density Functional Theory (DFT)
(Sect. 2). In the second part we describe selected approaches for the theo-
retical investigation of excited-state optical (Sect. 3) and transport (Sect. 4)
features.

2 Selected Applications of Ground-State Electronic
Structure Calculations by DFT

Within DFT, the ground-state energy of an interacting system of electrons
in an external potential can be written as a functional of the ground-state
electronic density [5–8]. When comparing to standard quantum chemistry
methods, this approach is particularly appealing, because it does not rely
on the complete knowledge of the N -electron wave-function, but only on the
electronic density. However, although the theory is exact, the energy func-
tional contains an unknown quantity called the exchange-correlation energy,
Exc[n], that must be approximated in practical implementations. Although
failures of DFT are known, its use continues to increase due to the better
scaling with the number of atoms and the fact that failures are connected
with a particular choice of the local-functional, with the possibility of im-
proving the accuracy as more and more sophisticated exchange-correlation
functionals are generated.
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Since excellent presentations of DFT are available in the existing liter-
ature, in both the static and dynamical formulations, we completely skip
here the formal treatment. The computer packages [21–26]3 employed for the
different examples are explicitly cited below.

We present few illustrative examples based on the experience of the au-
thors. (i) In carbon nanotubes (CNTs), where all the bonds imply reactive
chemistry (e.g., the formation of orbitals filled with electrons shared by dif-
ferent atoms), the structure and relative energetics between different confor-
mations are well reproduced at the DFT level. (ii) In DNA base assemblies
instead, where interactions that do not imply making or breaking of bonds
(e.g., H-bonding, Van der Waals) play a role, correlations beyond DFT are
important already at the ground-state level to predict the structure, whereas
their effect on the electronic spectrum has not yet been assessed. However,
we show here what can be learnt at the ground-state level if one gives up
predicting the structure and energetics.

2.1 Carbon Nanotubes

Nanotubes are of both fundamental and technological importance: being
quasi-one-dimensional (1D) structures, they possess a number of exceptional
properties. While the peculiar electronic structure – metallic versus semicon-
ducting behavior – of CNTs depends sensitively on the diameter and the
chirality [27, 28], boron nitride (BN) tubes display a more uniform behavior
with a wide band-gap (larger than 4 eV), almost independent of diameter and
chirality [29,30]. The potential applications of nanotubes in nano-technology
are numerous [31–33], ranging from (opto)electronic to mechanical devices.

Given their importance and their broad range of electronic characteristics,
CNTs have been an ideal playground for DFT simulations to investigate a
number of features. Scanning tunnelling microscopy (STM) and spectroscopy
(STS) have been among the most powerful experimental techniques to study
and manipulate nanotubes. STM is a local probe that allows to extract infor-
mation about the spatial localization. First-principle DFT simulations enable
the computation of STM images of nanostructures, starting from the knowl-
edge of their ground-state electronic structure. In the following, we focus on
the DFT-based simulation of STM images of selected CNTs, according to a
basic formalism presented elsewhere [34]. We focus on the role of the local
environment in the electronic properties of CNTs.

We do not discuss here the effect of tube-substrate coupling [35]. As a first
issue, we show how tube-tube interactions modify the electronic structure. In
Fig. 1 we present the calculated STM/STS image obtained for an external
voltage of +0.5 eV for a bundle made of three (8,8) nanotubes, and compare
the electronic structure to that of an isolated (8,8) tube. The STM image

3Several other DFT software packages, besides those cited here, are distributed.
Most of them are publicly available on the world wide web for academic institutions.
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is quite different from the typical patterns of isolated tubes [35]. The inter-
tube coupling clearly modifies the spectral features (right panel of Fig. 1).
There are two main effects. (i) The presence of tube-tube interaction opens a
“pseudogap” close to the Fermi level (see the well at E = 0), as already pre-
dicted for randomly oriented nanotube ropes [36] (pseudogap of ∼ 0.1 eV).
The bundle remains metallic. We remark that such predictions found ex-
perimental demonstration in low-temperature STM measurements [37], for
metallic tubes and ropes similar to that shown in Fig. 1. (ii) The interaction
between different tubes in a bundle makes the electron-hole asymmetry in
the DOS more accentuated. The spike structure of the van Hove singularities
is smoothed out. The fact that the position in energy of the peaks is not
strongly modified explains the success of using isolated single-wall nanotube
(SWNT) spectra to describe the experimental data, even though most exper-
iments are performed on bundles. However, Fig. 1 also shows that the shape
of the spectra (relative intensities) is significantly different for bundles with
respect to isolated tubes. Therefore, care must be adopted in quantitative
comparisons.

Fig. 1. STM image (left) and DOS (right) for a small carbon nanotube-rope formed
by three (8,8) SWNTs (with 1.09 nm diameter) packed in a triangular lattice, with
an inter-tube distance of 0.345 nm. The DOS plot clearly shows the opening of a
“pseudogap” of about ∼ 0.1 eV around the Fermi level. The DOS of the nanotube
rope is compared in the same plot to the DOS of an isolated (8,8) SWNT [Adapted
from [38] with permission; Copyright 1999 by Springer-Verlag]

As a second issue, we address the role of topological defects [39], focusing
on Stone-Wales (SW) defects [40,41]. STM images for an applied bias poten-
tial of ±1.5 eV are presented in Fig. 2 for a (10,10) CNT (a) and for a zig-zag
(6,0) BNT (b). Such images illustrate that the SW deformation creates a very
localized modification of the STM pattern as compared to a perfect tube (the
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V=+1.5 eVV=-1.5 eV

(a)

(b)

Fig. 2. Simulated constant current STM images for a C(10,10) (a) and a BN(6,0)
(b) nanotube with a single SW defect for applied external tip-sample bias of
±1.5 eV. The orientation of the centered bond joining the two pentagons of the
SW defect is set to π/4 degrees to the tube axis in the case of the carbon nanotube
and perpendicular to the tube axis in the case of the BN nanotube. SW-defect states
in the BN band-gap are clearly seen (with N-N π and B-B π* character for negative
and positive bias, respectively) (From [39] with permission; Copyright 2004 by the
American Physical Society)

decay length of the perturbation is very short, few unit cells). The symmetry
of the image corresponding to occupied/unoccupied states is completely dif-
ferent. The calculations clearly indicate that the SW defect can be, indeed,
experimentally accessible by STM measurements.

We conclude this brief section by highlighting again how the ground-
state electronic structure computed by DFT may be exploited for advanced
applications, such as the simulation of scanning probe experiments, both
by advancing predictions that may later find experimental validation, and
by interpreting already available data. In the field of nanotubes, the close
synergy between theory and experiment has been extremely valuable in the
latest years.
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2.2 Model and Realistic DNA-Base Stacks

DNA is the very representative example of a molecular motif which has al-
ways been retained a big challenge for the performance of density functional
theory. In fact, whereas the intra-base coupling is dictated by covalent bonds,
the basic features of intrinsic self-assembly, which are hydrogen-bonding and
inter-planar stacking, have a non-covalent origin founded on long-range tails
of the Coulomb interaction. Such terms are well known to be lacking in
the DFT treatment. Therefore, the ab-initio computation of both the struc-
tural [3,4] and electronic [42]4 properties of various DNA molecules and frag-
ments was traditionally the reign of quantum chemistry investigations that
applied wave-function-based methods, mostly HF with accurate basis sets
or HF+MP2. Such studies revealed that the energetics of π-stacked base
pairs in a variety of conformations intimately depends on correlation forces
and is therefore beyond the DFT range [3, 4]. Therefore, for a long time ab-
initio DNA simulations remained limited to base pairs, whereas only classical
molecular dynamics methods with parametrized force fields where applied to
inquire about the overall helical assembly. Although the current situation,
even with the most accurate exchange-correlation functionals does not al-
low for structural predictions, we will show here the great power of the DFT
framework to learn the very deep features of the electronic structure of model
systems or even of real complex systems [42–46] for which the structure is
independently available.

The prompt for investigating the electronic properties of DNA rose from
the evidence that DNA molecules in solution are able to propagate over long
distances an oxidative charge (hole) injected at a controlled point along the
sequence [42, 47, 48]. The early studies by Barton and coworkers stimulated
several other scientists to investigate the solution chemistry of DNA charge
migration [49–51]. Simultaneously, the measurement of high charge transfer
rates also generated the question whether DNA molecules could support an
electric current in a nanotechnology setup: therefore, physicists became inter-
ested in probing the electrical properties of DNA single molecules, bundles,
and networks, by direct conductivity measurements [43,52–55], which are re-
viewed in Chap. 15 of this volume [56]. Such a great wealth of experimental
activity in turn stimulated theoretical efforts towards bandstructure analysis.
For a long time the efficiency of charge migration in DNA was cast in terms of
the charge transfer rate kda between a donor d and an acceptor a, each with
a discrete number of localized vibronic states. kda is the main quantity in the
Marcus-Hush-Jortner theory [57, 58]. The basic ingredients of the Marcus’s
formula, (3), are the electronic coupling Vda and the reorganization energy λ
contained in the nuclear factor FC (the latter accounts for vibronic effects)

kda =
2π
�

|Vda|2 (FC) . (3)

4Contribution by N. Rösch and A. Voityuk in volume II.
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With the advent of direct conductivity measurements, the quest for the-
orists was instead the computation and interpretation of the quantum con-
ductance

G =
2e2

h
T , (4)

where T is the transmission function (or transmittance). The quantum con-
ductance G is an index of the efficiency with which mobile charges are
transmitted through a bridge connecting two metal pads. The similarity,
differences, and quantitative mutual relations between chargetransfer in a
donor-acceptor system (applied to study DNA solution chemistry) and charge
transport in a molecular nano-junction (applied to interpret conductivity
measurements in DNA) were recently reported by Nitzan [59, 60] and are
also summarized in Chap. 1 of this volume [61]. Here we simply show what
can be learnt about the suitability of DNA molecules as conductive bridges
by computing the electronic structure of guanine stacks [62].

Model guanine stacks. Justified by the good performance of plane-wave
DFT on isolated guanines [62], model periodic stacked configurations of gua-
nines were investigated with the particular aim to detect the geometrical con-
ditions conducive to the establishment of strong inter-plane coupling and a
dispersive bandstructure. The focus on guanine rather than on the other bases
was motivated on one hand by its low oxidation potential, which makes it the
most suitable among the nucleo-bases to mediate hole transfer [49,63,64], and
on the other hand to the existence of G-rich structures in several different
conformations including double [43,44,54] and quadruple [65,66] helices. The
bandstructure of the model stacks was computed [62] for the model assem-
blies of Fig. 3(a,b) along the periodicity axis. The amount of band dispersion
for the HOMO- and LUMO-derived bands was characterized as a function
of the rotation angle between G molecules in adjacent stacked planes. Fig-
ure 3(c,d) summarizes the results for the most relevant geometries: it shows
that the dispersion of such bands is maximum for eclipsed stacks, whereas it
is vanishing for guanines rotated by 36 degrees as in B-DNA. The eclipsed
stack exhibits orbital delocalization through the stacking axis (Fig. 3c). Only
when the angle Θ is very small the degree of overlap between neighboring π
wave-functions is enough to guarantee orbital delocalization along the stack-
ing. Instead, for angles typical of the natural DNA motifs (close to 36 degrees)
the vanishing coupling is incompatible with band-like charge mobility. In the
latter case, other mediating factors such as small polarons [67] may be in-
voked to explain charge propagation. Although the study reported here was
limited to model configurations not representative of any real molecule em-
ployed in experiments, the results provide a useful framework to interpret
the effects of geometry-dependent electronic structure on the efficiency for
charge mobility.

DNA derivatives: the G4 quadruple helix. The ideas that stimulated the
exploitation of G4-DNA [68] in DNA-based technology, as an alternative
to the poorly conductive [42, 69] double helical DNA, are: (i) the sequence
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(a) (b) (c)

(d) (e)

Fig. 3. (a,b) Top-view images of the periodic columnar guanine stacks in which the
bases on adjacent planes are eclipsed (a) and rotated by 36◦ (b). The graphics show
only the two G molecules in the unit supercell. Spheres of different gray intensity
are used to identify atoms on two different planes. The white sticks represent H
atoms protruding outside the rings. (c) Isosurface plot of the HOMO of the eclipsed
stack. No nodal plane between consecutive guanines exist. (d) HOMO-band disper-
sion along the periodicity axis. The bending of the HOMO band for the eclipsed
system from Γ to A is 0.65 eV downwards, equivalent to an effective mass for holes
mh = 1.04, m0 (m0 is the free electron mass). (e) LUMO-band dispersion along the
periodicity axis. The bending of the LUMO band for the eclipsed system from Γ
to A is 0.52 eV upwards, equivalent to an effective mass for electrons me = 1.41m0.
Such effective masses are typical of wide-bandgap semiconductors. The A point is
the edge of the 1-dimensional BZ. The principal bandgap depends on the geometry:
its DFT value (with typical DFT underestimation [8]) is 2.97 eV for Θ = 0◦, 3.55 eV
for Θ = 36◦

uniformity (G4 quadruple helices are made of the guanine base alone); (ii)
the larger inter-planar overlap than in B-DNA; (iii) the stronger H-bonding
coupling (8 instead of 2 or 3 H-bonds per plane) and consequent higher stiff-
ness; (iv) the stability in the presence of metals (metal centers may hybridize
electronically with guanine giving alternative channels for charge migration).

K(I)-G4 quadruple helices (containing potassium ions each with a for-
mal charge 1+) from X-ray data [65] were simulated [46, 70] in the effort
towards studying the electronic properties of realistic nucleotide-based struc-
tures, with particular emphasis on the role of electronic coupling and or-
bital hybridization between the different components (i.e., the metals and
the nucleo-bases). Technical details of the simulations may be found in the
original papers [46,70]. Figure 4 defines the structure of short G4 molecules,
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Fig. 4. (a) Ball-and-stick representation of the X-ray crystal structure for G4
quadruple helical molecules [65]. The crystals are formed by short molecules of
8 stacked tetrads. The crystallized molecules are stabilized with Na(I) ions (blue
spheres). (b) The four guanine molecules in each plane, connected by 8 H-bonds
forming two concentric rings in a square-like symmetry. (c) Scheme of the 8-fold
coordination of each metal cation with the neighboring O atoms. (d) The relaxed
atomic structure of the unit simulation supercell, constituted of only 3 planes and
containing potassium instead of sodium ions. The simulated infinite wires were ob-
tained by applying periodic boundary conditions along the stacking axis. The peri-
odic unit was obtained by noting that the 30◦ inter-planar rotation makes the fourth
plane equivalent to the first, and by neglecting the backbone. (e) Schematic repre-
sentation of the square symmetry underlying the quadruplex motif. [(a-c) Adapted
from [46] with permission; Copyright 2004 by the American Chemical Society). (d-
e) Adapted from [70] with permission; Copyright 2002 by the American Institute
of Physics]

some geometrical details, and the construction of the periodic supercell for
the PW-DFT calculations.

The bandstructure, the DOS, and a contour-plot of the system are shown
in Fig. 5. For the G stacks presented in the previous example, π-π coupling
may give rise to delocalized Bloch orbitals, whose band dispersion depends
on the relative rotation angle between nucleo-bases in adjacent planes. In the
guanine quadruplexes, which are the object of this example, the C4 square
symmetry enhances the spatial π-π overlap with respect to a segment of
G-rich double helical DNA. Hence, one may expect an improvement of the
band-like behavior. Instead, Fig. 5a shows that the G4 wires are characterized
by multiplets of 12 flat bands5. This evidence implies that coherent band-like

5The modulo-12 multiplicity of such multiplets stems from the number of gua-
nine molecules in the supercell [46, 70]. The highest occupied multiplet is due to
the π-like guanine HOMO.
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transport for quadruple helices that resemble the crystallized molecules is not
predicted6. However, our results suggest a possible alternative mechanism for
charge migration, by virtue of which effective dispersive bands are formed. By
a combined inspection of the bandstructure (Fig. 5a) and the DOS (Fig. 5b),
one may point out the following facts: (i) the energy levels in each multiplet
are very close to each other, separated by an average energy difference of
about 20 meV, which is less than room temperature; (ii) the DOS, obtained
with gaussian spreading of the computed energy levels, shows that indeed the
multiplet splitting and its total amplitude induce the formation of dispersive
energy peaks. In practice, the Density of States resembles that of a wide-
bandgap semiconductor, with a valence band (peaks a-e) separated from the
conduction band by an energy gap (the DFT value is 3.5 eV). The small
amplitude of peak a and the fact that another energy gap divides it from
peak b make it not a very appealing semiconductor from the point of view
of efficient charge migration through the guanine stack. A wide band in a
continuous energy range would be desirable. Yet, the existence of DOS peaks
with a non-vanishing amplitude means a high number of electron states in
the same energy range, easily accessible to charge carriers. Moreover, the
presence of several similar orbitals (the HOMO of guanine) in a restricted
space, make electronic coupling between consecutive planes easy, justifying
the interpretation of the HOMO-derived band (around the energy origin in
Fig. 5) in terms of the convolution of the 12 electron states in the multiplet. A
contour-plot of this convolution is shown in Fig. 5c: it highlights the presence
of continuous channels available for mobile charges through the stacked bases.
No effective metal-base hybridization is revealed.

Further studies on guanine quadruplexes are currently ongoing to eluci-
date several open issues, that ultimately may be solved through a synergy
between PW-DFT simulations and experimental studies on the same mole-
cules. (i) Are other metals, e.g. transition metals with different viable oxi-
dation states, more suitable for chemical hybridization with guanine? Can
they give alternative charge transport/transfer mechanisms? (ii) Which are
the effects of structural deformations on the electronic properties? Axial and
lateral conformational changes may occur when the molecules are coupled to
the inorganic world, and the consequences on the electronic properties are
still questioned. (iii) Which are the effects of the counter-ions present outside
the helices in solution and probably remaining in the first hydration shell
upon drying in the nano-technological setup?

6Unfortunately, so far there is no experimental demonstration of whether and
how the structure of G4-DNA is modified when the molecules are employed in a
device setup, deposited on and/or between inorganic materials and in a dry envi-
ronment. If the structure is strongly compromised in nano-devices, the electronic
properties may be also altered.
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Fig. 5. (a) Bandstructure of the simulated periodic G4 wire shown in Fig. 4. The A
point on the horizontal axis is the edge of the one-dimensional BZ along the stacking
axis. (b) Total DOS of the G4 wire. The letters a-e label the highest occupied DOS
peaks. Each peak is formed by 12 electron states with the same character of charge
distribution. Peak a stems from the HOMO of guanine. The π-versus σ character
is also reported in the figure. (c) Contour plot of the convolution of 12 highest
occupied electron states: a continuous charge channels through the outer parte of
the helix is evidenced [Adapted from [70] with permission; Copyright 2004 by the
American Institute of Physics]

3 Linear Response by TDDFT

The original formulation of the Hohenberg-Kohn-Sham DFT [6–8] is not, in
general, applicable to excited states or to problems involving time-dependent
external fields, thus excluding the calculation of optical response properties,
electronic spectra, QPs, photochemistry. However, theorems have now been
proved for time-dependent density functional theory (TDDFT) which extend
the applicability of the original theory. In this section we briefly present the
foundations of TDDFT and refer the reader to exhaustive reviews [71–73,76]
for a deeper discussion of TDDFT and its applications [77].

TDDFT is based on the Runge-Gross theorem [78]: given a system of elec-
trons prepared in an initial state |Φ(t0)〉, there is a one-to-one correspondence
between the external time-dependent potential vext and the time-dependent
electron density n(r, t). This is a generalization to time-dependent potentials
and densities of the stationary DFT one-to-one correspondence:

n(r, t) ↔ v(r, t) . (5)

Note that in this case: (i) Two potentials are considered equivalent if they
differ by any purely time-dependent function, instead of a constant as in
ordinary DFT. In fact, two such potentials produce wave-functions which
are equal up to a purely time-dependent phase, which is cancelled when
any observable is calculated from them. (ii) There is a dependence on the
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initial quantum state of the system [79]. (iii) Contrary to intuition, the v-
representability problem (the problem of the existence of a potential that
produces a given density) is milder in the time-dependent case, and has been
solved by van Leeuwen [80], as an extension of the Runge-Gross theorem [78].

As in the static case, a time-dependent KS scheme can be introduced by
considering a non-interacting system that reproduces the exact interacting
density n(r, t). The time-dependent Kohn-Sham equations read

[
−1

2
∇2 + veff(r, t)

]
ϕi(r, t) = i

∂

∂t
ϕi(r, t) , (6)

where veff(r, t) = vH(r, t)+vxc(r, t)+vext(r, t) is the effective time dependent
potential felt by the electrons. It consists of the sum of the external time-
dependent applied field, the time-dependent Hartree term, and the exchange-
correlation potential. The time-dependent density can be easily evaluated
from the Kohn-Sham eigenfunctions n(r, t) =

∑N
i=1 |ϕi(r, t)|2. The initial

state |Φ(t0)〉 should be representable by an initial Slater determinant built
with the set of one-electron orbitals {Φj0}N

j=1.

3.1 Excitation Energies in TDDFT

The response of the system to an external perturbation is directly related
to the excited states of the N -particle system. The linear response of the
system can be determined from the density-density response function χ,
that is defined by δn(r, ω) =

∫
d3r′ χ(r, r′;ω)δvext(r′, ω), where δn is the

density variation induced by the perturbing potential δvext. The same in-
duced density can be calculated in the Kohn-Sham system δn(r, ω) =∫

d3r′ χ0(r, r′;ω)δveff(r′, ω) where δveff includes the external field plus the in-
duced Hartree and exchange-correlation potentials (δveff(r, ω) = δvext(r, ω)+∫
d3r′ δn(r′)

|r−r′| +
∫
d3r′ δVxc(r)

δn(r′) δn(r
′)). The Kohn-Sham response function χ0 de-

scribes the response of non-interacting electrons, and can be written in terms
of the ground-state Kohn-Sham eigenvalues εi and eigenfunctions ψi

χ0(r, r′;ω) =
∑
ij

(fi − fj)
ψi(r)ψ∗

j (r)ψj(r′)ψ∗
i (r′)

ω − ωij + iη
(7)

where ωij = (εj −εi) and fi’s are Fermi occupation numbers. Now it is simple
to derive a Dyson-like equation for the interacting response function. For a
spin-unpolarized system it reads [82,83]

χ(r, r′;ω) = χ0(r, r′;ω) +
∫

d3r1

∫
d3r2 χ0(r, r1;ω)

×
[

1
|r1 − r2|

+ fxc(r1, r2, ω)
]
χ(r2, r

′;ω) , (8)
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where we have introduced the so-called time-dependent exchange-correlation
kernel fxc(r, r′, ω) = δvxc[n(r,ω)]

δn(r′,ω)

∣∣∣
δvext=0

. Looking at the analytical structure

of the interacting linear response function for a finite system, it is easy to
show that χ has poles at ω = Ω, where Ω are the excitation energies of the
system [82,83]. On the other hand, χ0 has poles at the Kohn-Sham eigenvalue
differences εi − εj . By exploiting these facts, one can derive an eigenvalue
equation for the exact eigenmodes and eigenfrequencies of the system [82,83]:

∫
d3r′Ξ(r, r′, ω)ξ(r′, ω) = λ(ω)ξ(r, ω) , (9)

where the function Ξ is defined by

Ξ(r, r′, ω) = δ(r − r′) −
∫

d3xχ0(r,x, ω)
[

1
|x − r′| + fxc(x, r′, ω)

]
. (10)

This is a rigorous statement, that allows the determination of the excita-
tion energies of the system from the knowledge of χ0 and fxc. To solve the
eigenvalue equation one can expand ξ(r, ω) in an appropriate basis and solve
numerically the resulting matrix-eigenvalue equation. The matrix equation
to be solved is (in a quadratic form more familiar in the quantum-chemistry
community)
∑

a′i′σ′

[
δσσ′δaa′δii′(εjσ − εkσ)2 + 2

√
εaσ − εiσKaiσ,a′i′σ′(Ω)

√
εa′σ′ − εi′σ′

]

× βa′i′σ′ = Ω2βaiσ , (11)

with

Kjkσ,j′k′σ′(ω) =
∫

d3r

∫
d3r′ ψ∗

jσ(r)ψkσ(r)

×
[

1
|r − r′| + fxc σσ′(r, r′, ω)

]
ψj′σ′(r′)ψ∗

k′σ′(r′) . (12)

In (11) ωjkσ = εjσ−εkσ, and fij = fi−fj is the difference of orbital occupation
numbers. If the excitation is well described by one single-particle transition
between an occupied and a virtual state, one can neglect the off-diagonal
terms of Kjkσ,j′k′σ′ to obtain the single-pole approximation (SPA) to the
excitation energies [82,83]. For a spin-unpolarized system this approximation
is cast into the following equality:

Ω = ω12 + Re [K12↑,12↑ ±K12↑,12↓] , (13)

where Re indicates the real part of the expression in parentheses. This
approximation can be viewed as an attempt to correct the Kohn-Sham
excitation energies individually, without including collective electronic ef-
fects. Note that, apart from the truncation of the expansions, two main
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approximations are necessary to calculate the excitation energies: (i) the
static Kohn-Sham orbitals have to be calculated with an approximate sta-
tic exchange-correlation potential; (ii) the frequency-dependent exchange-
correlation kernel fxc σσ′(r, r′, ω) has to be approximated. Equation (13)
describes properly the spin-multiplet structure of otherwise spin-unpolarized
ground states through the spin-dependence of fxc: by performing the trans-
formation f (1)

xc = (fxc↑↑ + fxc↑↓) /2 and f (2)
xc = (fxc↑↑ − fxc↑↓) /2, one gets

ωsinglet = ω12 + 2R
∫

d3r

∫
d3r′ ψ∗

1(r)ψ2(r)

×
[

1
|r − r′| + f (1)

xc (r, r′, ω)
]
ψ1(r′)ψ∗

2(r′)

ωtriplet = ω12 + 2R
∫

d3r

∫
d3r′ ψ∗

1(r)ψ2(r)

×f (2)
xc (r, r′, ω)ψ1(r′)ψ∗

2(r′) (14)

Several calculations for the lowest excitation energies of atoms and molecules
have been performed with these formulas with very promising results [71,72,
82–86].

Full solution of the TDDFT-Kohn-Sham equations. Another very efficient
method to calculate the optical spectrum of finite systems is based on solving
directly the time-dependent Kohn-Sham equations in response to an external
electromagnetic field. This method, originally used for the study of nuclear
reactions [87], was later applied to clusters [88, 89] and biomolecules [90].
All those studies are now being performed under the octopus project [91]
and can address not only linear-response for optical properties, but also non-
linear response and nuclear dynamics. A time-evolution scheme has also been
recently implemented to solve the spectral function of the Bethe-Salpeter
equation (BSE) [92].

The starting point for the time-dependent simulations is the Kohn-Sham
ground state of the electronic system in the nuclear equilibrium configuration.
To obtain the linear optical absorption spectrum one excites all frequencies
of the system by applying the electric field δvext(r, t) = −κzδ(t). This is
equivalent to giving a small momentum κ to the electrons [87–89, 91]. The
KS wave-functions at time δt are simply

ϕi(r, δt) = eiκzϕi(r, 0) . (15)

These orbitals are then propagated in time

ϕi(r, t+∆t) = T̂
(
e−i

∫ t+∆t
t

dt ĤKS(t)
)
ϕi(r, t) . (16)

In this method, only occupied states need to be propagated. The spectrum
can then be obtained from the induced dipole moments, and from the per-
turbation δvext.
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One of the major advantages of this framework is that it can be trivially
extended to handle non-linear response and nuclear dynamics. The possibil-
ity of performing combined electronic and nuclear optimizations within the
TDDFT framework, practically brings this scheme to the same level of other
methods that allow for simultaneous prediction of the atomic configuration
and of the quantum mechanical electronic structure [21–23,26,74,93,94].

3.2 Comments

As discussed above, one of the main ingredients in TDDFT is the exchange-
correlation kernel. This is a complex quantity that includes all the non-trivial
many-body effects. Approximate kernels have been proposed over the past
years and we only mention here some of the most widely used [71–73,77].

The simplest approximation for vxc(r, t) is the adiabatic LDA (ALDA)
in which the static LDA exchange-correlation potential is used in the time-
dependent Kohn-Sham equations, but evaluated with the time-dependent
density. Following the same reasoning, it is straightforward to construct adi-
abatic generalized-gradient approximation (AGGA) potentials [75]. Unfortu-
nately, the onset of absorption in optical spectra calculated either with the
ALDA or with most AGGA functionals is typically below the observed ones
(by several eV’s in the case of atoms). This problem is caused by the wrong
asymptotic behavior of the LDA and GGA potentials: as the exchange term
does not cancel exactly the self-interaction part of the Hartree potential, the
potentials go exponentially to zero instead of having the correct −1/r be-
havior for neutral systems. To overcome some of the shortcomings of explicit
density functionals, orbital-dependent xc-functionals can be used [95,96].

In spite of its success in several cases, TDDFT has a number of com-
monly invoked failures that still undermine the confidence of the scientific
community in its accuracy and validity. One is the severe underestimation of
high-lying excitation energies in molecules when simple exchange and corre-
lation functionals are employed. The most spectacular failure of the TDLDA
is in the calculation of the photo-absorption spectrum of non-metallic solids,
especially in systems like wide band-gap semiconductors. In fact, the LDA
fails to give a significant correction to the simple RPA results. The reason
is the following. For infinite systems, the Coulomb potential is 4π/q2. It is
hence clear that, if fxc must be able to correct the RPA response for q → 0,
it should behave asymptotically like 1/q2 when q → 0. This is not the case
for the local or gradient-corrected approximations.

Several attempts have been made to correct this problem within TDDFT.
(i) One path was started by Reining and collaborators [97], who derived

the frequency-dependent kernel by imposing the TDDFT kernel to be static
and equal, in the Bloch representation, to the screened Coulomb interac-
tion [77, 97]. In this approach the KS wave-functions are assumed to coin-
cide with the QP ones. Important excitonic effects for semiconductors are
already obtained by using only the static long-range term ∆fxc(q,G,G′) =
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−δG,G′α/|q +G|2, where α is a numerical constant [97] (α ≈ 0.2 for Si, and
GaAs). On similar grounds, the work by Marini et al. [98] has developed a
robust and efficient frequency dependent and non-local fxc that takes into
account local field effects, by imposing TDDFT to reproduce the many-body
diagrammatic expansion of the BSE polarization function. The results are
encouraging [98]. What remains to be characterized is the class of systems
for which this successful approach is feasible and yields accurate results.

(ii) Kim and Görling extracted the photo-absorption spectrum of silicon
from TDDFT simulations, by using the EXX approximation both in the cal-
culation of the ground-state and for fxc [100]. They found that the spectrum
collapsed due to the long-range nature of the Coulomb interaction. How-
ever, by cutting off the interaction, they were able to recover agreement with
experiments.

(iii) In any finite system subject to an electric field, there is accumulation
of charge at the surface, which will induce a counter-field inside the sample.
It is not possible for any local (or semi-local) functional of the density to
describe the counter-field produced by the macroscopic polarization of the
system [101, 102]. To circumvent this problem, it has been proposed to use
as an extra dynamical variable the surface charge, or equivalently the macro-
scopic field produced by that charge [103]. Another way to take into account
the macroscopic polarization is by the current response of the system within
a time-dependent current-density functional formalism [104].

A general TDDFT is well suited to handle electron correlations and
current-induced forces in molecular devices: Work along these lines is
in progress. However, the non-adiabaticity is far from being solved. The
Ehrenfest-path non-adiabatic TDDFT-based Molecular Dynamics is one pos-
sibility. In fact, it is difficult to believe that any method based on the full
classical limit for the ions is able to describe intrinsically non-adiabatic phe-
nomena, such as e.g. current-induced isomerization processes in molecular
devices. Multi-component TDDFT may be a suitable extension for this pur-
pose [105,106].

3.3 Selected Applications of TDDFT

Biomolecular Photoreceptors

On one hand, spectacular advances were achieved over the last years in the
characterization of the structural and dynamical properties of biomolecules,
by a combination of quantum mechanical and classical molecular mechanics
methods. On the other hand, the theoretical understanding of the interaction
of those molecules with external time-dependent fields is still in its infancy,
in spite of the large amount of experimental work on photoactive molecules.
A photoactive molecule is usually constituted of a relatively small active cen-
ter (chromophore) and of its surrounding medium (rest of the molecule plus
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environment). Optical processes related, for instance, to vision and photosyn-
thesis, rely on a subtle interplay between optical absorption in the photoactive
center and its decaying mechanism through coupling to the vibrational modes
of the molecule.

An appealing photoactive molecule is the green fluorescent protein (GFP).
The measured optical absorption spectrum of the wild type (wt) GFP shows
two main resonances at 2.63 and 3.05 eV [109, 110] (see Fig. 6), that are
attributed to two different thermodynamically stable protonation states of
the chromophore (neutral and negative chromophore, respectively). So far,
ab-initio quantum chemistry has not been able to provide satisfactory agree-
ment with the spectroscopic data, and thus has not contributed too much to
confirm or rule out various possible scenarios of photodynamics in the GFP.
A good description of the optical properties of the GFP photoreceptor has
been achieved [90] by using an approach that combines a QM/MM method
to obtain the structure with TDDFT to treat the electronic excitations. The
structures were optimized using a hybrid QM/MM method [111–113] with
a semiempirical hamiltonian [114] to describe the quantum subsystem. The
QM region included a sequence of three amino-acids that form the chro-
mophore: Ser65, Tyr66 and Gly67. The optimized structure of the chro-
mophore, with the most important neighbor residues, is shown in Fig. 6.
On the other hand, the anionic form of the chromophore was obtained by
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Fig. 6. Left panel: Optimized structure of the neutral chromophore and its clos-
est charged residues inside the GFP: His148, Arg96 (positive) and Glu222 (nega-
tive). Right panel: Computed photoabsorption cross section of the neutral (dashed
line) and anionic (dotted line) chromophores. For comparative purposes the an-
ionic results have been divided by 4. Experimental results at 1.6 K (dark thin solid
lines) [109] and room temperature (light thick solid line) [110] are also given. The
inset shows a decomposition of the calculated spectrum of the neutral chromophore
in the three directions, showing the inherent anisotropy of the green fluorescent pro-
tein molecule [Adapted from [90] with permission; Copyright 2003 by the American
Physical Society]
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deprotonation of Tyr66 and protonation of Glu222. The computed photoab-
sorption spectra of the GFP neutral and anionic chromophores, shown in Fig.
6, are in excellent agreement with experiment assuming the presence of the
two forms of the photo-receptor, protonated and deprotonated respectively,
in an approximatly 4:1 ratio. Furthermore, it can be seen in the inset of Fig. 6
that light polarized along the x-direction is responsible for the lowest optical
transition in the neutral chromophore. The molecule is nearly transparent to
visible light polarized along the other two orthogonal directions. The GFP
turns out to be a rather anisotropic molecule in the visible region, a property
that could be used to enhance the photo-dynamical processes in well oriented
GFP samples for opto-electronic devices.

The above example shows that the novel approach based on TDDFT,
developed for the computation of optical spectra of finite systems, holds great
promise for future applications in biochemistry and biophysics. It is able to
handle not only the optical response but also ultrashort femtosecond electron-
ion dynamics.

Optical Response of DNA Bases and Base Pairs

Another example of biological interest, that has been studied by searching
for the full solution of the TDDFT-Kohn-Sham equations, is the calculation
of the optical properties of the DNA bases [115]. Here we present the optical
spectrum of adenine in the 9H-form, the only tautomer which is present in
the adenine nucleotide, the molecular building block of DNA and RNA poly-
mers. The calculation was performed for the isolated base in the gas phase,
i.e. without taking into account solvent effects. From experiments [116,117],
it is clear that the absorption spectra of the individual nucleobases are quite
complex: in the low energy region they are formed by several excitations of
π → π� character and a number of n→ π� transitions. The latter features are
difficult to characterize, because of their extremely weak oscillation strengths.
However, they are thought to play an important role for non-radiative decay
of the excited states [118, 119]. These experiments are made in different sol-
vent conditions, and for different adenine derivatives. Therefore, one should
be extremely careful in comparing the results of gas-phase calculations with
data from solution experiments.

The ground-state geometry was optimized without planar constraints, us-
ing the B3LYP potential [120]. The time-propagation of the KS equations was
performed using the LDA and GGA time-dependent xc functionals. These
different functionals yielded identical results. The geometry, the Kohn-Sham
HOMO and LUMO, and the calculated photoabsorption cross section, are
shown in Fig. 7.

The spectrum resolved in the three spatial directions clearly demonstrates
the anisotropy of the molecule. From this calculation the most bright exci-
tations are located at: 4.54, 4.88, 5.70, 6.21, 6.77, and 7.41 eV. Performing



96 R.D. Felice et al.

Fig. 7. Calculated photoabsorption cross section of adenine along the three di-
rections and averaged (black line). In the inset, the HOMO (π) and LUMO (π∗)
Kohn-Sham orbitals are shown: different colors indicate different sign of the wave-
functions. An experimental absorption spectra of deoxyadenosine 5’-phosphate in
solution is also shown (thin solid line) from [116]

linear response calculations in the frequency domain (11) it is possible to un-
veil the character of such transitions [121], which turn out to be prevalently
π → π�. From the experiments cited above, one can distinguish the following
excitation energies: 4.9 (measured in vapor [117]), 5.7–6.1, 6.8, and 7.7 eV.
Apart from the last excitation where the sugar and phosphate may play an
important role, and the first one that is not measured in these experiments,
we find a satisfactory agreement with an accuracy of 0.1 eV. A recent review
presents a critical collection of the latest ab-initio calculations [122]. Early
calculations are reviewed separately [123].

It is also possible within a time-evolution scheme to calculate circular
dichroism (CD) [89], which is a very powerful tool used in the characteriza-
tion of biomolecules. In particular, the complex rotatory strength function
R(ω) = Rx(ω) + Ry(ω) + Rz(ω) is given in terms of the Fourier trans-
form of the time evolution of the angular momentum operator Lz(t) =∑occ

i 〈ϕi| − i(r×∇)z|ϕi〉. Early results for the CD spectra of DNA bases are
encouraging [115]. Because the CD technique is routinely used along with
chemical synthesis to characterize the obtained molecules, the successful ab-
initio computation of CD spectra will represent in the near future a powerful
tool for the interpretation of experimental data, as well as for the prediction
of novel molecules suitably designed for a precise purpose.
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4 Wannier Functions for Electronic
Structure Calculations

The electronic structure in periodic solids is conventionally described in terms
of extended Bloch functions (BFs) ψkn(r): n and k label the band number
and the wave vector respectively. In fact, by virtue of the Bloch theorem,
the Hamiltonian Ĥ commutes with the lattice-translation operator T̂R (R
is a vector of the crystal lattice), leading to a set of eigenstates (the Bloch
states) for the Hilbert space. This property restricts the crystal problem to a
single unit cell. The properties of the infinite solid are then recovered with an
integral over the BZ, in the reciprocal space. An alternative description for the
electronic ground state can be derived in terms of localized Wannier functions
wn(r−R) [124], that constitute a site(R)- and band(n)-dependent orthogonal
basis set for the tight-binding form of the wave-function. Being related by
a unitary transformation, the two representations (Bloch and Wannier) are
mathematically equivalent. However, because of their localized character, the
WFs are particulary suited to the treatment of localized phenomena. For
instance, WFs yield a localized picture of chemical bonding (Lewis-like) [125,
126].

Recently, WFs have attracted an increasing interest for their possible ap-
plication to a wide range of (i) physical problems (e.g., the modern theory of
bulk polarization [102,127], the development of linear scaling order-N and ab-
initio molecular dynamics approaches [128–131], the calculation of quantum
electronic transport [132], the study of magnetic properties and strongly-
correlated electrons [133–135]) and of (ii) physical systems (e.g., crystal and
amorphous semiconductors [136–138], ferroelectric perovskites [139], transi-
tion metals [140, 141], metal-oxides [142], photonic lattices [143–145], high-
pressure hydrogen and liquid water [146–148], SWNTs and 1-dimensional
nanostructures [132,149], metallic interfaces [150]).

The major obstacle to the construction of the Wannier functions in prac-
tical calculations is their non-uniqueness: They are gauge dependent, namely
infinite sets of WFs, with different properties, may be defined for the same
physical system. This non-uniqueness arises from the freedom in the choice
of the phase factor of the electronic wave-function, that is not assigned by
the Schrödinger equation. Additional complications concern the difficulties in
dealing with degeneracies among the energy bands in the Brillouin zone. This
extends the arbitrariness related to freedom of the phase factor to a gauge
transformation (U(k)) that mixes bands among themselves at each k-point
of the BZ. A different gauge transformation does not translate into a simple
change of the overall phases of the WFs, but affects their shape, analytic
behavior and localization properties.

Among the different methods presented so far, we adopted a localization
algorithm that allows to transform a set of BFs – calculated by means of
ab-initio approaches [23,26] – into a unique set of Maximally localized Wan-
nier functions (MLWFs) [151, 152]. The formulation of the minimum-spread
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criterion extends the concept of localized molecular orbitals, proposed by
Boys [126] for molecules, to the solid-state case. We apply this algorithm
to study the electronic properties of selected nanostructures, and to develop
a novel implementation of quantum conductance calculations [153].

4.1 Selected Applications of Wannier
Computationin Nanostructures

Analysis of the Chemical Bonding: C Chains

Traditional chemistry is based on local concepts. For instance, covalently
bonded materials are described in terms of bonds and electron pairs, where
the bonding properties are determined by the closest atomic neighborhood.
Thus, the characteristics of a bond (distance, angles, strength, character, etc.)
essentially depends on the coordination number of each atom, while the
second-nearest neighbors and more distant atoms give only weaker contribu-
tions. This is the typical case of molecules or insulating materials. However,
even in metallic systems where this simple bond concept is no longer valid,
locality still exists and manifests fundamental aspects.

The standard electronic structure calculations typically do not bring a
deep insight into the localization properties of matter: the Bloch states, for
instance, describe the electronic states of the overall crystal and not the
individual chemical bonds. On the contrary, a set of maximally localized
orbitals may give an insightful picture of the bonding properties [154].

These issues are best illustrated by nano-sized Carbon systems [132].
We focus on an allotrope, known as carbyne, based on a linear chain of
sp-hybridized carbon atoms in two possible forms: isomeric polyethynylene
diylidene (polycumulene, or simply cumulene) and polyethynylene (polyyne).
The cumulene form is characterized by an equidistant arrangement of C atoms
with double sp-bonds (= C = C =)n, while the polyyne form is a dimerized
linear chain with alternating single-triple bonds (−C ≡ C−)n.

The calculated MLWFs allow us to investigate the effects of structural
relaxation on the electronic properties of infinite carbon chains [132]. To ob-
tain the WFs, we first relaxed both the atomic and the electronic structure
of the C-chain by employing a standard ab-initio DFT plane-wave pseudopo-
tential code [23]. Then, by using the WanT code [153], we transformed the
resulting Bloch eigenstates into a set of maximally localized WFs. Results are
summarized in Fig. 8. Cumulene (Fig. 8, left) is characterized by symmetric
sp-bonds, uniformly distributed along the chain. σ states (Fig. 8a) are local-
ized in the middle of C = C bonds, whereas π states (Fig. 8b) are centered
around C atoms. In polyyne (Fig. 8, right), σ orbitals are localized both on
single C−C and on triple C ≡ C bonds, with a σ state in the middle of each
bond (Fig. 8a’). The π orbitals (Fig. 8b’) are localized only on the C ≡ C
bonds: there are two of these π orbitals in the middle of each triple bond,
but no one around the single bonds. The distribution of the WFs reproduces
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Fig. 8. Isosurfaceplots of (a,a’) σ and (b,b’) π WFs, for the cumulene (left) and
polyyne (right) forms of carbyne [Adapted from [132] with permission; Copyright
2004 by the American Physical Society]

the alternation of single-triple bonds in polyyne, otherwise not accessible in
the delocalized Bloch scheme.

Heuristically, we may relate the electrical properties of the chains to the
geometrical properties of the WFs. The symmetric cumulene chain with all
identical bonds presents a metallic behavior. On the contrary, polyyne is a
semiconductor: the relaxation of the carbon-carbon distances into inequiva-
lent alternating bonds induces a Peierls-type distortion, which stabilizes the
structure and generates energy gaps at the edges of the BZ. The metallic
behavior of cumulene is in qualitative agreement with the geometrical prop-
erties of the WF’s. While the σ states (Fig. 8a,a’) are centred in the middle
of the C − C bonds for both structures, the π orbitals (Fig. 8b,b’), which
stem from the bands near the Fermi level, are centred in the middle of the
bond in polyyne and on top of atoms in cumulene. The displacement of π
Wannier functions from the center of the bonds to the atoms is the expression
of the near-free character (delocalization) of the cumulene electrons, within
a localized basis set picture. This result confirms the suitability of MLWFs
for treating both localized and nearly-free electron systems, and for discrim-
inating non uniform bonding patterns.

Spontaneous Polarization in Boron Nitride Nanotubes

The macroscopic polarization of a dielectric has a well known phenomeno-
logical definition in classical physics, but a microscopic description cannot
be obtained in standard quantum mechanical treatments. The longitudinal
polarization (PL) of a finite material is related to the dipole per unit volume,
and manifests itself when the bulk periodicity is broken, e.g. as a screening
field due to the charge accumulation at the sample surfaces. PL is experi-
mentally accessible but its direct calculation is impractical. The problem lies
in the attempt to calculate the dipole moment for a bulk infinite solid. Since
Born-von-Karman boundary conditions are used to recover the thermody-
namic limit, the dipole moment (i.e., the position operator), which depends
on the truncation of the unitary cell, is ill defined. The so called Modern
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theory of polarization [102,127] gives a rigorous definition of the polarization
in a periodic system: the term accessible from a theoretical point of view is
the variation of the transverse polarization ∆P(λ), that is a gauge-invariant
Berry’s phase of the Bloch orbitals, with respect to two reference states, re-
lated by an adiabatic transformation λ. The transverse polarization has no
relation with the charge density of the sample, and it is related to the measur-
able polarization through the relation ∆P = ε0PL, where ε0 is the dielectric
tensor.

P(λ) can be split into an ionic P(λ)
ion contribution and an electronic P(λ)

el one
[155]. The ionic part P(λ)

ion = e
V

∑
I Z

(λ)
I R

(λ)
I is straightforwardly calculated

from the spatial displacements of the ionic charges ZI . The electronic part is
given by

P(λ)
el = − 2ie

(2π)3
∑

n

∫
BZ

d3k〈ukn|∇2
k|ukn〉 , (17)

where ukn is the periodic part of the occupied Bloch states of the system.
The Berry’s phase (modulo 2π) is defined as

φ(λ)
α = VGα · P(λ)

el /e , (18)

where V is the volume of the unit cell and Gα is the reciprocal lattice vec-
tor along the α direction. The integrand in (17) is the expectation value
of the position operator r, which in turn is related to the definition of the
MLWFs [151]. It turns out that an alternative formulation of the electronic
polarization may be expressed in terms of the center of charge of the Wan-
nier functions of the occupied bands 〈r〉n (a detailed formulation is given
elsewhere [102,127])

P(λ)
el = −2e

V

∑
n

〈r〉n . (19)

The Wannier centers provide an intuitive correspondence with the classical
concept of electron localization, that is used in the classical definition of the
macroscopic polarization.

We illustrate the outlined framework by computing the spontaneous po-
larization in boron nitride nanotubes (BNNTs) [149], which are among the
broad variety of candidates for nano-junctions. Unlike carbon nanotubes
(CNTs), most BN structures are non-centrosymmetric and polar, which may
suggest the existence of a non-zero spontaneous polarization. As mentioned
before, although the transverse polarization P itself is not a physical observ-
able, the difference between two crystal states can indeed be measured and
calculated. In this case we assume as reference states a polar BNNT and a
non polar CNT with the same geometry. The adiabatic transformation is de-
fined by a virtual crystal procedure that uniformly transforms the non polar
CNT into the corresponding BNNT, substituting carbon atoms with boron
and nitrogen atoms [149]. The electronic contribution to the polarization is
given by
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∆P(BN)
el = −2e

V

∑
i

(r(BN)
i − r(C)

i ) , (20)

which is directly proportional to the shift of the Wannier centers. The results
for C and BN zigzag nanotubes of arbitrary diameter are reported in Fig. 9.
The σ WFs are centered in the middle of C-C bonds in CNTs, while they are
shifted towards the more electronegative cations (N) in BNNTs. However,
since the shifts of the centers from C to BN (black arrows in the Fig. 9) have
the same magnitude along each bond, the effects compensate, giving a zero
contribution to the electronic polarization. On the contrary, the π states are
centered on the cations in BNNTs, while they show a characteristic V-shape
in CNTs. The difference between the two states gives rise to a non vanishing
electronic polarization along the axis of the BN nanotubes. Thus, this real-
space description gives a simple but quantitative description of the electronic
part of the spontaneous polarization.

Incidentally, note that the total spontaneous polarization is zero for BN-
NTs, due to an exact cancellation of the ionic and electronic contributions.
The results suggest that, in spite of the different electronegativity of the their
constituents, BNNTs are non-polar nanostructures [149].

Fig. 9. Upper panels: Isosurfaces of the σ and π WFs for C (left) and BN (right)
nanotubes. Lower panel : schematic position of the Wannier centers in C and BN
hexagons, and the projections of the π states onto the nanotube axes. The centers
of σ (π) states are represented with circles (squares). See text for further details
[Adapted from [149] with permission; Copyright 2003 by the American Physical
Society]
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Electronic Transport in Nanostructures

We consider the exploitation of the MLWFs as a minimal basis set for the
computation of the ballistic electronic transport in nanostructures [132,150].

The standard approaches to electronic transport in semiconductors are
based on the semiclassical Boltzmann’s theory. The dynamics of the charge
carriers and the response to external fields follow the classical equations of
motion, whereas the scattering events are included in a perturbative ap-
proach, via the quantum mechanical Fermi’s Golden Rule. However, this
semiclassical description is unsuitable for nanodevices where the tiny size
requires a fully quantum mechanical theory [156] for a reliable quantitative
treatment.

The quantum description of the electronic conductance is a complicated
non-equilibrium problem. Here we focus on the ballistic transport regime. In
this case the electronic conduction is characterized by the scattering proper-
ties of the system, i.e. by the probability that a charge carrier might travel
from one lead to the other through a conductor region. This approach neglects
the non-equilibrium effects (e.g., external bias) and the incoherent scattering
processes, such as the electron-phonon or the electron-electron interactions.

The Landauer formalism and some implementations of it are already re-
ported in Chaps. 4–6 of this collection [157–159], and in several basic refer-
ences cited therein. Here, we focus on few principles necessary to introduce
our particular implementation through the MLWFs. Let us consider a system
composed of a conductor, C, connected to two semi-infinite leads7, L and R,
as in Fig. 10. The conductance through a region of interacting electrons (the
C region in Fig. 10) is related to the scattering properties of the region itself
via the Landauer formula [156], (4). The transmission function can be easily
expressed as [160]

Fig. 10. Geometry of a typical conductance calculation. The nanodevice is modeled
as a nanoconductor (C) that bridges two metallic leads (L and R) (From [132] by
permission; Copyright 2004 by the American Physical Society)

7In the application of the Landauer formula, it is customary to compute the
transmission probability assuming that each lead is connected to a reflection-less
contact whose electron energy distribution is known [156].
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T = Tr(ΓLG
r
CΓRG

a
C) , (21)

where G{r,a}
C are the retarded and advanced lattice Green’s functions of the

conductor, and Γ{L,R} are functions that describe the coupling of the con-
ductor to the leads.

The effect of the semi-infinite leads on the conductor can be described
by means of finite-dimension operators known as the self-energies ΣL,R. The
self-energy terms can be viewed as effective Hamiltonians that account for the
coupling of the conductor with the leads. The Green’s function GC and the
coupling functions Γ{L,R} of (21) are explicitly obtained from the self-energies
as

GC = (ε−HC −ΣL −ΣR)−1 , (22)

Γ{L,R} = i[Σr
{L,R} −Σa

{L,R}] . (23)

HC is the Hamiltonian matrix of the conductor, calculated with respect to a
localized real-space basis set.

The expressions for the self-energies can be deduced along the lines traced
by Buongiorno Nardelli [161] using the formalism of principal layers [162] in
the framework of the surface Green’s function matching theory. We obtain

ΣL = H†
LC(ε−HL

00 − (HL
01)

†TL)−1HLC ,

ΣR = HCR(ε−HR
00 −HR

01TR)−1H†
CR ,

(24)

where HL,R
nm are the matrix elements of the Hamiltonian between the layer

orbitals of the left and the right leads, respectively, and TL,R and TL,R are
the appropriate transfer matrices, easily computable from the Hamiltonian
matrix elements via an interactive procedure [163].

The only required inputs are the matrix elements of the Hamiltonian,
(e.g. H00 and H01), expanded within a localized-orbital basis. The accuracy
of the results directly depends on two main features: (i) the accuracy in the
description of the electronic structure of the system (an ab-initio scheme
is desirable), and (ii) the condition that principal layers do not couple be-
yond nearest neighbors, which means that the basis for the computation of
the Hamiltonian terms in (24) is well localized. By choosing the maximally-
localized WFs representation, we devise a scheme that allows us to connect
an accurate first principle description of the ground state through plane-wave
pseudopotential DFT calculations, familiar to the electronic structure com-
munity active in condensed matter physics, to a local picture suitable to plug
into (24), thus satisfying the two above requirements8.

8A solution which is alternative to our formulation, and was already imple-
mented by other scientists, relies on computing the ground-state electronic prop-
erties of the system from first principles directly on a localized basis set, such as
atomic orbitals [22, 164] or gaussians [165], instead of plane waves. See also Chaps. 4
and 5 in this book.
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The matrix elements of the Hamiltonian in the MLWF basis may be easily
calculated using the same unitary matrix U (k) obtained in the localization
procedure [151]. By means of the ab-initio energy eigenvalues (ε̃mk), we write
down the Hamiltonian matrix H̃mn(k) = ε̃mkδm,n, which is diagonal in the
basis of the Bloch eigenstates. We calculate the matrix for the rotated states,

H(rot)(k) = (U (k))†H̃mn(k)U (k) . (25)

Next, we transform H(rot)(k) into a set of N Bravais lattice vectors R within
a Wigner-Seitz supercell centered around R=0:

H(rot)
mn (R) =

1
N

∑
k

e−ik·RH(rot)
mn (k) = 〈wm0|Ĥ|wnR〉 , (26)

where the factor 1
N stems from the folding of the uniform mesh of k-points

in the BZ. Thus, the term with R = 0 gives the on site matrix elements
H00 = 〈wm0|Ĥ|wn0〉, and the term R = 1 gives the coupling matrix elements
H01 = 〈wm0|Ĥ|wn1〉. These matrix elements are the necessary input for the
computation of the quantum conductance. We refer the reader to the original
paper [132] for the detailed description of the mathematical algorithms.

This multi-step method [153] operates as a postprocessing scheme after
ab-initio electronic structure calculations, without introducing external pa-
rameters. For what concerns algorithms, our localized-basis method can be
compared to a tight-binding approach: in both cases the elements of the
Hamiltonian matrix are built up using a few orbitals per site and this drasti-
cally reduces the computational effort in the determination of transport prop-
erties. The employment of semi-empirical methods requires a careful choice
of the parameters, which need to fit the characteristics of the simulated sys-
tem. On the contrary, this approach based on the evaluation of MLWFs may
exploit the transferability properties intrinsic in the ab-initio methods. To
compute the two-terminal conductance one needs, in principle, three sets of
calculations (two sets if the leads are of the same material): a bulk calculation
to describe each of the two infinite leads, and a supercell calculation which
includes the conductor and the interfaces with the leads (the central region
between the two dotted vertical lines in Fig. 10). The Hamiltonian matri-
ces HL,R

0,0 and HL,R
0,1 are obtained from the lead bulk calculations; the other

Hamiltonian matrices of (24) come instead from the supercell calculation.
The transfer matrix approach defined in (22–24) requires the matching be-
tween the bulk-like and the supercell sub-systems. To obtain this matching,
it is necessary that the external part of the supercell exactly reproduces the
bulk properties of the leads. Hence: the supercell must be sufficiently thick.

It is worth spending some words to clarify what is the meaning of Wannier
functions for the conductor: as the WFs derive from Bloch states, they are
well defined for periodically repeated systems; on the contrary, in the frame-
work of Fig. 10, the conductor is finite. We can deal with the WFs of the
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conductor, because we are treating it in a supercell approach, where periodic
boundary conditions are applied. Indeed, from a mathematical point of view
one can calculate the Bloch functions of the whole supercell and the corre-
sponding Wannier functions are well defined. However, the supercell contains
both the finite conductor and a portion of the connected leads: thus, in prin-
ciple, one obtains the global WFs of the coupled system and not only for
the very conductor. The key point of this scheme is related to the localiza-
tion properties of the MLWFs: in fact, being the MLWFs strongly localized,
it is possible to distinguish between those centered on the conductor and
those centered on the leads. This feature allows us to define the WFs for the
conductor and the leads, and to compute the corresponding elements of the
Hamiltonian matrices.

This kind of approach brings two additional remarkable advantages. First,
the fact that the conductor/lead interfaces are treated in the same supercell
employed for the bridge, assures a detailed description of the contacts from a
microscopic point of view. Second, since WFs are related to chemical bonding,
one can unambiguously recognize a given lead WF from both the bulk lead
and the supercell calculations: they must be identical.

As a prototypical example of a two terminal device, we computed the
quantum conductance for a small zigzag (5,0) carbon nanotube in the pres-
ence of an isolated substitutional silicon defect. The conductor region is a
finite segment of nanotube which contains the defect, while the leads are
simulated by two semi-infinite ideal nanotubes. Figure 11a shows the iso-
furfaces of two calculated Wannier functions with a σ character. Far away
from the defect, the WF is symmetric and centered in the middle of the C-C
bond. On the contrary, near the Si atom the electronic orbital is polarized
and mainly localized around the nearest C atoms. The different electronega-
tivity between silicon and carbon favors the localization of electronic states
changing the conduction properties of the system.

Figure 11b displays the quantum conductance of the nanotube with
(C(5,0)/Si, solid line) and without (C(5,0), dashed line) the presence of the
defect. The conductance of the ideal (5,0) nanotube shows the typical step-
like shape and a metallic behavior, which is the result of the high curvature
of such a small radius nanotube [166]. Once a single Si defect is introduced,
the system maintains its metallic character but the overall spectrum changes
drastically. We observe a general reduction of the conductance across the
whole energy range, and the distortion of the step-like shape of the pure
nanotube. The appearance of dips, corresponding to the discontinuities in
the original step function, is a characteristic feature of nanotubes with de-
fects [167]: the backscattering of electrons reduces the quantum conductance.

The multi-step procedure [153] presented in this final section opens the
way to selectively describe the quantum conductance in terms of the relevant
one-electron states that contribute directly to the transport process [132,150].
Furthermore, by taking into account that the MLWFs constitute an analytical
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Fig. 11. (a) Isosurface of two σ WFs in a (5,0) carbon nanotube in the presence of
a substitutional Si defect (blue sphere). The polarization of the σ states is due to
the effect of the Si defect. (b) Quantum conductance plots for the (5,0) nanotube
with (solid line) and without (dashed line) the Si defect. The vertical dotted line
marks the Fermi Level [Adapted from [132] with permission; Copyright 2004 by the
American Physical Society]

basis set for the Hilbert space, it is straightforward to extend the concepts
of ballistic transport to more complex physical phenomena. For instance, the
method is suitable for extensions that introduce the effects of short range
electron-electron correlations [168], or for the inclusion of non-equilibrium
effects related to the presence of an external applied bias.
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Abstract. The purpose of this chapter is to give a general reader an introduction
to the Non Equilibrium Greens Function (NEGF) method for first principles model-
ing of current-voltage characteristics of molecular electronics devices. The molecular
device is modeled on the atomic level, and we will use Density Functional Theory
(DFT) to describe the electronic structure of the system. We will give a detailed
description of all the steps involved in order to calculate the electron current. The
steps involved are dividing the system into electrode and scattering region, de-
termining the one-electron DFT Hamiltonian, setting up the NEGF, determining
the charge density, and calculating the effective potential. The procedure sets up
a set of selfconsistent equations, which result in an effective one-electron Hamil-
tonian description of the electron motion. From the one-electron Hamiltonian we
can determine the electron current using the Landauer-Büttiger approach.

We present results obtained with the method for calculating the conductance
of molecular resistors, and we will show that there are excellent agreement with
recent experimental results. The non-equilibrium current will induce an additional
force on the atoms. We investigate the origin of this force and present a simple
model which relates the force to the charge rearrangement around the atoms in the
scattering region.

Key words: Molecular electronics, first principles simulations, density func-
tional theory, electron transport

1 Introduction

From the first proposal of a molecular rectifier by Aviram and Ratner [1],
theoretical modeling has played an important role in progressing the field of
molecular electronics. In the early phase, theoretical modeling was the only
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means of gaining insight. Since then the experimental study of molecular
devices have progressed tremendously, and several groups have been able to
measure the electrical characteristics of systems with single or very few mole-
cules between metallic contacts. However, the experiments are very technical
demanding and often hard to interpretate and theoretical modeling therefore
still plays a key role in advancing the field. Currently theoretical modeling
techniques are improving in a similar pace as the experimental techniques,
and theoretical modeling will most likely continue to be an important tool
for advancing the field of molecular electronics.

The idea in molecular electronics is to use the large variation in the chem-
istry of molecules as a play ground for making new types of nanoscale devices.
Thus, successful modeling of the devices must include the quantum chemical
details of the molecules. The first model by Aviram and Ratner was based
on chemical intuition [1]. Later models used semi-empirical descriptions of
the chemistry [2–13] and recently full ab initio approaches have been intro-
duced [14–26].

In this paper we will focus on ab initio approaches based on the Non
Equilibrium Greens Function(NEGF) technique [27,28]. Sofar this approach
have been used to describe the coherent transport through a molecular de-
vice [18–20, 25, 26], i.e the quantum mechanical phase coherent transfer of
an electron from one electrode to the other electrode, through the molecular
region. However, the NEGF technique is also a promising approach for in-
cluding the effect of phonon scattering, decoherence and external parameters
like magnetic field.

In the following we will describe the NEGF approach for modeling mole-
cular electronics devices. Our aim will be to make the approach understand-
able to non experts in theoretical modeling and NEGF techniques. In Sect.
2 we introduce Density Functional Theory (DFT) for quantum mechanical
modeling of the electronic structure [29–32], and in Sect. 3 we show how
NEGF can be used to solve the DFT equations for a molecule coupled to
external electrodes with an applied bias. In Sect. 4 we briefly describe some
implementations of the approach that we have been involved in, and Sects.
5 and 6 describes some insight obtained from using the methods. Section 5
is devoted to modeling high resistance molecular devices and in Sect. 6 we
describe the origin of non-equilibrium forces arising due to the applied bias
on the molecular electronics device. In Sect. 7 we conclude.

2 Mean Field Electronic Structure Theory

The purpose of atomic-scale modeling is to calculate the properties of molecu-
les and materials from a description of the individual atoms in the systems.
An atom consists of an ion core with charge Z, and an equal number of elec-
trons that compensate this charge. We will use Rµ, Zµ to label the position
and charge of the ions, where µ = 1, . . . , N and N is the number of ions.
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The positions of the electrons are labeled by ri, i = 1, . . . , n where n is the
number of electrons.

Usually it is a good approximation to treat the ions as classical particles.
The potential energy of the ions, V (R1, . . . ,RN ), depends on the energy of
the electronic system, E0, through

V (R1, . . . ,RN ) = E0 +
1
2

N∑
µ,µ′=1

ZµZµ′e2

|Rµ − Rµ′ | .

The electrons must be described as quantum particles, and the cal-
culation of the electron energy requires that we solve the the many-
body Schrödinger wave equation.

Ĥ Ψ(r1, . . . , rn) = E0 Ψ(r1, . . . , rn)

Ĥ = −
n∑

i=1

�
2

2m
∇2

i −
n∑

i=1

N∑
µ=1

Zµe
2

|ri − Rµ|
.
1
2

n∑
i,j=1

+
e2

|ri − rj |
. (1)

The “hat” over H denotes that it is an operator. The first term in (1) is the
kinetic energy of the electrons, the second term the electrostatic electron-ion
attraction, while the last term is the electrostatic electron-electron repulsion.

The last term couples different electrons, and gives rise to a correlated
motion between the electrons. Due to this complication an exact solution of
the many-body Schrödinger equation is only possible for systems with a single
electron. Thus, approximations are required that can reduce the many-body
Schrödinger equation into a practical, solvable model.

Several methods have been developed which transforms the many-body
Schrödinger equation into an effective one-electron equation. Density Func-
tional Theory (DFT) and Hartree Fock (HF) theory are examples of such
methods. In these methods the electrons are described as non-interacting
particles moving in an effective potential set up by the other electrons. The
effective potential depends on the average position of the other electrons, and
needs to be determined self-consistently.

In DFT the self-consistent loop includes the following steps:

Ĥ1el = − �

2m
∇2 + V eff [n](r) (2)

Ĥ1elψα(r) = εαψα(r) (3)

n(r) =
∑

εα<µ

|ψα(r)|2 (4)

Equation (2) defines the one-electron Hamiltonian, where − �

2m∇2 describes
the kinetic energy and V eff [n](r) the effective potential energy of the elec-
tron. The effective potential depends on the electron density, n. From the
one-electron Hamiltonian we can determine the one-electron eigenstates by
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Fig. 1. Flowchart for DFT calculations, self-consistent loop

solving the one electron Schrödinger equation (3). The electron density is de-
termined by summing all occupied one-electron eigenstates, i.e. one-electron
states with an energy below the chemical potential of the system, µ. The
flowchart in Fig. 1 illustrates the self-consistent loop required to solve the
equations.

3 Application of DFT to Modeling Molecular
Electronics Devices

Although the reduction of the many-body Schrödinger equation to an effec-
tive one-electron equation is a formidable simplification, the solution of the
one-electron Schrödinger equation is not trivial. In the last 40 years an army
of chemists and physicists have devoted their lives to tackling this prob-
lem, and their efforts have resulted in a number of successful methods to
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accurately solve the one-electron Schrödinger equation. However, most of the
methods require a simple geometry of the system, i.e. the system must be
either isolated (a molecule) or periodic (a bulk crystal).

However, a molecular device is neither isolated nor periodic. It consists of
two semi-infinite electrodes coupled with a molecular region. We call this an
open system, because the molecule can exchange particles with the electrodes.

Figure 2 shows an example of a molecular device. We will divide the sys-
tem into three regions, left electrode, right electrode and interaction region.
In the electrode regions the potential is bulk like and the electron motion is
governed by a bulk Hamiltonian. Usually the interaction region will consist
of the molecule and a few layers of the electrode surfaces.

The left and right electrodes are electron reservoirs with chemical poten-
tials, µL and µR. The two chemical potentials are different due to an applied
voltage bias, Vb

µL − µR = eVba (5)

−k(Η−ε)ψ =0

Interaction region Right electrodeLeft electrode

+ −I

HOMO resonance

bµL

µR

rt
ψ−kV

Fig. 2. A molecular coupled to metallic electrodes with applied bias Vb. The bias
drives an electrical current from the left electrode to the right electrode. Due to
the applied bias the electrodes have different electrochemical potentials, µL, µR.
Electronic states on the molecule delocalize and molecular levels broaden into res-
onances. Electron scattering states are labeled by their momenta in the electrodes.
The scattering states are determined by solving the Schrödinger equation in the in-
teraction region using boundary conditions that match them with the momentum
resolved bulk eigenstates
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The difference in the electrochemical potentials sets up a steady state
electron flow from the right to the left electrode. The system is in a non-
equilibrium state and the electron distribution cannot be described by a sin-
gle Fermi function. To determine the electron density we must calculate all
the electronic eigenstates and assign each state to either the left or right
reservoir in order to determine the occupation of the state. The division of
the electronic eigenstates into left or right traveling waves, is obtained by
for each energy, ε, calculating the solutions, ψkL(ε),ψkR(ε), with a definite
initial crystal momentum �kL in either the left (right) electrode. These are
the so-called scattering states, referring to that an incoming Bloch wave is
partly reflected and partly transmitted due to elastic scattering in the in-
teraction region. The scattering states can be calculated in a similar way as
used for calculating the transmission coefficient of a square potential barrier,
a standard example used in most quantum mechanical text books (see for
instance [33]). The procedure is to first calculate the Bloch waves for the left
and the right electrode, and subsequently use these solutions as matching
boundary conditions for the Schrödinger equation of the interaction region.

Once the scattering states are calculated the electron density can be de-
termined using

n(r) =
∑

kL,kR

[|ψkL
|2nF (εkL

− µL) + |ψkR
|2nF (εkR

− µR)] , (6)

where nF is the Fermi distribution function, kL, εkL
label the crystal mo-

mentum and energy of scattering states from the left electrode, and kR, εkR

label the corresponding quantities for the right electrode.
The calculation of the scattering states needs a different approach from

the one used in traditional electronic structure calculations for isolated or
periodic systems. However, efficient algorithms for calculating the scattering
states have been developed [34,35], and the main problem in determining the
electron density from (6) is to make accurate evaluations of the sum over the
crystal momentum. In the following subsections we will show how the non-
equilibrium Green’s function formalism in an efficient way solves this problem
by calculating the electron density using complex contour integration.

3.1 The Screening Approximation

The standard procedure in electronic structure methods for isolated or pe-
riodic systems is to transform the one-electron Schrödinger equation into a
matrix eigenvalue problem, which then can be solved with standard linear
algebra packages. The transformation is obtained by writing the wavefunc-
tions, ψ, as a linear combination of basis functions, ψ(r) =

∑
i aiφi(r). Many

different choices exist for the basis functions, φi, some of the more popular
are plane-waves or atom-based functions with shapes resembling the atomic
wavefunctions. Using the basis functions the Schrödinger equation, (3) is
transformed into
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∑
j

Hijaj = ε
∑

j

Sijaj ,

Hij = 〈φi|Ĥ1el|φj〉 ,
Sij = 〈φi|φj〉

For a molecular system the Hamiltonian will be finite and the solution there-
fore trivial. For a periodic structure we only need to model a finite part of
the system, which is then repeated to generate the entire solid. Thus, again
the Hamiltonian will be finite and the solution trivial.

For the open system the reduction of the system size is less obvious. Here
the trick is to separate the system into electrode and central regions, which
can be solved separately.

Figure 3 shows a carbon nanotube coupled with a gold surface. The gold
surface and the carbon nanotube are metallic. Because of the metallic nature
of the semi-infinite electrodes, the perturbation due to the interaction region
only propagates a few Å into the electrodes. We can therefore divide the

Fig. 3. (a) geometry of a carbon nanotube coupled with a gold surface. (b) The
self-consistent charge density shown by contour lines in a cutplane. Outside the
interaction region, the charge density is given by the bulk density of the electrodes
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effective potential and the charge density into interaction region and electrode
regions, where the values in the electrode regions are similar to the bulk
values. This is called the screening approximation.

We will now expand the Hamiltonian operator in a basis set with finite
range, and in this way separate the Hamiltonian Matrix into electrode and
scattering region. There will be coupling elements between the different re-
gions, but we will assume that the interaction range of the Hamiltonian is
such, that there are no coupling between the left and right electrode. Thus
the total Hamiltonian can be written as

H =


 H̄LL H̄LI 0
H̄IL H̄II H̄IR

0 H̄RI H̄RR,




where H̄LL, H̄II , and H̄RR denote the Hamiltonian of the left electrode,
interaction region, and right electrode, respectively, and H̄LI and H̄IR are
the matrix elements involving the interaction region and the electrodes. With
the bars above the letters, we indicate that the quantities are matrixes.

The eigenstates of this Hamiltonian are the scattering states, ψkL(ε) and
ψkR(ε) described in the previous section, and the electron density is given by
the sum of all the occupied eigenstates, see (4). In the next section we will
show how the electron density can be calculated within a Green’s function
formalism, and in this way avoiding the calculation of the scattering states.

3.2 Calculating the Charge Density Using Green’s Functions

We will now show how the charge density is obtained within the Green’s
function formalism. For this purpose we introduce the spectral-density oper-
ator, ρ̂(ε), and the electron density matrix D̂. The electron density can be
obtained from the density operator by taking the trace over a complete basis
set.

n(r) = TrD̂ (7)

The spectral density is the energy resolved electron density, and the total den-
sity is obtained by summing the spectral density over all occupied energies.
Correspondingly, we have

ρ̂(ε) = δ(ε− Ĥ) , (8)

D̂ =
∫ ∞

−∞
ρ̂(ε)nF (ε− µ)dε,

where nF is the Fermi function and µ the chemical potential of the system.
We will now calculate the electron density by taking the trace of the

density matrix. For convenience we use the eigenstates, {ψα}, as our complete
basis set.
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n(r) =
∑
α

ψ∗
α(r)D̂ψα(r) ,

=
∑
α

∫ ∞

−∞
ψ∗

α(r)δ(ε− Ĥ)ψα(r)nF (ε− µ)dε ,

=
∑
α

∫ ∞

−∞
|ψα(r)|2δ(ε− εα)nF (ε− µ)dε ,

=
∑
α

|ψα(r)|2nF (εα − µ) .

Thus we see that from (7) we arrive at (4), and the two equations therefore
identical.

The (retarded) Green’s function is defined as

Ĝ(ε) =
1

ε− Ĥ + i δ+
, (9)

where δ+ is an infinitesimal positive number. We will use the Green’s function
formalism as a convenient way to obtain the spectral density and thereby the
electron density of the system.

To relate the Greens function to the spectral density, we use the following
relation from complex function theory

Im
1

x+ i δ+
= δ(x) . (10)

Using this equation we combine (9) and (8) to obtain the relation

ρ̂(ε) =
1
π

ImĜ(ε) . (11)

Expanding the operators in basis functions, we transform (8,9,11) into matrix
equations,

Ḡ(ε) = [ε+ iδ+S̄ − H̄]−1 , (12)

ρ̄(ε) =
1
π

ImḠ(ε) , (13)

D̄ =
∫ ∞

−∞
ρ̄(ε)nF (ε− µ)dε ,

n(r) =
∑
i,j

Dijφ
∗
i (r)φj(r) . (14)

The problem of calculating the charge density is now reduced to the matrix
inversion of (12). However, our system is open and the matrix to be inverted
therefore infinite. Fortunately, the screening approximation means that we
only need to calculate the charge density in the interaction region. From (14)
we see that since our basis functions are localized, this means that we only
need to calculate the Green’s function matrix of the interaction region and a
few layers of the electrodes.
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3.3 Taking into Account the Electrode Region Through
a Self Energy

In this section we will show how the Green’s function matrix of the interaction
region, GII , can be calculated by inverting a matrix of similar size. For this
purpose we will use perturbation theory in the coupling elements H̃LI(ε) =
HLI − εSLI and H̃RI(ε) = HRI − εSRI . The unperturbed Green’s functions,
G0, is calculated by setting H̃LI = H̃RI = 0, and using that in this case (12)
is block diagonal

Ḡ0
LL(ε) = [(ε+ iδ+)S̄LL − H̄LL]−1 .

Ḡ0
II(ε) = [(ε+ iδ+)S̄II − H̄II ]−1 .

Ḡ0
RR(ε) = [(ε+ iδ+)S̄RR − H̄RR]−1 .

Now putting back the perturbation H̃LI and H̃RI we can obtain the per-
turbed Green’s function from the Dyson’s equation

ḠII(ε) = Ḡ0
II(ε) + Ḡ0

II(ε)[Σ̄
L
II(ε) + Σ̄R

II(ε)]ḠII(ε) (15)

Σ̄L
II(ε) = ¯̃HIL(ε)Ḡ0

LL(ε) ¯̃HIL(ε)† (16)

Σ̄R
II(ε) = ¯̃HIR(ε)Ḡ0

RR(ε) ¯̃HIR(ε)† (17)

Rearranging the terms in the Dyson’s equation, we obtain

ḠII(ε) = [(ε+ iδ+)S̄II − H̄II − Σ̄L
II(ε) − Σ̄R

II(ε)]
−1 . (18)

The terms Σ̄L and Σ̄R are called the self energies of the electrodes.
From (16,17) we see that the self energies is somehow a measure of the

coupling strength between the interaction region and the electrodes. To un-
derstand the physics of the selfenergies, we divide it into a complex and a
real part, ΣL = σL + iΓL. To illustrate the significance of the real and the
complex part we consider a system where HII only have one orbital, i. e.
HII = α is a simple scalar and SII = 1. We further assume that ΣL, ΣR are
energy independent, the so-called wide-band limit. From (13,18) we obtain
the spectral density matrix

ρ(ε) =
1
π

Im
1

ε− α− (σL + σR) − i(ΓL + ΓR)

=
1
π

(ΓL + ΓR)2

[ε− α− (σL + σR)]2 + (ΓL + ΓR)2
(19)

Figure 2 illustrates the spectral density corresponding to the HOMO level
for a DTB molecule coupled with a gold surface. From (19) we see that the
real part of the self energy shifts the position of the resonance relative to
the HOMO level, while the imaginary part broadens the HOMO level into a
resonance.
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The broadening of the molecular levels is a measure of the lifetime of
the electronic states on the molecule. For an isolated molecule the molecu-
lar eigenstates are stationary states with almost infinite lifetime. When the
molecule is coupled to metallic electrodes the electron can escape into the
electrodes, and each electron will only spend a very short time on the mole-
cule. The finite lifetime, τ , translates into an energy uncertainty, Γ , through
Heisenbergs uncertainty relations

Γτ = � . (20)

Typical values are Γ ∼ 0.1eV for molecules covalently bound to metallic
surfaces. Using (20) this translates into a lifetime of ∼10−14 s.

3.4 Calculation of the Electrode Green’s Function

In order to determine the self energies we need to calculate the unperturbed
Green’s function, Ḡ0

LL, of the electrodes. Since, the Hamiltonian of the elec-
trodes is semi-infinite, Ḡ0

LL cannot be obtained by simple matrix inversion.
However, in cases where the electrode Hamiltonian is periodic, there exists
very efficient algorithms for obtaining Ḡ0

LL. We will write the electrode Hamil-
tonian as periodic blocks, H̄L1L1 = H̄L2L2 = . . . where the size of each block
is such that only neighboring blocks interact,

H̄LL =




. . .
H̄L3L3 H̄L3L2

H̄L2L3 H̄L2L2 H̄L2L1

H̄L1L2 H̄L1L1




The Hamiltonian of each block, H̄L1L1 and the coupling matrix, H̄L1L2 ,
can be obtained from a bulk calculation of the electrode system.

Using recursion, we can build up a series of approximations for the Green’s
function

Ḡ
0 [0]
L1L1

= [(ε+ iδ+)S̄L1L1 − H̄L1L1 ]
−1

Ḡ
0 [1]
L1L1

= [(ε+ iδ+)S̄L1L1 − H̄L1L1 − H̄L1L2Ḡ
0 [0]
L2L2

H̄L2L1 ]
−1

Ḡ
0 [2]
L1L1

= [(ε+ iδ+)S̄L1L1 − H̄L1L1 − H̄L1L2Ḡ
0 [1]
L2L2

H̄L2L1 ]
−1

...

Here the superscript [n] refers to the order of the approximation. Usually it
is necessary to go to order n 10000 to obtain convergence, thus the algorithm
can be quite time consuming. The poor convergence is because the error
only gets reduced by 1/n as function of the number of steps n. Fortunately,
there is a rescaled version of the algorithm where the error gets reduced by
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1/2n [36]. Using this algorithm only a few steps are needed, n ∼ 20, and the
computational resources required to calculate the electrode Green’s function
is usually negligible compared to the resources required for the interaction
part of the Green’s function.

3.5 Integrating the Spectral Density
with a Complex Contour

We now have all the ingredients required in (18) to obtain GI and thereby
the electron density, through

n(r) =
∑
ij

Dijφi(r)φj(r) ,

Dij =
∫ µ

−∞

1
π

ImGij(ε)dε . (21)

The problem with this equation is that the Green’s function is a rapidly vary-
ing function along the real axis. See, for instance the simple spectral density
of the DTB HOMO orbital shown in Fig. 2. Fortunately, it is possible to get
around this problem using Complex Functions Theory. The Green’s function
is an analytical function, and can be extended into the complex plane. This
means that the integral in (21) can be obtained by integrating along a con-
tour in the complex plane. In the complex plane the Green’s function is very
smooth, as illustrated in Fig. 4. For realistic systems an accurate determina-
tion of the integral in (21) often requires more than 5000 energy points, while
less than 50 points are required for an accurate determination of the integral
along the complex contour. This factor 100 reduction in the computational
complexity is crucial, and one of the most important virtues of the Green’s
function approach.

3.6 Non-Equilibrium Green’s Functions for Finite Bias

In the above discussion we always assumed that the system has a single
chemical potential, i.e. the system is in equilibrium. However, if we apply a
potential bias, Vb, the two electrodes will have different chemical potential
µL, µR that are linked through (5). Figure 2 illustrates the system setup,
and as discussed in Sect. 2 the density must now be divided into partial
contributions corresponding to their left (ρ̂L) or right (ρ̂R) origin

ρ̂(ε) = ρ̂L(ε) + ρ̂R(ε) . (22)

The density matrix for nonequilibrium is then found by filling the left and
right originating states according to the respective chemical potentials [26,37],

D̂ =
∫ ∞

−∞
dε ρ̂L(ε)nF (ε− µL) + ρ̂R(ε)nF (ε− µR) . (23)
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Fig. 4. (a) The integral of GI(z) is equivalent along the contour C and along the
real axis R. (b) Variation of ImG(z) along C (dashed) and along R (solid)

This division of the density can be accomplished using non-equilibrium
Green’s function theory, and we can write the partial spectral densities as

ρ̂L(ε) = −Ĝ(ε) ImΣ̂L(ε) Ĝ†(ε) , (24)
ρ̂R(ε) = −Ĝ(ε) ImΣ̂R(ε) Ĝ†(ε) . (25)

The foundation of these equations can be found in [26, 27], and here we
will only show that (24, 25) indeed fulfills the sum rule (22). Using (18) in
operator form we can write

Ĝ†(ε) = Ĝ(ε)[ε− Ĥ − Σ̂L(ε) − Σ̂R(ε)]Ĝ†(ε) (26)

and we get
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ρ(ε) =
1
π

ImĜ , (27)

=
1
2π

[Ĝ+ Ĝ†] , (28)

= −Ĝ Im[Σ̂L(ε) + Σ̂R(ε)] Ĝ† . (29)

which proves (22). This equation also proves (24,25) for cases where the
interaction region only couples with one electrode. To see this note that if
the interaction region only couples with the left electrode, then ρ = ρL and
Σ̂R(ε) = 0.

It is convenient to divide the energy axis into two regions, the energy
range below both chemical potentials (the equilibrium region), and the energy
range between the two chemical potentials(the non-equilibrium region or bias
window). Similarly, we divide the density matrix into two parts,

D̂ = D̂eq + D̂neq ,

where D̂eq is the density matrix of the electrons with energies in the equi-
librium region, and D̂neq the density matrix of the electrons with energies in
the Non-equilibrium region. If µL < µR we have, using (22, 23),

D̂eq =
∫ ∞

−∞
ρ̂(ε)nF (ε− µL)dε , (30)

D̂neq =
∫ ∞

−∞
ρ̂R(ε)[nF (ε− µR) − nF (ε− µL)]dε . (31)

The calculation of the equilibrium part of the density matrix, D̂eq, is
similar to the calculation of the density matrix for an equilibrium system
and we can use the complex contour integration technique discussed in the
previous section. To obtain the non-equilibrium part, D̂neq, we use (25, 31).
However, ρ̂R is not an analytical function, and it is therefore not possible to
extend the integral in (31) into the complex plane, as used for the equilibrium
part. Thus the integral in (31) must be performed along the real axis, and a
dense set of integration points are needed to accurately evaluate the integral.
For large biases the calculation of the non-equilibrium density is the most
time consuming part of the calculation.

3.7 Calculating the Effective Potential
from the Electron Density

The algorithms presented in the previous subsections allow us to calculate
the density from the Hamiltonian. To complete the self-consistent cycle we
also need to calculate the Hamiltonian from the density. From (2) we see that
this means calculating the effective potential, V eff [n]. In DFT the effective
potential is given by
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V eff [n] = V ion + V H [n] + V xc[n] , (32)

where V ion is the ion potential, V H [n] is the Hartree potential, and V xc[n]
is the exchange correlation potential. The equations for the 3 potential terms
are given by

V ion(r) =
N∑

µ=1

Zµe
2

|r − Rµ|
,

∇2V H [n](r) = −4πn(r) ,
V xc[n](r) = f(n(r),∇n(r),∇2n(r)) . (33)

The ion potential is given by the electrostatic potential from the ion cores
and does not depend on the density. For the exchange correlation potential
we will use the Local Density Approximation [38] or Generalized Gradient
Approximation [39], where V xc is a local function of the density and possible
gradients, and therefore easy to calculate.

The Hartree potential is defined as the electrostatic potential from the
electron charge density and must be calculated from the Poisson’s equation.
Poisson’s equation is a second-order differential equation and a boundary
condition is required in order to fix the solution. Molecular systems have
the boundary condition that the potential asymptotically goes to zero. In
bulk systems the boundary condition is that the potential is periodic. Note,
that the bulk boundary condition only determines the Hartree potential up
to an additative constant, reflecting the physics that the bulk electrostatic
potential does not have a fixed value relative to the vacuum level.

For the two-probe system we can calculate the Hartree potential in the
electrodes using periodic boundary conditions. Since the electrodes are bulk
systems the Hartree potentials are only determined up to additative con-
stants, and the left and right Hartree potentials are floating relative to each
other. However, the chemical potentials of the electrodes are calculated from
their effective potentials, and we can therefore relate the Hartree potential
to the chemical potential of the electrode. We may then use the relation in
(5) between the chemical potentials to align the Hartree potential in the left
electrode with that of the right electrode. The Hartree potentials in the elec-
trodes now define boundary conditions for the Hartree potential in the central
region. In the two directions perpendicular to the transport direction we will
use periodic boundary conditions. Once we have sorted out the boundary con-
ditions we can solve Poisson’s equation of the central region using standard
numerical differential equation solvers.

3.8 The Complete Self-Consistent Algorithm
for the NEGF Calculation

Figure 5 shows all the steps required for the two-probe calculation. Initially
we define the system geometry, and separate the system into interaction and
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Fig. 5. The flowchart shows the steps required in order to perform a two-probe
calculation
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electrode regions. The first step is to perform independent self-consistent
calculations for the electrodes. From these calculations we obtain the effective
potential and density of the electrode regions, as illustrated in Fig. 3. From
the self-consistent Hamiltonian of the electrodes, we also calculate the self
energies, ΣL, ΣR using (16,17).

These initial calculations are now used as input to the two-probe calcula-
tion. Starting with an initial guess of the electron density, we construct the
Hamiltonian of the interaction region from (2, 32). From the Hamiltonian and
the electrode self energies we calculate the Green’s function of the interaction
region using (18). With the Green’s function we can calculate the electron
density using (21, 25, 30, 31) and thereby close the self-consistent cycle.

3.9 Electron Transport Coefficients and Currents Obtained
from the Green’s Function

With the self-consistent Hamiltonian we have a good description of the elec-
tronic structure of the molecular device. We will now use the self-consistent
Hamiltonian to calculate the coherent electron transport through the de-
vice. The coherent transport is carried by the scattering states, which are
eigenfunctions of the Hamiltonian with a definite crystal momentum k in the
transport direction inside the electrodes. For each scattering state we define
the transmission coefficient, Tk, as

Tk =
∑
k′

t†kk′tkk′ (34)

where tkk′ is the fraction of the wave which propagates through the device
and into the outgoing channel with crystal momentum k′ (see also Fig. 2).

In the Landauer-Büttiker formalism the current is given by summing the
electron flow of all occupied waves. The current flow for each electron is given
by envkTk, where n = 1/V is the electron density (assuming the electrons are
normalized in the volume V ), vk = 1

�

∂εk

∂k is the group velocity of the electrons,
and the Transmission coefficient Tk gives the fraction of the electron wave
which are transmitted. Let k denote crystal momentum of the scattering
states going left to right and −k′ the crystal momentum of scattering states
going right to left. The electron current is now given by

I =
e

V

∑
k

vkTknF (εk − µL) +
e

L′

∑
−k′

v−k′T−k′nF (ε−k′ − µR) (35)

where the Fermi functions, nF , ensure that we only include the contributions
from occupied electron states.

Transforming the sum into an integral (where the factor 2 account for
spin) ∑

k

→ 2 × V

2π

∫
dk (36)
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we obtain

I =
2e
h

∫ ∞

−∞
dε[TL(ε)nF (ε− µL) − TR(ε)nF (ε− µR)] (37)

where TL(ε) =
∑

k Tkδεk=ε is the transmission coefficient of all electrons go-
ing left to right with energy ε. TR is the corresponding quantity for electrons
going right to left. In arriving at (37) we have used that left and right scatter-
ing states move in opposite direction, and therefore contribute with opposite
sign. In fact, since the Hamiltonian has time reversal symmetry we must have
TL = TR = T (ε) (if TL = TR we will have a different current when time is
running backwards, thus breaking the time reversal symmetry). Using, this
relation we arrive at

I =
2e
h

∫ ∞

−∞
dεT (ε)[nF (ε− µL) − nF (ε− µR)] (38)

From the Green’s functions we can directly calculate the transmission
coefficients, using the following results from NEGF theory

T (ε) = Tr[ImΣ̂L(ε)Ĝ†(ε)ImΣ̂R(ε)Ĝ(ε)] . (39)

A derivation of this equation can be found in [27, 28]. Here we just note
that the equation has some similarities with (24) and (25). Equations (24),
(25) only involves one selfenergy term, reflecting that the interaction region
can receive density by just coupling with one electrode. Equation (39) has
two selfenergy terms, reflecting that in order to have transport through the
interaction region the central region must couple with both electrodes.

4 Implementation: McDCAL, TranSIESTA, and
Atomistix Virtual NanoLab

The NEGF approach described in the previous sections have now been imple-
mented in several software packages for electron transport calculations. The
authors have been involved in implementing the method in the McDCAL [25],
TranSIESTA [26], and Atomistix Virtual NanoLab [40] software packages. Al-
though the McDCAL, TranSIESTA, and Atomistix Virtual NanoLab pack-
ages are based on the same framework, there are small differences in the nu-
merical implementations in the packages. Furthermore, the use of the NEGF
framework leads to highly complex software and it is important to check the
implementation for bugs that might lead to erroneous results.

In Figure 6 we show the transmission spectrum at bias voltages of 0 Volt
(a) and 1 Volt (b) for a 7-atom carbon chain coupled to two Aluminium
electrodes of finite cross section oriented along the (100) direction. A further
description of this system can be found in [26]. Here we just note that there
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Fig. 6. (a) Zero bias transmission coefficient, T (E, 0V ), for a 7-atom carbon chain
coupled to one dimensional Aluminium electrodes oriented in the (100) direction.
(b) Transmission coefficient at 1 V, T (E, 1V ). Solid lines show results obtained
with TranSIESTA, it dotted lines results obtained with McDCAL, and dashed lines
are obtained with Atomistix Virtual NanoLab. The vertical dashed lines indicated
the window between µL and µR. The position of the eigenstates of the carbon wire
subsystem are also indicated at the top axis

is excellent agreement between the three different implementations of the
NEGF methods. In the following sections we will describe some insight on
the electron transport in nanoscale systems gained by using these software
packages.

5 Resistance of Molecular Wires

A particular difficulty of understanding intrinsic properties of molecular con-
duction arises since charge transport properties of molecular devices are typ-
ically dominated by the properties of the molecule-electrode contacts rather
than by the molecule itself [41,42]. The contact geometry, quality, and chem-
istry therefore become very important. These details of contacts are often in-
fluenced by many uncontrollable experimental factors and stochastic events,
hence producing data that cannot be easily reproduced. These problems also
present difficulties to theoretical analyses which typically assume idealized
contacts.

Recently, several experimental groups [43–49] have focused on studies of
several molecular wires which have very large resistance, typically in the
range of many MΩ at zero bias voltage. Such a large resistance dominates
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transport features in two probe measurements of the metal-molecule-metal
device configuration, thereby producing quantitatively consistent experimen-
tal data by different laboratories. These kinds of measurements are very
important as they reveal the intrinsic properties of molecular scale con-
duction, rather than measuring details of particular metal-molecular con-
tacts, for which good control has not yet been convincingly reported. In
the following we present a calculation, using the NEGF-DFT technique dis-
cussed above, on the transport features of alkane-thiol, alkane-di-thiol, and
oligophenylene molecular wires, and we make quantitive comparisons to mea-
sured data [43–49]. Very good agreement is obtained [50,51].

We first consider transport properties of alkane-thiol molecular wires [50].
Alkane-thiol film formed on Au surfaces is a prototypical self-assembled
monolayer (SAM) that has received considerable attention [52]. We focus on
the following experimental findings of the metal-alkane-thiol-metal system
collected by conducting atomic force microscope (AFM) measurements [42]:
(i) for bias voltages between ±0.3V, the I-V curves are almost linear; (ii) the
resistance of the alkane-thiol chains involving 4 to 8 carbons (C4–C8) is in
the range of 0.2 MΩ to 200 MΩ at a load of 1 nN in the conducting AFM
study; (iii) the resistance roughly scales as R = Roexp(βn), where β ≈ 1.0
per carbon at low loads (less than 10 nN) and n is the number of carbon
atoms.

Since there has been no knowledge on contact geometry of the experimen-
tal devices [42], one assumes a plausible atomic configuration shown in Fig. 7
where an alkane-thiol chain [53] is contacted by two atomic scale metallic elec-
trodes extending to reservoirs [54] at z = ±∞. The molecule-lead distance is
fixed to be a constant for all the systems: the distance of the S-Au (from the
sulfur atom to the surface of Au lead) and the H-Au is 4.0 a.u. Since the pre-
cise distance during charge transport is unknown, we choose these distances
to be close to the equilibrium bond length suggested in literature [55].

Figure 8(a) plots the calculated I-V curves for the Au-alkane-thiol-Au
wires [device in Fig. 7(a)]. They are almost linear over the range of the
bias voltage applied. As the number of carbon atoms increases, the current
decreases. The linear I-V curves give a resistance which is plotted in Fig. 8(b)
in a semi-log form (resistances calculated at 0.1 V bias voltage), shown by the
filled circles. The roughly linear increase of R in the semi-log plot suggests a
rapid increase in Rn as the number of carbon atoms, n, increases. The data
can indeed be fit to Rn ≈ Roexp(βn), where Ro = 24 kΩ and β ≈ 0.95
per carbon. The corresponding experimental data was reported [42] to be
β ≈ 1.0 at low AFM loads (< 10 nN). The theoretical β value is, therefore, in
reasonable quantitative consistency with the experimental data. To check the
stability of the calculated β against different contact distances, we calculated
resistance by increasing/decreasing the contact distance by 0.5 a.u. Although
the value of Ro can vary by as much as 17%, β is only varied by less than 1%.
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This indicates that β is reasonably stable against such a change of contact
structure.

The empty circles in Fig. 8(b) show the results for Al-alkane-thiol-Al
junctions. One finds β ≈ 1.0 and Ro = 65 kΩ. The Al junction has larger
Ro than that of Au junction while the value of β is similar. This trend is
consistent with experimental measurements [47] which show that a larger
value of Ro is expected for leads with smaller work function. For an Al-
alkane-thiol-Al device with a wider Al lead tempering into the molecule [see
Fig. 7(b)], one finds Ro ≈ 105 kΩ and β ≈ 0.95 per carbon, as shown by
the empty triangles in Fig. 8(b). These results show that the coefficient Ro

has a more sensitive dependence on device details, but the rate of resistance
increase, β, is rather insensitive.

Fig. 7. (a) Schematic illustration of the Au-molecule-Au junction. The simulation
box (device) is indicated by the scattering region, which includes a portion of the
infinitely long electrodes and the alkane-thiol molecule. The distance of S-Au (sur-
face) and H-Au is 4.0 a.u. Five alkane-thiol molecules are studied: CH3(CH2)rmnS ,
n = 3 to 7. (b) Schematic illustration of an Al-alkanethiol-Al wire. The contact
layer of Al atoms to the molecule is “tempered”



138 K. Stokbro et al.

Fig. 8. (a) I-V characteristics of Au-alkanethiol-Au junctions as a function of
the number of carbons in the alkane-thiol chains. (b) Semi-log plot of resistance
versus number of carbon in the alkane chains. Filled circles: Au-alkanethiol-Au
(fitted by solid line, Ro = 24 kΩ, β = 0.95); empty circles: for Al-alkanethiol-Al
device where an Al unit cell has 18 Al atoms oriented in the (100) direction (dotted
line, Ro = 65 kΩ, β = 1.0); empty triangles: still for Al-alkanethiol-Al device
but with a larger lead tempered at the Al-molecule contact [see Fig. (1b)] (dashed
line, Ro = 105 kΩ, β = 0.95); filled square: Au-alkanedithiol-Au (long dashed line,
Ro = 1.5 kΩ, β = 0.95); filled triangles: Au-alkanethiol(CF3)-Au (dot-dashed line,
Ro = 250 kΩ, β = 0.95)

One can also investigate the effect of altering the contact group of the
molecule to the leads. For an Au-alkanedithiol-Au device, both Au leads are
contacted by an S atom, but one finds that the transport behavior is es-
sentially the same as that of the alkane-thiol where only one Au surface is
contacted by S. In particular, a linear I-V curve and an exponential length
dependence of resistance are both found, and the values are Ro ≈ 1.5 kΩ,
β ≈ 0.95, as shown in Fig. 8(b) as filled squares. The current through alka-
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nedithiols is found to be larger than that of the alkane-thiol system, similar
to that of experimental measurements [49, 56]. The smaller value of Ro for
alkanedithiol wires indicates that the extra S atom provides a better coupling
between the molecule to the lead. The value of β ≈ 0.95 is near that of the
recent experimental measurements [56,160], which give β ≈ 1.1, but is rather
different from that reported in [57], which gave β ≈ 0.57. The latter value
of β is believed to be influenced by gold particle contact in the device setup
in [57], which may behave as a quantum dot. Finally, a more drastic change
of contact group can be achieved by replacing the end-group of alkane-thiols,
CH3, with CF3-terminated [58]. Again, such a change does not alter the qual-
itative conduction behavior of the molecular wire, and one finds Ro ≈ 250
kΩ and β ≈ 0.95, shown by the filled triangles in Fig. 8(b). The larger value
of Ro for CF3-terminated molecule can be attributed to the longer contact
distance between the F atom and the Au lead surface.

The quantitative consistency of the calculated and measured β values is
encouraging; β is independent of the number of molecules in the contact re-
gion, and the single molecule model should indeed capture this quantity. On
the other hand, it is interesting to observe that the calculated value of Rn is
on the same order of magnitude as the experimental data. This is somewhat
surprising, since Rn depends on the number of contacted molecules, which
cannot be known exactly in an experimental setup. In [42], a contact area
∼15 nm2 was estimated for an AFM tip of radius ∼ 50 nm at an applied
load of 1 nN, leading to an estimate of 75 molecules contacted at the junc-
tion. Similarly, 32 molecules have been estimated in [45], for a tip radius of
10 nm at a load of 4.5 nN (in liquid). Using these estimates, we would ex-
pect to see the experimental Rn to be tens of times smaller than the single
molecule model predicted. Nevertheless, since Rn is a non-universal number,
many factors may influence its value. The simplest possibility is that the
number of conducting molecules in the AFM setup is actually fewer than
estimated, i.e., not all molecules inside the AFM-substrate junction are con-
tacted equally well. The same issues have also been raised in the recent work
of Lee et al. [49] using the nanopore experimental setup. While the measured
β and tunneling barrier are close to what we calculated [50], the estimate
of the measured current density is smaller than the single molecule calcula-
tion. Again, the estimate of current density requires knowledge of how many
molecules participate in conduction, which, at present, remains unknown.

Next, we consider [51] a different set of molecules, the oligophenylene,
which transport properties have also been studied experimentally in sev-
eral laboratories [43,44], and consistent results obtained. The oligophenylene
molecular wires we calculate are shown in Fig. 9, where a planar and a ro-
tated ring structure are investigated. The molecule-electrode contact distance
is fixed to be a constant for all three molecules (both conformations): the dis-
tance of the S-Au (from the sulfur atom to the surface of electrode) is 4.0
a.u. and H-Au is 2.2 a.u. [59].
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Fig. 9. (a) Schematic illustration of the oligophenylene device. The simulation
box (device) is indicated by the scattering region, which includes a portion of the
infinitely long electrodes and the oligophenylene thiolate molecule. The distance of
S-Au (surface) is 4.0 a.u. and H-Au is 2.2 a.u. (b) Three molecules are studied:
oligophenylene derivatives I-III. Their molecular structures (planar) are shown.
(c) Molecular structures in non-planar conformation. The SCH2-group is vertically
(oriented by S-C bond) connected with a phenyl ring while the angle between two
rings is 45 degrees

Figure 10(a) plots the calculated I-V curves for molecules I-III (planar
structure, see Fig. 9). They are almost linear over the entire range of the bias
voltage applied. The linear I-V curves give a voltage independent resistance
which is plotted in Fig. 10(b) in a semi-log form (again, resistances are calcu-
lated at 0.1 V bias voltage). The data is, again, well fitted to Rn ∼ Roexp(βn)
where n is the number of phenyl rings. We find the constants Ro = 140 kΩ
and β ≈ 1.76, which translate to a length scale of 0.4Å. Figure 10(b) also
shows resistances of non-planar molecules (filled triangle). For these non-
planar molecular wires, we found Ro = 30 kΩ and β ≈ 2.19 which translates
to a length scale of 0.51Å (the non-planar structures are slightly shorter
than planar ones). Note that experimental data [43] were reported to be in
the range β ∼ 0.35 Å to 0.5 Å for three different AFM tips in the measure-
ments. Our theoretical values are, therefore, quantitatively consistent with
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Fig. 10. (a) I-V characteristics for planar oligophenylene molecules of I-III of Fig. 9.
(b) A semi-log plot of resistance versus number of phenyl groups in molecules of
I-III. Filled circles: planar wires with Au electrodes; filled triangle: non-planar wires
with Au electrodes; empty circles: planar wires with Al electrodes. The solid (dotted)
line is a linear fit to the exponential equation where Ro = 140 k Ω (Ro = 30 k Ω).
Resistances (dI/dV ) are calculated at bias of 0.1 V

them. Just as the data for alkane-thiol wires, the values of calculated Ro

are within a factor of few to the experimental value. The difference is likely
due to the fact that experimental devices involve more than one molecule.
For planar molecules contacted by Al electrodes (empty circles in Fig. 10b),
the value of β is slightly smaller and Ro is somewhat larger than those of the
Au-oligophenylene-Au devices (for comparison, the Al-oligophenylene contact
distance is fixed as that of the Au device).

The calculated results presented here [50,51] for both Au-alkanethiol-Au
and Au-oligophenylene-Au molecular wires are in good agreement with the
experimental data, since the rate of resistance increase, β, is quantitatively
comparable. For different contact structures, including different molecule end-
groups, different leads, and different lead geometries, β does not change sig-
nificantly. The resistance Ro, on the other hand, does change with these
device details. The calculation allows us to conclude that transport in these
molecular wires is largely determined by the molecule itself, and these sys-
tems therefore provide excellent testing grounds for ideas of molecular scale
conduction, because they are less influenced by uncontrollable environmental
factors.

6 Non-Equilibrium Forces

In the case of non-equilibrium the electronic density differ from the density
found for thermal equilibrium, as discussed earlier. Thus the forces on the



142 K. Stokbro et al.

atoms will change. For an relaxed atomic configuration initially in thermal
equilibrium, the applied voltage bias and a resulting non-equilibrium steady-
state situation will introduce “current-induced” forces on the atoms [37].
Understanding these effects from an atomistic view point is relevant in tech-
nological problems like the failure of interconnects in integrated circuits due
to directionally biased diffusion of atoms caused by the presence of an elec-
tric current (electromigration) [60]. Traditionally the microscopic origin of
the current induced force on an atom has been related to electrostatic forces
and the momentum transfer by the electron flow, the so called electron wind
force [60], but this division seems not to be necessary [37]. While there is a
consensus on the definitions of these forces, the fundamental properties, such
as the current-induced forces, are still under discussion [61].

In this section we discuss how the effect of current-induced bond weaken-
ing/strengthening can be understood in terms of the change in bond charge
in the system using an atomic gold wire as an example [62]. The key to un-
derstanding the current-induced forces is the division of the bond charge into
electrode-related left and right parts.

We consider a simple symmetric geometry consisting of three atoms con-
necting electrodes in both the (100) and (111) directions, see Fig. 11. The
electrode-electrode distance is in both cases chosen to be 9.6 Å and the wire
atoms are initially relaxed at zero bias. We choose this particular geometry
since here the middle atom (2) can roughly be considered to have only two
bonds namely to the left atom (1) and the right atom (3). When the voltage
is applied we observe a substantial redistribution of the electronic charge.
At 0 V the wires have a net negative charge of about 0.2 excess electrons.
About half of this resides on atom 2. At 2V the excess electrons on atom 2 are
almost halved. This charge redistribution results in an asymmetric voltage
drop where the main drop is between the negative electrode and atom 2 (see
Fig. 11).

In Fig. 12a we show the calculated bond forces for the (100)/(111) wires
with atomic positions fixed at the relaxed values [63] obtained for zero bias.
We find that the forces on the symmetric atoms 1 and 3 roughly follow each
other, also beyond the linear bias regime [37]. We note that the order of
magnitude and direction of the bond forces at 2 V are similar for (100)/(111)
while the detailed behavior differs: the bond forces for the (100) wire stay
linear up to 1 V and level off around 2 V while we observe an onset of the
bond forces for (111) at 1 V.

Along with the bond force we also show the overlap population (OP) in
Fig. 12a. The OP is a measure of the electronic charge residing in the bond.
We note that except for the (111)-wire at low bias, the force and OP curves
are almost mirrored. The result that an increase (decrease) in bond charge
makes the bond force compressive (repulsive) is what we expect intuitively.
In Fig. 12b we show the bond lengths after subsequent relaxation of the wire
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Fig. 11. (a) Direction of forces and voltage drop for the gold wire connecting (100)
electrodes at 1 V bias. (b) Iso-density surfaces for the change in density from 0 V
to 1 V. Dark is deficit and white is extra electron density. The solid (dotted) surface

correspond to ±5 · 10−4e/ Å
3

(±2 · 10−4e/Å
3
)

atoms for finite bias. The main relaxations take place in the wire bonds with
smaller displacements in the wire-electrode bonds.

We aim at an qualitative picture of the current-induced forces. To this
end we focus on the OP. We can express [64] the force acting on atom i due
to the valence electrons using the force operator, Fi, and the density matrix,

F i = Tr[F̂i D̂] where, F̂i = − ∂Ĥ
∂Ri

. (40)

Consider the bonding between two atoms represented by orbitals |φ1〉 and
|φ2〉 and separated by bond length b. From (40) we get the bond force,

Fbond = −2
(
〈φ2|H ′|φ1〉
〈φ2|φ1〉

)
O12 , H

′ =
∂H

∂b
, (41)

where we assume that only the hopping element, 〈φ2|H|φ1〉, changes with b.
The bond force is proportional to the OP for the 12 bond,
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O12 = 2S12D12 . (42)

The OP is typically taken as a simple measure of the strength of a chemical
bond as suggested by Mulliken for molecules [65]. In equilibrium we have,

O12 = 2S12

∫ ∞

−∞
dε ρ12(ε)nF (ε− EF ) , (43)

where nF and EF is the Fermi function and energy. The contribution from
states at different energy(ε) in the extended system to the bonding between
the two orbitals is described qualitatively by the OP weighted DOS (OPW-
DOS) or COOP curve, 2S12 ρ12(ε), as discussed by Hoffmann [66].

Now we consider the nonequilibrium situation where an electrical current
is running though a contact connecting two reservoirs, left and right (L,R),
with different chemical potentials (µL, µR). The contact contains the 12 bond.
In this case the bond force will change since the density and Hamiltonian ma-
trices deviate from equilibrium values. The appropriate density matrix for the
nonequilibrium situation is constructed from scattering states, and the total
spectral density matrix (ρ) is split into partial contributions corresponding
to their left (ρ̂L) or right (ρ̂R) origin as described in (22), and the density
matrix for non-equilibrium is found by filling the left and right originating
states according to the respective chemical potentials, see (23).

Similarly, we will split the overlap population (43), into its partial left
and right components,

O12 = OL
12 +OR

12 , (44)

where
OL

12 = 2S12

∫ ∞

−∞
dε ρL

12(ε)nF (ε− µL) , (45)

and likewise for R. When more orbitals are involved on atom 1 and 2 the
overlap populations can be broken down in orbital components. In this case
each orbital overlap will contribute with different weight to the bond force
according to their different force matrix elements H ′. This complication, to-
gether with the neglect of change in H ′ with applied voltage, makes the bond
force and OP only roughly proportional, as we observe for the gold wires
in Fig. 12. However, as a first approximation, we can explain the observed
change in bond forces from the change in OP, which in turn means the change
in left (∆OL) and right (∆OR) contributions.

In Fig. 13 we consider the change from 0 V to 1 V in left and right OP
of the 12 and 23 bonds for the (100) case (we see a quite similar pattern for
(111)). For both bonds ∆OL is negative (decreasing bonding) while ∆OR is
positive (increasing bonding). We have resolved these further into the orbitals
on atom 2 and display the main contributions in Fig. 13.

For the almost filled dyz, dzx states ∆OR > 0 while ∆OL < 0. The reason
for this behavior is illustrated in Fig. 14. The increase in µL populate the
dyz, dzx states which have anti-bonding around the Fermi level thus decreasing
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a change in bias from 0 V to 1 V for the (100) wire. These are broken into main
orbital contributions with respect to the middle atom (2). We show the sum of the
contributions for the degenerate dyz and dzx

the OP and therefore the bonding. On the other hand the decrease in µR has
the opposite effect and increase the OP and the bonding. If we instead of
almost filled states consider the almost empty pz states we have bonding
character around EF and expect ∆OL > 0 while ∆OR < 0. This is exactly
the behavior we observe in Fig. 13. Based on our simple picture in Fig. 14 we
see that the almost completely filled states(d) and slightly more than half-
filled states(s) together yield a decrease in OL and increase in OR. Since bond
12 couple more to the left electrode the total change in OL will be bigger
than the change in OR. This explains the bond weakening of bond 12. The
opposite is the case for bond 23. Also the voltage drop taking place in bond
12 will weaken this bond with respect to bond 23.

Thus in this simple example it seems clear that we can understand how
the current-induced forces are due to a shift in the population of bonding
and anti-bonding levels, and can be explained by examining the change in
electrode decomposed bond charges(overlap population) with applied voltage.
For systems with half-filled resonances dominating the bonding the situation
may be less clear cut since both OL < 0 and OR < 0.
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Fig. 14. Generic picture of the COOP (x-axis) curve for more than half-filling
when the Fermi level is located in the anti-bonding region. The change in left and
right bond populations is shown when the chemical potentials of the electrodes,
µL, µR, deviate from the equilibrium, µL = µR = EF

7 Conclusion

We have described the Non Equilibrium Green’s Function (NEGF) formalism
for modeling atomic-scale devices. With this technique it is possible to model
the current-voltage characteristics of a molecular electronics device without
any adjustable parameters, i.e. via ab’initio techniques. We have used the
method to calculate the resistance of molecules coupled with metallic elec-
trodes, and obtained excellent agreement with experimental results.

We have discussed technical developments, such as complex contour inte-
gration, which greatly improves the computationally efficiency of the NEGF
method. With these new improvements the computational efficiency of the
NEGF method is approaching conventional quantum chemical methods, thus
making virtual experiments on realistic molecular devices tenable.

Many new phenomena may be observed when a molecule is under non-
equilibrium conditions. Of particular interest is the additional force on the
atoms due to the electrical current through the structure. We have discussed
the origin of these forces, and presented an intuitive chemical picture, which
connects the non-equilibrium electron distribution with the atomic forces.
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the distances at 2.1 Å for Au-S and H-Au, close to these suggested equilibrium
values. Furthermore, one knows that a pressure under 10 nN only has a tiny
effect to conductance and the experimental data we compare were collected at
around 1 nN, hence our choice of these junction distances should be reasonable.

56. V.B. Engelkes, private communication.
57. X. Cui, A. Primak, X. Zarate, J. Tomfohr, O. Sankey, A. Moore, T. Moore,

D. Gust, L. Nagahara, S. Lindsay: Changes in the electronic properties of a
molecule when it is wired into a circuit, J. Phys. Chem. B 106, 8609 (2002)



Ab-initio Non-Equilibrium Green’s Function Formalism 151

58. The F-Au distance is fixed to be 2.6 Å, close to the suggested value of 2.7 Å.
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Abstract. We present a detailed description of the implementation of the non-
equilibrium Green’s function technique on the density-functional-based tight-
binding simulation tool (gDFTB). This approach can be used to compute electronic
transport in organic and inorganic molecular-scale devices. The tight-binding for-
mulation gives an efficient computational tool able to handle a large number of
atoms. The non-equilibrium Green’s functions are used to compute the electronic
density self-consistently with the open-boundary conditions naturally encountered
in transport problems and the boundary conditions imposed by the potentials at the
contacts. The Hartree potential of the density-functional Hamiltonian is obtained
by solving the three-dimensional Poisson’s equation involving the non-equilibrium
charge density. This method can treat, within a unified framework, coherent and
incoherent transport mechanisms.

1 Introduction

Technological advances in fabrication, characterization and control at the
nanoscale level have enabled the manufacturing of a variety of new organic
and organic-inorganic structures with a good degree of reproducibility. This
has allowed a level of miniaturization to the extreme scale where the active
component of the electronic device can involve just a single molecule. This
new field of research, which appropriately deserves the name of molecular
electronics, is attracting more and more the attention of theoreticians and
computational physicists both for its potential applications and for the inter-
esting fundamental physics involved. Electronic conduction through a vari-
ety of different molecules has been studied experimentally by many research
groups [1–5] and the recent breakthroughs [6] have given a demonstration of
the potentialities of nonoscale electronics.

However, the exact nature of the transport mechanisms in many such sys-
tems remains still open to scientific debate [7]. The role of phonon scattering,
coherent tunneling versus multiple incoherent hopping transport and redox-
like processes are issues for investigation [8]. Certainly molecular devices



154 A. Di Carlo et al.

require new simulation approaches, since the inherent quantum-mechanical
physics involved must be treated properly [9].

We have developed a new approach (gDFTB) for transport computa-
tions based on the well known density functional tight-binding (DFTB)
method [10]. This approach has been extended to the non-equilibrium Green’s
function approach (NEGF) [11,12] for the computation of the charge density
and electronic transport.

The gDFTB method allows a nearly first-principle treatment of systems
comprising a large number of atoms. The Green’s function technique enables
the computation of the tunneling current flowing between two contacts in a
manner consistent with the open boundary conditions that naturally arise
in transport problems. On the other hand, the NEGF formalism allows to
compute the charge density consistently with the non-equilibrium conditions
in which a molecular device is driven when biased by an external field.

The key ingredient of the self-consistent loop is the solution of the Hartree
potential needed in the density functional Hamiltonian. The Hartree potential
is calculated by solving the three-dimensional Poisson’s equation (with ap-
propriate boundary conditions), for the corresponding non-equilibrium charge
density computed via the NEGF formalism.

We give a full description of our methodology and show applications
to molecular devices with fully self-consistent computation of the non-
equilibrium wind-forces acting on the atoms, which enable us to explore the
potentiality of molecular systems as electronic switches and bistable recti-
fiers. Our methodology also enables time-resolved current calculations along
the steps of classical Molecular Dynamics simulations. The gDFTB tool can
be accessed via the ICODE interface at the link: http://icode.eln.uniroma2.it.

The present paper has been structured as follows. Sections 2 and 3 are
devoted to the introduction on DFTB method and to the transport problem
we intend to tackle. In Sect. 4 we show how it is possible to map, within the
standard Green’s function formalism, the infinite contact-leads into complex
self-energy terms, hence reducing the problem of open boundary conditions
to the manipulation of finite matrices. The Green’s functions formalism is
used to compute the density matrix in non-equilibrium condition, starting
from the scattering states of the system. Section 5 illustrates the equivalence
between the results of Sect. 4 and the non-equilibrium Green’s function for-
malism. Section 6 is dedicated to the computation of the terminal currents.
One of the great advantages of the Green’s function technique is that it
can treat, within a unified mathematical framework, coherent and incoherent
scattering. We give a general description of the correct current computation
under non-equilibrium conditions in the cases of coherent and incoherent
transport. We show that in absence of incoherent events the usual Landauer
formula can be recovered. Section 7 summarizes the fundamental steps for
the self-consistent charge computation in non-equilibrium systems. In Sect. 8
we give details on how to compute the non-equilibrium density matrix by an
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appropriate contour integration, while the implementation of the Poisson’s
solver is reported in Sect. 9. Section 10 illustrates the computation of the
atomic forces which are computed from the non-equilibrium density matrix.
Application examples of the gDFTB code are given in Sect. 11. Section 12
illustrates how the Keldysh formalism can be extended to include incoher-
ent electron-phonon scattering in molecular junctions. We conclude in the
last section with a discussion on the applicability of DFT approaches to the
transport problem.

2 The Self-Consistent Density-Functional Tight-Binding

Density-functional based methods permit an accurate and theoretically well
founded description of the ground state properties for a large variety of ma-
terials.

The standard density-functional based tight-binding formalism has been
explained in detail elsewhere, for a review see e.g. [10]. The particular choice
in traditional DFTB is to use a minimal basis set of atomic orbitals in order to
reduce the matrix dimensions for diagonalization speed-up. Furthermore, the
integrals entering the matrices are calculated within the two-center approxi-
mation [13–15]. Therefore, the non-self-consistent part of the pair integrals is
calculated at a step previous to the actual simulation and tabulated as a func-
tion of the inter atomic distance for each different pair of atomic species. This
approach has proved to give transferable and accurate interaction potentials
and the numerical efficiency of the method allows molecular dynamic simula-
tions of large super-cells, containing several hundreds of atoms. The method
has been extended to a self-consistent charge (SCC) DFTB method [16]. This
methodology is particularly suitable to study the electronic properties and
dynamics of large mesoscopic systems, particularly organic molecules such as
CNTs, DNA strands or adsorbates on surfaces, semiconducting heterostruc-
ture etc. see [10,17].

We briefly describe here the self-consistent DFTB method. The method
is a development of the idea firstly introduced by Foulkes [18], where the
electronic density is expanded as a sum of a reference density, n0(r), (that can
be chosen as the superposition of neutral atomic densities) and a deviation,
δn(r), such that n(r) = n0(r)+δn(r). The total energy of the system can be
described, up to second order in the local density fluctuations, as:

Etot[n] =
∑

k

nk < Ψk|H0|Ψk > +Erep[n0] + E(2)[δn] , (1)

The first term in (1) can be written in terms of the TB Hamiltonian, which
is given by

H0
µν =

{
εfree−atom
µ , µ = ν

< φµ|T + veff [n0
i + n0

j ]|φν >, µ ∈ i, ν ∈ j
(2)
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where φµ and φν are the atomic orbitals localized around the atomic centers
i and j; T is the kinetic energy operator, and veff is the effective one-particle
potential, which depends on the density of the two atomic centers i and j.

The term Erep[n0] in (1) is the repulsive energy between the ions, screened
by the electronic distribution and the exchange energy. This term is short-
ranged because of the neutrality of the density n0(r) and can be expressed
as a summation over atomic pair contributions as follows: [14]

Erep[n0] =
1
2

∑
αβ

Uαβ(n0
α, n

0
β) . (3)

The third term in (1) is the second order correction. This can be written
as a sum of the second order correction to the Hartree potential and the
exchange-correlation potential:

E2[δn] =
1
2

∫ ∫ [
1

|r − r′| +
δ2Exc

δn(r)δn(r′)

]
δn(r)δn(r′)drdr′ (4)

This quantity is greatly simplified by retaining only the monopole term in the
radial expansion of the atom-centered density fluctuations, which is written
as [14].

δni(r) ≈ ∆qi
F i

00(|r −Ri|)
4π

. (5)

The normalized spherical charge density at each atomic center is assumed to
have a simple exponential decay, of the form

ni(r) =
τ3
i

8π
exp(−τi |r −Ri|) . (6)

It follows that the second order correction can be written as

E2 =
1
2

∑
i,j

∆qi∆qjγij , (7)

where
γij =

∫ ∫
Γ
[
r, r′, n0

]
ni(r′)nj(r)dr′dr (8)

is introduced as a shorthand and ∆qi are the atomic charges.
Within the LDA approximation the exchange contribution vanishes for

large atomic distances, hence in (8) the second order correction to Exc can
be neglected with respect to the Coulomb interaction. The term Γ [r, r′, n0]
becomes the usual Green’s function of the Coulomb potential, 1

|r−r′| , with
vanishing boundary conditions at infinity. The on-site terms γii can related
to the Hubbard parameter Ui ≡ γii = Ii − Ai, where Ii and Ai are the
atomic ionization potential and the electron affinity, respectively. Therefore,
the expression for γij only depends on the distance between the atoms i and
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j and on the parameters Ui and Uj . The onsite Hubbard parameters can be
calculated for any atom type within LDA-DFT as the second derivative of
the total energy of the atom with respect to the occupation number of the
highest occupied atomic orbital. These values are therefore neither adjustable
nor empirical parameter [16].

The atomic charges can be easily calculated, using the Mulliken charge
analysis. This consists on a simple projection of the eigenstates over the local
orbitals,

∆qi =
∑

k

nk

∑
µ∈i

∑
ν

[
c∗kµckνSµν

]
− q0i . (9)

Applying the variational principle to the energy functional of (1) together
with (7) and using (9), it is possible to obtain a modified Hamiltonian for
the Kohn-Sham equations:

Hµν = H0
µν +

1
2
Sµν

∑
k

(γik + γjk)∆qk , ∀µ ∈ i, ν ∈ j . (10)

Since the atomic charges depend on the one-particle wave functions Ψk, a
self-consistent procedure is required. The improvement of the self-consistent
over the non self-consistent procedure is considerable in determining struc-
tural and energetic properties of molecular systems [16].

3 Setup of the Transport Problem

The type of systems under study can be represented as in the graph of Fig. 1.
The system is subdivided into three parts: two contacts, C1 and C2, and a
device region, D. The contacts are semi-infinite leads and it is assumed that
their properties coincide with those of bulk systems. The device is a conductor
linking the two contacts, comprising the molecular bridge, M, and a portion
of the surfaces of the conducting leads, S1 and S2. This inclusion is necessary
in order to ensure that the regions C1 and C2 can really be considered bulk-
like. This assumption can be directly verified by checking that the charge
density smoothly joins at the boundaries C1/S1 and C2/S2. The number of
contacting leads can be greater than two, but, for illustrative purposes, we
will refer to two contacts only.

The two contacts are kept at different electrochemical potential, and a
current is driven across the molecular bridge. The system can include external
modulating fields, provided by gate plates. The problem of interest is to
compute the current which flows in the device.

In solving for the transport problem it is not possible to make the assump-
tion of local thermodynamical equilibrium, i.e., a global Fermi energy is not
defined. The only assumption that can be made is that the connecting leads
are kept at different potentials, and are considered large reservoirs where the
electrons are effectively in equilibrium. In order to be consistent with this
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C1

Molecular
ConductorSemi-infinite

Contact 1

C2

Semi-infinite
Contact 2

Surface regions

Gate plate

MS1 S2

Device Region D

Fig. 1. Diagram showing the system comprising the contact regions, C1 and C2,
the molecular region M, and the surface regions S1 and S2 included in the device
region, A

scenario, the conducting bridge must offer the largest source of resistance to
the flowing current. Only under this condition is it consistent to assume that
the potential drops essentially across the device region, whilst the contact-
ing leads are in equilibrium at two different constant potentials, as shown in
Fig. 2. In this respect, the mesoscopic system plays the role of a large resis-
tance in analogy to conventional electronics. However, it is useful to stress
that there are fundamental differences between standard electronic devices
and mesoscopic conductors. In macroscopic devices it is often possible, for
example, to describe the electron dynamics as an equilibration process with a
thermalised bath via inelastic scattering events, typically with phonons. En-
ergy relaxations allow the system to reach equilibrium and to define, at the
end, properties such as intrinsic mobility and conductivity which characterize
a macroscopic material. For mesoscopic devices, the conduction is quantized
and depends on the number of conducting channels. It is not possible to de-
fine an intrinsic conductivity of a molecule or any nanoscale system. Most
of the properties of the device depend on the characteristics of the contact.
When tunneling is coherent, the current depends critically on the coupling

C1 C2S1 S2Mµ

µ

1

2

Fig. 2. Diagram showing the non equilibrium condition. The thick line is a repre-
sentation of the average potential which is constant inside the contacts and drops in
the molecular region. The potential smoothly joins to the bulk values in the surface
regions, S1 and S2
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between contact and molecule and on the position of the energy levels of the
molecule relative to the Fermi level of the contacts.

Even when inelastic scattering occurs, these events are too few to al-
low perfect equilibration, and most of the energy relaxation occurs at the
final contact. The device region is therefore out of equilibrium and a proper
treatment must be employed. This is provided by the NEGF method firstly
introduced by Keldysh [11] and later adapted to quantum transport problems
by several authors [12,19,20].

4 The Green’s Function Technique

In order to compute the current, open boundary conditions for the Kohn-
Sham equations must be employed. Open boundary conditions are necessary
in order to allow the eigenstates can carry a current. This can be described in
the context of scattering theory. Following for instance the derivation given
in [21] and in Chap. 4, it is possible to construct the scattering states by
making use of the Lippmann-Schwinger equation

|ψ1 >= |φ1 > +GrV |φ1 > , (11)

where Gr is the retarded Green’s function of the system which links the exact
scattering states |ψ1 > to the unperturbed states |φ1 >. The states |ψ1 > are
states originating deep in lead 1 and propagating from lead 1 lead 2. Similarly
it is possible to define a state propagating from lead 2 to lead 1. The potential
V is the Hamiltonian coupling the Device region to the contacts, which can
be treated as a perturbation.

The Green’s function of the system is constructed exploiting the Dyson’s
equation and by constructing appropriate contact self-energies [12]. The self-
energy can be calculated easily by exploiting the fact that the Hamiltonian
describing the interaction between the device region and the contacts involves
a finite number of atoms close to the junctions. Therefore, the required con-
tact Green’s function can be solved just for the matrix block corresponding
to atoms close to the device region. This so-called surface Green’s function
can be calculated using, for example, the Decimation technique [?], which is Au: Please provide

referencea powerful recursive algorithm suitable to TB matrix representations.
The total density of states out of equilibrium can be expressed in terms of

partial density of states propagating from lead 1 to 2 and vice versa. The key
assumption is that the states |ψ1 > originate deep in contact 1 where there
is an equilibrium condition with chemical potential µ1. Similarly the states
|ψ2 > originate deep in contact 2 where there is an equilibrium condition with
chemical potential µ2. Hence, the total density of these propagating states
is [23]

ρ =
∫ +∞

−∞
dE [d1(E)f(E − µ1) + d2(E)f(E − µ2)] . (12)
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This expression for the density matrix, analogous to (20) of Chap. 4, can
be used to calculate the electronic density needed for the density-functional
Hamiltonian. It is important to note that this density matrix does not account
for states localized within the molecular region because these states cannot
be reached starting from scattering states originating in the leads. We will
return to this crucial point in Sect. 8, when discussing the actual computation
method of expression (12).

5 The Relationship with the Keldysh Green’s Functions

The expression (12) for the density matrix, derived from the scattering states,
is equivalent to a direct derivation from the NEGF formalism. The link with
the Keldysh Green’s function can be obtained combining (11) with (12) and
finding an expression for d1 and d2 in terms of the retarded and the advanced
Green’s functions and the contact self-energies [21]. These expressions are

dα =
1
2π
GrΓαG

a , (13)

where Γα is defined as:
Γα = i [Σr

α −Σa
α] . (14)

The Keldysh Green’s functions, G<(E) and G>(E), are defined in terms of
the retarded, the advanced Green’s functions and the non-equilibrium self
energies Σ< and Σ>,

G<,> = GrΣ<,>Ga , (15)

In the general case, the self-energies Σ< and Σ> also include, beside the
contact self-energy, terms corresponding to scattering sources. These can be
provided by electron-phonon, electron-electron or electron-defect potentials
interactions.

The total self-energies is a summation of the self-energies due to the leads
and that due to the phase-breaking interactions [24]:

Σ<,> = Σ<,>
φ +

∑
α

Σ<,>
α , (16)

The contact self energy terms can be easily identified from (12), (14) and
(15) with (Note the identity f (−E) = 1 − f(E))

Σ<,>
α (E) = f(+,−(E − µα))Γα . (17)

The self-energy due to the interactions can be expressed, in many-body
perturbation theory, in terms of the Green’s function itself, via the Dyson’s
[25]. This self-energy contains an imaginary part which plays the role of re-
shuffling electrons between different energy channels. The interactions can be
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viewed as an exchange of particle with a virtual contact which absorbs elec-
trons at a given energy (negative Iφ(E)) and emits them at another energy
(positive Iφ(E)). The net virtual current should be zero, for current conser-
vation. Combining (12) and (17), it is possible to find the general expression
for the density matrix in terms of the NEGF:

ρ =
1

2πi

∫ +∞

−∞
dEG<(E) . (18)

The NEGF formalism is quite elegant and general and can treat, within a
unified formalism, the complexity of non-equilibrium quantum processes and
many-body theory. For example, it has been demonstrated that from NEGF it
is possible to derive different limiting transport regimes in superlattices, [26]
from miniband conduction to Wannier-Stark hopping and sequential tunnel-
ing. In practical computations, it is convenient to rewrite (12) as

ρ =
∫ +∞

−∞
dE [d1(E) + d2(E)] f(E − µ1) +

∫ +∞

−∞
dEd2(E) [f(E − µ2) − f(E − µ1)] . (19)

Using the definitions given in (13), and invoking time-reversal symmetry
(Ga = Gr∗), this expression can be written as:

ρ = − 1
π

Im

[∫ +∞

−∞
dEGr(E)f(E − µ1)

]
+∆2 . (20)

where ∆2 is a shorthand defining the second integration in (19). Written
in this form, it is easy to see that under equilibrium conditions (µ1 = µ2)
the density matrix reduces to the well-known result of (27) of Chap. 4. It is
worth noting that (20) accounts correctly for the states localized within the
molecular region (at least up to the energy µ1), whilst equation (19) does not.
In fact, unless a relaxation mechanism is present, it is not possible to reach
a localized state in the molecular region from a scattering state originating
in the leads. For a state which does not couple to the leads Γ1 = Γ2 = 0 and
there is no contribution to the density of states. This apparent contradiction
is due to the fact that in going from (19) to (20) we have neglected the small
imaginary part in the Green’s function. The equality is actually not exact
when Γ1 = Γ2 = 0. The use of (20) is correct and prevents underestimation
of the electronic density because of contributions from localized states, which
will be certainly populated because of energy relaxations always present in
real devices.

The poles of Gr are slightly displaced below the real axis. The function
is analytic on the upper half complex plane. The integration in (20) can be
conveniently done by deforming the integration from the real axis into the
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Elow µ1 µ2 Ehigh

Fig. 3. Diagram showing the integration path in the complex plane needed to eval-
uate the non-equilibrium Green’s function. The crosses below the real axis represent
the poles of Gr(z), and those on the imaginary axis the poles of the Fermi function

path C + � shown in Fig. 3. The deformation is possible according to the
residue theorem,

∮
dzGr(z)f(z − µ) = −2πikT

∑
ν

G(zν) , (21)

where zν = µ + iπkT (2ν + 1) are the poles of the Fermi function and the
summation in (21) includes the poles enclosed within the contour. or T > 0 the
integration path stays away from the real axis where Gr(z) behaves regularly,
with the exception of the points Elow and Ehigh, shown in Fig. 3. It is enough
to choose the position of Elow far below the lowest energy of the electronic
spectrum and Ehigh sufficiently greater than µ1, such that the Fermi function
vanishes.

The integration involved in ∆2 must be done on the real axis, since the
function d2 is analytic on the real axis only (it depends on Gr and Ga). This
integration may be delicate and requires a fine mesh.

It is important to observe that this integration involves d2(E), and there-
fore, as discussed above, does not account for localized states not coupled
to the leads. For any localized state lying within the energy range (µ1, µ2)
it is necessary to manually provide the occupancy. Even though in practical
computations this situation will seldom happen, the localized states can be
counted if we express (19) in the alternative form:

ρ = − 1
π

Im

[∫ +∞

−∞
dEGr(E)f(E − µ2)

]

−
∫ +∞

−∞
dEd1(E) [f(E − µ2) − f(E − µ1)] . (22)

The first integration in (22) will now account for the localized states
up to the energy µ2 and will occupy them with one electron (actually two,
if we account for the spin degeneracy). In some implementations [27] the
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two alternative expressions (19) and (22) are compared to obtain a better
accuracy for the density matrix. However we have seen that we can rely just
on the first of the two computations, saving the high computational cost of
the Green’s functions.

6 The Terminal Currents

The current flowing in the system can be computed by defining an appropriate
current operator [12,28,29]

Iop(r, r′) =
e

h

[
G<(r, r′)HD(r) −HD(r)G<(r, r′)

]
, (23)

whose diagonal elements give the divergence of the total current. An alter-
native derivation for deriving TB currents involves the definition of a bond-
current operator [21] which is very useful for the calculation of local current
fluxes [30]. The trace of the current operator gives the net outflow of current
per unit energy across an imaginary surface enclosing the molecular region,

Tr[Iop] =
∫

∇ · J(r, E)dr . (24)

Therefore, using (11), (14) and (15), the total outflow of current at any
specific energy can be written as

Tr[Iop] = − e
h
Tr
[
Σ<(E)G>(E) −Σ>(E)G<(E)

]
, (25)

which is obtained using the relationships Gr−Ga = G>−G< and Σr−Σa =
Σ> −Σ<. Inserting in (25) the expression for the total self-energy (16), it is
possible to identify the terminal current contributions to the total current:

iα(E) =
e

h
Tr
[
Σ<

α (E)G>(E) −Σ>
α (E)G<(E)

]
. (26)

and the current contribution at the virtual contact:

iφ(E) =
e

h
Tr
[
Σ<

φ (E)G>(E) −Σ>
φ (E)G<(E)

]
. (27)

Expression (26) represents the net inflow of current from the α contact into
the molecular region. The expression (27), instead, represents the inflow of
current from the virtual contact. As observed above, current conservation
must ensure that the net current exchange with the virtual contact is zero,
or ∫

iφ(E)dE = 0 . (28)

Combining (15), (26) and (27) it is possible to separate the coherent and
the incoherent contributions from the total current:
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iα(E)coh =
e

h

∑
β

Tr
[
Σ<

αG
rΓβG

a − ΓαG
rΣ<

β G
a
]
, (29)

iα(E)incoh =
e

h

∑
β

Tr
[
Σ<

αG
rΓφG

a − ΓαG
rΣ<

φ G
a
]
. (30)

The incoherent part involves scattering contributions which give a non-
vanishing Σ<

φ and Σ>
φ .

In the case of two terminals and in the absence of incoherent scattering,
the final expression for the current flowing from contact 1 to contact 2 can
be written, using explicitly the relation (17), as:

icoh =
e

h

∫ +∞

−∞
Tr [Γ2G

rΓ1G
a] [f2(E) − f1(E)] dE (31)

In this limit the usual expression of the Landauer theory is recovered. An
additional factor of 2 usually must be added because of spin degeneracy.

7 The Poisson Equation

As anticipated in Sect. 7, the Hartree potential needed for the SCC iteration
of the Kohn-Sham equations is computed by solving the Poisson’s equation
with the appropriate boundary conditions imposed by the contacts.

The Poisson’s equation for the mean field electrostatic potential should
be written as:

{
∇2 [Vel + Vions] = −4π

∑
i

[
n0

i (r) + δni(r) +∆qiδ(r −Ri)
]

+ boundary conditions
(32)

where Vel+Vions are respectively the contribution from the electrons (treated
in mean field approximation) and the ions to the total electrostatic potentials,
and ∆qi are the ionic charges.

The usual boundary condition assumed is that the potential vanishes at
infinity. This gives the familiar solution for the electrostatic potential of a
point charge, e∆q, as e∆q/ |r − r′|, and the usual form for the Hartree energy.

In the DFTB implementation the only potential that can be modified
self-consistently is the effective potential for the charge density, as written in
(4). The effective potential for the reference density n0 is included in H0 and
Erep[n0] of (1) and cannot be directly accessed.

Therefore, by linearity, we split the Poisson’s equation (32) into two equa-
tions:

∇2
[
V

(0)
el + Vions

]
= −4π

∑
i

[
n0

i (r) +∆qiδ(r −Ri)
]

(33)

∇2V
(2)
el = −4π

∑
i

δni(r) (34)
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Equation (33) gives the electrostatic field included in the zeroth-order
terms of DFTB, if solved with the usual boundary conditions. If solved
with the same boundary conditions, (34) will give back (4). This equation is
solved, instead, with the boundary conditions imposed by the device. These
conditions arise from the natural requirement that deep inside the contacts
the effective potential for the Kohn-Sham equations must correspond to the
bulk potentials. Therefore, at the boundaries between the device region and
the contacts, the potential must match the intrinsic effective bulk potential
(which originates from any equilibrium charge density) shifted by the applied
bias. At the device-contacts interfaces, Cα/Sα, the potential must satisfy

V
(2)
Sα

(r)|Cα/Sα
= V (2)

Cα,bulk(r)|Cα/Sα
+∆Vα , (35)

where ∆Vα is the applied external potential to the α-contact.
For example, consider the case of GaAs contacts. The charge transfer

between Ga and As, which occurs in equilibrium conditions, generates a non-
uniform effective potential. The total potential inside the contacts can be
obtained by adding the applied bias to this intrinsic potential and V (2)

el (r)
of (34) should be matched at the boundaries between contacts and device
regions to this total potential.

The decoupling of (33) and (34), which at first may seem arbitrary, is
actually a good approximation since the zeroth-order densities are screened
by the ionic charges, and therefore the pair potentials are not affected by the
boundary conditions. On the contrary, the excess density produces a long-
range Coulomb field that should respect the boundary conditions imposed
by the device. For example, the charge which accumulates on the plates of a
plane capacitor must be consistent with the applied bias.

In a planar capacitor geometry the potential could be solved by an infinite
series of image charges [31]. Applying periodic boundary conditions it would
be possible to solve the potential using FFT techniques [27]. We prefer to
solve the Poisson’s equation with a multi-grid technique, by expressing the
charge density over a discrete mesh. Once the computation of V (2)

el (r) is
done, the orbital energy terms, Vi, are computed by projection on the atomic
centered densities (6). This technique allows an easier generalization to more
complex device geometries, for example, a realistic FET configuration. The
mesh is usually chosen as a trade-off between accuracy and computational
speed. However the ansatz (6) for the atomic charge density is a quite smooth
function and usually convergent results are obtained with a mesh spacing of
0.5 atomic units.

8 Atomic Forces

The atomic forces can be obtained using the Ehrenfest’s theorem [32] or from
a Lagrangian formulation of the equation of motion for the coupled electron-
ion systems [33, 34] (See also Chap. 6). From both formulations it is found
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that for a non complete (variational) basis set, the atomic forces also de-
pend on the atomic velocities [34]. The adiabatic limit can be obtained under
the assumption that the atomic velocities are sufficiently small and that the
electron subsystem remains in a particular stationary state at any instanta-
neous ionic configuration. In this limit the atomic forces can be approximated
by [14,23,35]

Fi = −
∑

k

∑
µν nkc

∗
kµckν

[
∂H0

µν

∂Ri
−
(
εk +

Vµ + Vν

2

)
∂Sµν

∂Ri

]
(36)

−
∑

j

∂γij

∂Ri
∆qi∆qj −

∂Erep

∂Ri
(37)

where Vµ is the energy shift of the atoms around which the orbital |φµ > is lo-
calized. Equation (37) can be also obtained by considering the gradient of the
total energy of the system, expressed by the functional (1). Such total energy
is a well defined quantity for closed and periodic systems. The generalization
to contact leads connected to reservoirs can be formally by maximazing an
appropriate entropy functional [23]. The complete expression becomes

Fi = −
∑
µν

[
ρµν

(
∂H0

µν

∂Ri
− Vµ + Vν

2
∂Sµν

∂Ri

)
+ εµν

∂Sµν

∂Ri

]
− V ′

i ∆qi −
∂Erep

∂Ri
,

(38)
where ρµν is the non-equilibrium density matrix and εµν is the energy energy-
weighted density matrix, defined by

εµν =
1

2πi

∫ +∞

−∞
dEEG<

µν(E) . (39)

The terms V
′

i are derivatives of the potential given as

V
′

i =
∫
V (2)(r)

∂ni(r)
∂Ri

dr , (40)

which are computed numerically on the same grid where the Poisson equation
is solved, using an analytic form for the gradient of ni(r) obtained from (6).
Starting from (38) it is possible to derive an expression for the so-called
current-induced forces for a system out of equilibrium. These extra forces
arise from variations of the density matrix due to application of the bias and
can be calculated using the non-equilibrium ρµν and εµν . The sum of the
extra forces over all the atoms add up to zero, a useful sumrule in numerical
calculations. It is worth to mention that recently the conservative nature of
current-induced forces has been questioned [36] showing a lively debate on
the subject.
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Fig. 4. Two tips of CNT (5,5) used in the simulation. The diagram shows the
device region and the contact regions. The Principal Layers of the contacts are also
indicated

9 gDFTB Example Applications

In this section we show results of self-consistent computations of the charge
density and the potential under non-equilibrium conditions.

The first system comprises two CNT (5,5) capped by half-C70 molecules
displaced tip-to-tip at close distance. The system is shown in Fig. 4, which
also represents a practical example of the subdivision into device region and
contacts. The two Principal Layers constituting the contacts are also indi-
cated.

Figure 5a shows the charge distribution on the CNT tips, computed in
equilibrium condition (no bias applied) and the charge density distributions
at the tips when the CNTs are biased (Fig. 5b). The equilibrium charge den-
sity has deviations from the atomic neutrality of the order of 10−4e which
originates from the loss of symmetry in the CNT structures due to the cap-
ping. The charge redistribution occurs mainly at the junctions between the
nanotubes and the caps. On the contrary, the bulk regions of the contacts
are practically neutral.

The net charge accumulated under bias conditions, shown in Fig. 5c,
demonstrates that opposite charges accumulates at the tips, as expected.
The accumulated charge density is consistent with the applied potential; in
fact the potential profile smoothly joins at the boundary between the device
and the contacts. Both charge density and potential join smoothly at the
contacts, confirming that the calculation is consistent with the assumption
that the potential drops essentially within the device region.

In these computations we have not been interested in the tunneling cur-
rent, but rather to verify the correct functioning of all the basic ingredients
of the self-consistent iteration. The interplay between the computation of the
charge density via the non-equilibrium Green’s function formalism and the
solution of the Poisson’s equation for the self-consistent computation of the
effective potential have been tested successfully.

In order to calculate the current flowing between the two nanotubes
we will show some calculations related to a molecular system comprising
of the two CNT tips bridged by a Tour wire (2’-amino-4-ethynylphenyl-4’-
ethynylphenyl-5’-nitro-1-benzene), as shown in Fig. 6. Such kind of molecular
wire were shown to posses two bistable states [37] of low and high conduc-
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a)a)

c)

b)

Fig. 5. Middle section of the charge density profile for two tips of CNT (5,5). Dark
areas represent negative charge accumulation and white areas represent positive
charge. (a) Charge density in equilibrium. (b) Charge density when 1V bias is
applied. (c) Net charge accumulated on the tips

tance that can be set on (off) by the application of a high forward (reverse)
bias (>3 Volt). It is therefore relevant to investigate on the nature of such
mechanisms. Previous analysis [38,39] have attributed the switching behavior
to substantial electronic changes in the molecular orbitals which occurs upon
molecular charging. Although these works certainly shed some light on the
basic mechanisms involved in the switching, they have not been derived fully
self-consistently with the flowing current and, furthermore, it is not obvious
why the molecule should remain in the charged state (and therefore preserve
the on-state) for the long times observed ( 400 s) when the bias is swept back
to low values.

Figure 6 shows the self-consistent excess charge accumulated on the sys-
tem when this is subject to a bias of 1.0 V. The figure is obtained by subtract-
ing the self-consistent charge density of the biased system from the unbiased
density. Black corresponds to accumulation of a negative charge and white
corresponds to positive charge. It is possible to see the charges accumulated
at the CNT tips which are consistent with the assumption that the poten-
tial drops essentially across the molecule. The same figure (Fig. 6b) shows
the corresponding equipotential lines. Also in this case the relative differ-
ence between the potential of the biased system and potential obtained in
equilibrium is shown.



Tight-Binding DFT for Molecular Electronics (gDFTB) 169

Fig. 6. Self-consistent charge (Left) and potential (Right) for a CNT-wire-CNT
system at 1.0 V of bias

An increase of charge density on the molecular atoms is observed increas-
ing the applied bias.

Figure 7 shows the self-consistent forces acting on the atoms at 0.5V
(Fig. 7a) and 1.0V (Fig. 7b) for the structure relaxed under zero bias condi-
tion. The evident increase in all the atomic forces might be the signature of
a conformational change related to the switching mechanism. Further inves-
tigations are necessary in this direction.

Figure 8 shows the I-V characteristics of the same system. The current
sharply increases above 1.0 V of applied bias, indicating a resonant behavior.
This can be expected as the Fermi energy of the CNT is at −4.56 eV, while
the molecular orbitals HOMO and LUMO of the wire are at −5.85 eV and
−3.0 eV respectively.

10 Incoherent Electron-Phonon Scattering

Temperature dependent transport and power dissipation in molecular devices
is necessarily a problem that device design will need to face in the future.
Only few works have dealt with this issue in recent years (see chapters by
Nitzan and Di Ventra).
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Fig. 7. Self-consistent forces acting on the atoms of the system at the biases of
0.5 V (Left) and 1.0 V (Right)
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Fig. 8. Current-Voltage characteristics of the system in Fig. 6
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Electron-phonon inelastic scattering is the main responsible for thermal
relaxations in molecular junctions and their understanding is important for
controlling molecular stability. Furthermore, electron-phonon scattering may
provide paths for molecular isomerization, useful for switching mechanisms.

As explained in previous sections, the interatomic forces are obtained
within the DFTB approach. This method has proven to be successful when
applied to organic molecules, giving vibrational frequencies close to exper-
imental results and similar in quality to sophisticated and time-consuming
full ab-initio calculations [14,15].

Inelastic electron-phonon scattering in molecular wires has been so far
analyzed using model Hamiltonians [40–44]. Using the gDFTB method it
is possible to simulate the electron-phonon coupling in a realistic molecular
system by explicitly taking into account the molecular degrees of freedom,
and analyzing in detail the contributions of the vibrational modes.

The usual procedure to treat molecular vibrations is to expand the effec-
tive nuclear potential up to the harmonic term, and to decouple the Hamil-
tonian as a superposition of independent one-dimensional oscillators, corre-
sponding to the normal modes of vibration. Each vibrational mode will be
labeled by q.

The quantization of the vibrational modes is obtained in the standard
way and the ionic vibrations of a molecular wire can be described as a class
of boson particles, here referred as phonons. This term may be slightly inap-
propriate, since phonons are usually regarded as lattice waves with a given
momentum. In the present context, instead, one should refer more properly
to vibrons, i.e., quantized molecular vibrations confined within one molecule.
However, the term phonon is used to refer in a simple and direct way to the
well-developed many-body formalism which has been borrowed from standard
electron-phonon treatment in solids and adapted to the present context.

The electronic deformation potential is obtained by expanding the Hamil-
tonian to first order in the atomic displacements. Subsequently, the atomic
coordinates are expressed as a superposition of creation-annihilation opera-
tors, a+q and aq, of phonon quanta in each vibrational mode q. The result is
a term in the Hamiltonian describing the electron-phonon coupling,

Hel−ph =
∑
q,µ,ν

γq
µνc

+
µ cν

[
a+q + aq

]
, (41)

where c+µ and cν are, respectively, the creation and annihilation operators of
one electron in the local basis and

γα
µν =

√
�

2ωqMq

∑
α


∂Hµν

∂Rα
−
∑
σ,λ

∂Sµσ

∂Rα
S−1

σλHλν +HµλS
−1
λσ

∂Sσν

∂Rα


 eq

α (42)

are the electron-phonon coupling matrices. Mq are the atomic masses, ωq the
mode frequencies and eq

α are the normalized atomic displacements for each
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mode. The non-orthogonality of the basis set is reflected by the presence of
the overlap matrix, Sµν , and its derivative with respect to the ionic positions,
Rα.

While crossing the system, the electrons interact with the molecular ionic
vibrations from which they can be inelastically scattered. In the present con-
text we assume that the metal ions do not move, henceforth the electron-
phonon scattering within the leads is neglected. This is a good approxima-
tion given the very large difference in atomic masses between the Au atoms
and the organic elements. Furthermore, we are specifically interested on the
energy dissipated within the molecular degrees of freedom, since the inelastic
electron-phonon scattering in the metallic leads is known to be small and
not important for power dissipation issues. The present method neglects the
coupling between contact and molecular modes. Indeed a degree of mixing
between the acoustic modes of the metal and the low energy molecular modes
can be expected. In principles such coupling can be included in the formal-
ism. The relevant self-energy due to electron-phonon scattering is evaluated
within the Born approximation (BA), graphically represented in Fig. 9.

Diagram I gives only a real contribution to the self-energy and is neglected
(see below). Diagram II is translated into an analytic form by using the
standard rules of Feynman’s diagrams and the Langreth theorem for the
analytic continuation rules of the Keldysh Green’s functions [25]:

Σ
<(>)
ph (ω) = i

∑
q

γ2
q

∫ +∞

−∞

dω′

2π
G<(>)(ω − ω′)D<(>)

q (ω′) , (43)

where D<(>)
q are the correlation functions related to the vibrational modes.

In the actual calculations the zero-th order phonon propagator is used. In
principle the exchange of energy between molecular phonon and thermal bath
could be included explicitly by solving an additional kinetic equation. Such
an approach is relevant in studying heat dissipations into the contacts.

I II

M M

D

G

Fig. 9. First order Feynmnan diagrams of the electron-phonon interaction
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Equation (43) is usually solved just to first-order, using the unperturbed
G<(>)

0 functions, obtained from (15) by setting Σ<(>)
ph = 0. This is commonly

called first order BA. However (43) and (15) can be solved in a self-consistent
manner (SCBA) [45]. This corresponds to a partial summation of diagrams
that goes beyond the simpler first order approximation. A self-consistent
solution is computationally far more demanding, but leads to a result which
is more satisfactory from a theoretical point of view. Only the self-consistent
solution, in fact, preserves the contact current in (28), which is generally
violated when using the simpler first order BA.

In self-consistent calculations the retarded (advanced) Gr(a)(ω) Green’s
functions which appear in (15) are, in principle, the exact GF of the electron-
phonon coupled system, and should be renormalized with a corresponding
electron-phonon self-energy. In general the electronic self-energy can be cal-
culated from explicit applications of the Langreth evaluation rules of the
non-equilibrium Feynman diagrams. Explicit expressions can be found, for
instance, in [9]. Since we are mainly interested on incoherent phonon emis-
sion, we approximate the phonon self-energy to be purely imaginary, neglect-
ing the shift of the van-Hoove singularities (i.e., essentially neglecting energy
shifts due to polaron-like states). This assumption is valid since the molecular
levels are far from the relevant range of injection energies and therefore the
small shift will not modify appreciably the tunneling current. Within this
assumption the imaginary part of the phonon self-energy can be obtained
directly from the known relationship Σr − Σa = Σ> − Σ<. In any case the
SCBA is valid in the small electron-phonon interaction limit and far from
resonant situations where polaron effects should be taken into account.

10.1 Application to Alkane-Thiols

The mathematical machinery developed in the previous section is here ap-
plied to the tunneling of current through an alkanethiolate molecule, Au-
S(CH2)8S-Au.

Alkanethiols are the archetipal of molecular electronic devices. Such type
of molecules align on Au surfaces via covalent S-Au bonds to form regular and
stable self-assembled monolayers (SAMs). They are characterized by a large
optical bandgap (>5 eV), making them very stable to photo-degradation.
The same large gap is responsible for a very low conduction via tunneling in
Au/thiols/Au structures, giving good electrical stability. Although a simple
and clear understanding of transport mechanisms has not been reached yet
for most of the molecular compounds, transport in alkenethiols is essentially
at a mature stage of experimental development.

The Au atoms, composing the two contacts are kept at fixed positions,
corresponding to an ideal fcc crystal with Au-Au separations of 2.884 Å. First
we relaxed the octanethiol saturated with a hydrogen termination, on top of
one Au surface comprising six atomic layers. After this first step we removed
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Fig. 10. Diagram representing the relaxed atomic coordinates of the octanedithiol
between Au contacts

the hydrogen and put the second Au surface, taking care that the Au-S dis-
tance obtained at the first interface was reproduced at the second interface.
Then we let this system to relax again. Periodic boundary conditions are
used in all these calculations. The final relaxed structure is shown in Fig. 10.
Although we found that the global minima of the isolated octanedithiol is
the highest symmetry configuration, the relaxed structure of the molecule
attached to Au electrodes does not show any particular symmetry. The vi-
brational frequencies are slightly affected by this, since many degeneracies
are broken. However the differences in the whole spectrum are within 20%,
which can be considered small and not relevant for the present analysis. The
S atom is found to form a bond with an energy minimum at the hollow site of
the Au(111) crystal. Actually, the exact minimal configuration is found with
the sulfur atom slightly shifted from the hollow position, as reported in other
ab-initio DFT calculations [46, 47]. The S atom is found at 2.76 Å from the
Au plane. In Fig. 12 the computed conductance and the I-V characteristics
of such system are reported. The theoretical curve is also compared to recent
experimental results [48], obtained by measuring the current through a SAM
assembled within a nanopore. Assuming that the SAM assemble in a lattice
R
√

3 × R
√

3, from the measured nanopore diameter of 45 nm, we can estimate
that approximately 10,000 molecules are sampled in parallel. Accordingly the
experimental measurements are scaled by a factor 10−4 in order to compare
with our calculations. The order of magnitude of the tunneling current is
predicted well. This is important, particularly in relations to the absolute
magnitude of the power dissipated in such system, as discussed later.

For each of the 78 modes we have computed the contribution to the inelas-
tic current at T = 0 K and for an applied bias of 2 V. At T = 0, the incoherent
part of the tunneling current (30) is related to the net phonon emission rate
by τ−1 = Iincoh/e. This quantity is used as a measure of the electron-phonon
strength and is used to compare the different modes. A summary of such
computations is reported in Table 1 and in Fig. 11a).
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Fig. 11. (a) scattering rate and (b) power dissipated for each vibrational mode

The lowest vibrational modes correspond to oscillations of the carbon
atoms in the back-bone plane, resembling the first harmonics of a string, and
rigid twist around the C-C bonds of large subunits involving two or more
CH2 groups. The two sulfur atoms remain practically fixed or slide slightly
over the Au surface. The frequencies of such modes are affected by large rel-
ative errors because they are sensitive to small differences in the atomic pair



176 A. Di Carlo et al.

Table 1. Summary of the most important frequencies (cm−1) of the octanethiol,
phonon emission rate (ps−1), followed by a brief description of the mode and the
typical experimental value, obtained by HREELS, Raman or IR [48]

ω τ−1 Description ω exp.

34.8 0.687 (CH2)2 twist –

106.9 0.127 “ –

109.3 0.189 “ –

178.8 0.157 “ –

217.0 0.314 Au-S stretch 225-

320.6 0.470 ” –255

687.5 0.383 S-C stretch 650-706

693.6 0.462 ”

848.1 0.444 CH2 rock 715-925

1076.8 0.848 C-C stretch 1050

1136.2 0.871 C-C stretch 1120

1222.8 0.097 CH2 wag 1300

1259.9 0.626 CH2 twist 1250

1479.2 0.147 “

1518.2 0.082 CH2 scissor 1455

1881.0 0.243 CC+H swing -

2976.5 0.0024 C-H stretch. 2860

3421.4 0.200 H-Au stretch -

potentials and to the relaxed geometry. Furthermore, these modes are not
easily accessible experimentally. We find that modes associated to internal
twist of the C-C backbone involving the motion of (CH2)2 subunits are more
effective in scattering electrons. As expected, the Au-S stretching modes,
which is found in the range between 250 cm−1 to 320 cm−1, in agreement
with experiments [48], is giving a large contribution to the electron-phonon
scattering. Similarly, a large contribution is given by the C-S stretch modes,
found around 690 cm−1 [48]. The band of modes found between 1000 and
1100 cm−1 corresponds to C-C stretch modes. These give the largest con-
tribution to the incoherent current. A large contribution comes also from
the modes related to motions of the CH2 modes, particularly rocking and
twisting. Wagging and scissoring modes, instead, give a smaller contribution.

In our analysis we also found non negligible signal from some modes which
have not been discussed in experimental papers, since they are special to
the Au/octanethiol/Au system and are not seen in isolated molecules. In
particular two modes around 1900 cm−1 (0.23 eV) which are associated to a
slight rotation of the C-S bond, a stretch of the C-C bonds involving the
motion of the C at position 2 and a pronounced swing of the H atom closest
to the Au surface. Another mode affecting the inelastic current are related
to the oscillation of the hydrogens closest to the Au surfaces. Such modes
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Fig. 12. Left . Tunneling probability as a function of injection energy across a mole-
cule of octanethiol. The contribution of the incoherent (grey) and coherent (back)
tunneling current are shown. the dashed curves are the first order BA, the solid
ones are the SCBA. Right. the SCBA I-V characteristics of the system compared
to recent experimental results (see text)

could be seen as a Au-H stretch and are found at a frequency of ≈3400 cm−1

(0.42 eV).
The 34 modes giving a inelastic rate greater than 108 ps−1 have been

included for the calculation of the incoherent current. Figure 12 shows the
coherent and incoherent contributions to the total tunneling current resolved
in energy for the bias of 2.0 V and the calculated I-V characteristics of the
system.

The peaks in the transmission function correspond to features of the sur-
face density of states of Au. In Fig. 12 we have compared the first order BA
with the SCBA. It is important to remark that for this system the first or-
der Born approximation gives already an acceptable result and the SC loop
does not introduce substantial changes in the transmission probability in the
relevant energy range. Differences are appreciable deep in the energy gap,
where the transmission probability is already small and the total contribu-
tion to the current is negligible. A relevant quantity is the amount of power
dissipated in the molecule due to inelastic phonon emission. This calculation
can be obtained by considering the virtual contact current, as discussed for
instance in [12].

The power dissipated is given by the net rate of energy transferred to the
molecule and can be easily calculated as
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W =
2
h

∫ +∞

−∞
ωIφ(ω)dω , (44)

where Iφ(ω) is the virtual contact current of (27). Figure 13 represents the
virtual contact current for this system. The energy interval with a negative
current corresponds to electrons incoming into the virtual contact, where pos-
itive current corresponds to electrons outgoing from the virtual contact. A
net electron flux from higher to lower energies is evident from Fig. 13. There-
fore, the NEGF can be used to compute energy relaxations in molecular sys-
tems. From (44) we calculate that the power dissipated in the octanethiol is
W = 0.16 nWatt (1 eV/ps) at 2 V of applied bias.

It is interesting, however, to analyze the power dissipated in each vibra-
tional mode, as shown in Fig. 11b). This is not directly proportional to the
emission rate, since the power dissipated depends on the phonon energy as
well. As expected, the low frequency modes contribute little to the dissipa-
tion, despite the relatively large scattering rates. The modes giving the largest
contributing are found in the band of C-C stretch modes, the C-S stretch and
the CH2 rocking modes. Considerable power is also absorbed by the modes
at 1900 and 3400 cm−1, involving essentially movements of the hydrogens
close to the Au surfaces.

The problem which needs to be addressed next is related to the dissipation
of the absorbed heat, by coupling the vibrational modes to the environement.
Computations of this kind, applied systematically to molecular bridges, al-
low the evaluation of molecular stability, assess the feasibility and help the
engineering of future molecular electronic devices.
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11 Comments on DFT Applied to Transport

The problem posed by a microscopic simulation of a quantum-mechanical sys-
tem is genuinely a fantastic many-body problem. It should be clear that DFT
theories (as well as Hartree-Fock theories) represent only a simple mean-field
approximation to the exact solution [49, 50]. Fortunately, these approxima-
tions can give already accurate results in predicting the energy of crystals,
surfaces, structural properties of clusters and can be used for the calculation
of effective masses or other band-related properties. The main problems en-
countered both with HF and DFT are related to the computation of optical
excitation energies, ionization potentials or electronic affinities, e.g., all those
properties not strictly related to a N -electrons ground-state calculation. The
Koopman’s theorem states that the HF eigenvalues represent the energy re-
quired for the removal and addition of particles, but neglects relaxation and
correlation energies. Indeed, ionization and affinity potentials are related to
N − 1 and N + 1 particle states, respectively, and a N -particle calculation
does not provide information about the relaxation of the electron-ion system
due to the addition or removal of one electron. There is no equivalent of
the Koopman’s theorem for the Kohn-Sham eigenvalues [51] and there are
no theoretical foundations that the eigenvalues of the Kohn-Sham equation
are representative in any way of particle energies, with the exception of the
highest occupied level, which in exact DFT corresponds to the ionization
potential [52]. Unfortunately, the use of approximated functionals severely
affects the result.

It is often said that HF does not account for correlation energies, al-
though it accounts exactly for exchange effects, at least for the occupied
states. On the other hand, DFT partially corrects for correlations, but does
not include exactly the non-local exchange energy, which is treated within
the local density or density gradient (GGA) approximations. For these rea-
sons a N -particles HF calculation tends to overestimate the ionization and
to underestimate the energy gained by the addition of an extra electron to
the system (i.e., underestimates the electronic affinity). At the same time HF
overestimates considerably the excitation gap energy (The energy required
to take an electron from the ground state and bring it to the first excited
state), since among the others the electron-hole interaction is neglected. DFT
behaves exactly in the opposite way. For these reasons, some hybrid meth-
ods which mix with suitable balance various XC functionals [53–55] give, in
general, good results for the energy gap of many materials and molecules.

This is clearly an issue in the calculation of coherent transport properties
of materials, where the electronic gap is used to define a crucial quantity
such as the tunneling barrier. Whether the barrier is provided by a semi-
conducting heterojunction, by an insulating oxide or by an organic molecule,
the electronic band-gap enters critically into the calculation, affecting band
alignment, charge transfer and ultimately the tunneling current (affected ex-
ponentially by the barrier hight). For these reasons, empirical TB frequently
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achieves a much better quantitative agreement with experimental currents.
For these reasons transport calculations based on DFT (or HF) calculations
should be taken with care. Indeed theory and experiment sometimes depart
on the value of the absolute current by a factor of 100.

There are several ways in which the “gap problem” can be addressed [51].
Traditional chemistry methods, such as configuration interaction (CI) [50],
scale very badly with system size (exponentially). The CI method has been
recently applied to transport in open systems [56] showing that many-body
corrections can give substantial quantitative improvements. A better scaling
is possible with many-body perturbation theory, based on Green’s function
methods. The DFT (or HF) calculations can be looked as the starting point
for higher order corrections. Very successful has proven to be the GW ap-
proximation [57], which includes the description of the screened Coulomb and
exchange interactions. The Many-body GF formalism implicitly takes into ac-
count for the addition of an extra particle in the system. We should also point
out that the GW correction can be directly included in the NEGF formalism
by proper definition of the self-energies. An extension of the gDFTB code to
account for GW correction is under development [58].

The time-dependent DFT theory (See also Chap. 3) is an alternative
method which contains information about exact optical excitation and en-
counters increasing success due to its relative simplicity. Adaptations of the
TD-DFT to transport may provide important step forwards [59]. However, in
many molecular structures the optical gap is quite different from the trans-
port gap (TD-DFT describe the excitation of a system of constant N elec-
trons), thus a direct application of TD-DFT to transport problems may still
have some limits.

12 Conclusions

Nanometer scale devices require new simulation tools which treats prop-
erly the quantum-mechanical aspects of the electronic and transport prop-
erties. Density functional methods have become the standard for solid-state
computations. We have implemented the non-equilibrium Green’s function
technique for transport computations into the density-functional based code
DFTB. Such a method has been modified in order to be completely con-
sistent with the open boundary conditions needed for transport computa-
tions. Our methodology bridges the gap between completely empirical Tight-
Binding and ab-initio methods. To obtain this, we use the non-equilibrium
Green’s function formalism for the computation of the density matrix. The
electronic density determines the Hartree potential of the density-functional
Hamiltonian. We show how to compute the Hartree potential by solving the
Poisson’s equation for the density fluctuations.
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The multi-grid Poisson solver can easily handle boundary conditions that
can satisfy realistic contacts, three terminal devices and novel architectures
with complex gate geometries.

The new code can compute coherent and incoherent tunneling current
flowing in a molecular device self-consistently with the boundary conditions
imposed on the Hamiltonian of the system. Atomic forces can be also com-
puted at the same time. The code enables molecular dynamics simulations
that can be coupled to real-time current computations [60].

The self-consistent code was employed to study the electronic properties
of two carbon nanotubes tips in equilibrium and under a 1 V bias difference.
The computation of the displaced charge density via the non-equilibrium
Green’s function is fully consistent with the applied bias.
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Abstract. We present an overview of current-induced effects in nanoscale conduc-
tors with emphasis on their description at the atomic level. In particular, we discuss
steady-state current fluctuations, current-induced forces, inelastic scattering and
local heating. All of these properties are calculated in terms of single-particle wave-
functions computed using a scattering approach within the static density-functional
theory of many-electron systems. Examples of current-induced effects in atomic and
molecular wires will be given and comparison with experimental results will be pro-
vided when available.

1 Current Through a Nanoscale Junction

Transport of electrical charge across a nanoscale junction is accompanied by
many effects, such as fluctuations of the average current; transfer of energy
between electrons and ions and consequent heating of the junction; and forces
on ions due to current-induced variations of the electronic distribution [1]. In
this chapter we will discuss these effects separately, and we will focus on their
description at the atomic level. It is, however, important to realize that there
has to be a (yet unknown) relation between these different properties. Such
relation would constitute an important contribution to our understanding of
transport in nanoscale systems.

The static scattering approach to electrical conduction will be the under-
lying theme of this review. However, we point out that novel time-dependent
formulations of the transport problem may lead us to a better understand-
ing of these effects [2, 3]. In what follows we picture a nanoscale junction as
formed by two semi-infinite electrodes held a fixed distance apart, with a
nanoscale object bridging the gap between them. The nanoscale object could
be a single atom, a chain of atoms, a molecule, or any system with nanoscale
dimensions [4–16]. We then consider the problem of DC current flow from
one electrode to the other as the result of an applied bias VB. If we take
the left electrode to be positively biased, electrons will flow from the right
electrode to the left one. A buildup of negative charge will be present on
the surface of the right electrode within a screening length of the electrode
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surface. Similarly, a buildup of positive charge will exist on the surface of the
left electrode due to a corresponding depletion of electrons [14, 15]. We will
assume that, far away from the junction, the electrons in each electrode are
in local thermal equilibrium and their statistics are described by the Fermi-
Dirac distribution, so that VB = EFR − EFL, where EFL(R) is the chemical
potential deep in the left (right) electrode. (Here, as in the rest of the chapter,
we use atomic units.)

We calculate the transport properties of this system by expanding the
stationary states of the Hamiltonian into a set of left- and right-moving waves.
We then sum each left- and right-moving state, weighting them with a Fermi
function according to their energy. The stationary scattering states of the
bare electrodes have the form

Ψ0
EK‖

(r) = eiK‖·Y uEK‖(z) , (1)

with the following boundary conditions [17]:

uEK‖(z) = (2π)3/2k
−1/2
R ×

{
e−ikRz +ReikRz, z → ∞
T e−ikLz, z → −∞ .

(2)

K‖ is the electron momentum in the plane parallel to the electrode surfaces.
We have defined 1

2k
2
R = E − 1

2 |K‖|2 − veff (∞), and 1
2k

2
L = E − 1

2 |K‖|2 −
veff (−∞). Y is the component of the position vector in a plane parallel to the
electrode surfaces, and z is the coordinate perpendicular to them. veff (±∞)
is the bottom of the electronic energy band deep within the right/left elec-
trode. The wavefunctions Ψ0 satisfy the continuum normalization condition

∫
d3r[Ψ0

E′K′
‖
(r)]∗Ψ0

EK‖
(r) = δ(E′ − E)δ(K‖

′ − K‖) . (3)

Since the details of the electrodes are not important up to the interface
with the sample, we represent them using a uniform-background (jellium)
model [14, 15]. The potential V the electrons experience when they scatter
through the nanojunction is3

V (r, r′) = vps(r, r′) +
[
vxc[n(r)] − vxc[n0(r)] +

∫
d3r′′ δn(r

′′)
|r − r′′|

]
δ(r − r′) .

(4)
The term vps is the electron-ion interaction potential that we represent with
(nonlocal) pseudopotentials; vxc is the exchange-correlation potential com-
puted using the local-density approximation to density functional theory
(DFT).4; n0(r) is the electronic density for the pair of biased bare electrodes;

3For the detailed implementation of the approach outlined in this chapter see
the original papers [14,15].

4One possible choice of exchange-correlation functional is the one given in [18], as
parametrized in [19]. For an extended discussion of the local density approximation,
see Chap. 5 of this collection [20].
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n(r) is the electronic density for the total system, and δn(r) is their differ-
ence. We are implicitely assuming that static DFT gives a reasonable account
of the scattering properties of a nanoscale system, at least in linear response.
While this may be true for metallic junctions it is not obvious for molecular
junctions [21]. However, in linear response and far from the resonant regime,
we expect basic physical trends for these systems to be reproduced well by
static DFT [21].

The full Hamiltonian of the system is H = H0 + V , where H0 is the
Hamiltonian due to the bare biased electrodes, and V is the scattering po-
tential. Our next task is to find the self-consistent solutions to the equation
HΨE = EΨE , which we can put into the Lippmann-Schwinger form:

ΨEK‖(r) = Ψ0
EK‖

(r) +
∫

d3r′d3r′′G0
E(r, r′)V (r′, r′′)ΨEK‖(r

′′) . (5)

The quantity G0
E is the Green’s function for the bare electrodes, and needs

to be calculated for each energy E.
Lastly, the total density of the system is

n(r) = 2
∑

i

|Ψi(r)|2 + 2
∫

dE
∫

d2K‖|ΨEK‖(r)|2 , (6)

where we have included a factor of 2 due to spin degeneracy. The Ψi’s are the
bound states of H, if any exist. They can be calculated by direct diagonal-
ization of the full Hamiltonian H. In order to find a self-consistent solution
for the density, (4), (5) and (6) are solved iteratively.

One has the freedom to choose a basis set to represent the wave functions.
Due to the non-variational nature of the electrical current, the issue of which
basis set to use in a given calculation is far from trivial [22]. In the examples
that follow, plane waves have been used as basis set5, which allows easy
testing of the convergence of the results [22].

Once the wavefunctions have been calculated self-consistently, the total
electric current density (at zero temperature) is given by

j(r) = −2
∫ EFR

EFL

dE
∫

d2K‖Im{[ΨEK‖(r)]∗∇ΨEK‖(r)} . (7)

The quantity we are interested in is the extra current δJ due to presence
of the nanojunction [24–27] (two semi-infinite contacts have infinite surface
area, and thus pass infinite current)

δJ =
∫

d2Y ẑ · [j(r) − j0(r)] , (8)

5For other examples of calculations using different basis sets, see Sect. 2.2 of
Chap. 4 of this collection, and the references therein [23].
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where j is the electric current density, and we have defined j0 to be the
current density in the absence of the nanojunction. The current defined in
(8) is the average current that flows across the nanojunction. Fluctuations
with respect to that average are expected and will be described in Sect. 3.

It is worth noting that, in contrast to Chaps. 1, 2, 4 and 5 of this collec-
tion [20,23,28,29], we do not calculate the electrical current using any of the
Landauer formulas [30, 31]; rather, the current is calculated as the expecta-
tion value of the current operator over single-particle states. Clearly, it can
be proven that when the transmission probabilities are extracted from the
single-particle scattering wavefunctions, we recover from (8) the conventional
two-probe Landauer formula [32].

2 Current-Induced Forces

Now that we have computed the stationary scattering states and correspond-
ing current we can look at one of the effects induced by electron flow. We
first focus on current-induced forces, i.e. the phenomenon by which atoms
in a current-carrying wire are subject to forces due to the local change in
self-consistent electronic distribution [33, 34]. There are several open ques-
tions related to current-induced forces, the most notable of which is their
conservative nature [35]. Here we will focus on their dependence on some mi-
croscopic properties. We will show that these forces are a non-linear function
of the junction properties, such as its current density, charge density and
length.

Let us first define forces in a current-carrying wire. We first note that
in this non-equilibrium problem the usual Hellman-Feynman theorem is not
valid [33,35]. A meaningful definition of force on ions can then be obtained by
either the classical limit of Ehrenfest’s theorem applied to the rate of change
of ionic momentum [33] or from the Euler-Lagrange equation of motion for
the classical ions [37]. Both approaches yield the same expression for the force
on an ion, with position R, due to the self-consistent electronic density ρ(r)
under current flow [37],

F = −
∫
dr
∂vps

∂R
ρ(r) , (9)

which can be equivalently written as [33]

F = −
∑

i

〈
ψi

∣∣∣∣∂vps

∂R

∣∣∣∣ψi

〉
− lim

∆→0

∫
σ

dE

〈
ψ∆

∣∣∣∣∂vps

∂R

∣∣∣∣ψ∆

〉
. (10)

The first term on the RHS of (10) is similar to the usual Hellmann-Feynman
contribution to the force due to localized electronic states |ψi〉. The second
term is the contribution due to continuum states [33]. The wavefunctions
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|ψ∆〉 are eigendifferentials for each energy interval ∆ in the continuum σ [33].
Finally, an additional contribution from ion-ion interactions needs to be taken
into account.

For convenience we can separate the total force into two contributions.
We define “direct force” to be the portion of the total force due to the charge
distribution of the biased bare electrodes. We then call the remaining term
the “electron wind force”6. There exists an inelastic portion of the electron
wind force due to energy transfer from electrons to ions, in the form of phonon
excitations; however, this contribution is generally negligible compared to the
elastic one and will be neglected here [36].

We note that atomic relaxations induced by current flow do not have
a large effect on the absolute value of the current that passes through the
junction, even in the limit of high voltages and current densities [33,36,39,40].
While this result says nothing about the mechanical stability of current-
carrying wires under bias, it allows us to study several transport properties
assuming atomic positions fixed at their zero bias value.

Let us now look at the dependence of these forces on microscopic details.
As an example, in Fig. 1 we consider a nanoscopic wire composed of three
silicon atoms between two bulk electrodes. We keep atomic positions fixed at
their zero bias values. For each atom in the junction, we plot the direct force,
the electron wind force due to the continuum states, and the electron wind
force due to the discrete part of the spectrum.

The direct force is almost linear with applied bias, with the force on the
central atom being the largest. Closer to the electrode surfaces, the electro-
static potential ceases to be a linear function of position, causing the force
on the other two atoms to be slightly smaller. Note that the force on the
central atom due to states in the continuum is positive (i.e. pushes the atom
to the left, in the same direction as the electron flow). However, the force on
the central atom due to states in the discrete spectrum is almost zero, even
at larger biases. The reason for this behavior is that the amount of charge
localized around the central atom is almost constant in the applied bias, and
so the corresponding force is also constant [36].

Figure 2(a) through (c) shows the force on specific atoms in silicon wires
composed of varying numbers of atoms, while Fig. 2(d) shows the average
force on the total wires. It is difficult to extract overall trends from Figs. 2(a)
through (c), although it is interesting to note that the second atom from the
left (labeled Si2) is consistently the atom that experiences the greatest force.
Figure 2(d), however, follows an obvious trend: the average force saturates
with increasing number of atoms. This comes from the fact that, as the length
of the wire increases, the boundary effects due to the electrodes become less
important. This result suggests that longer wires are more difficult to break
under current flow, an important factor to consider in nanoscale devices.

6Note that this definition of “direct force”, and corresponding “wind force”, is
not universal in literature. For a discussion of the various definitions, see [38].
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Fig. 1. Different contributions to the total force for each of the three atoms com-
posing a silicon wire, as a function of bias. See text for details. Reprinted figure
with permission from [36]. Copyright 2003 by the American Physical Society

3 Shot Noise

In this section we will discuss steady-state current fluctuations that occur due
to the quantization of charge. Shot noise is quite distinct from (equilibrium)
thermal noise and is generally unavoidable, even at zero temperature [41].

We will first derive an expression of shot noise in terms of single-particle
wavefunctions. In order to do so, let us write the field operator for electrons
Ψ̂ as combination of a field operator due to electrons incident from the left,
and one due to electrons incident from the right [32,42]

Ψ̂ = Ψ̂L + Ψ̂R . (11)
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Fig. 2. Total force on each atom in atomic wires consisting of (a) two, (b) three, and
(c) four silicon atoms. The inset shows a schematic of the wire that is composed
of two silicon atoms. (d) The average force on each wire. Reprinted figure with
permission from [36]. Copyright 2003 by the American Physical Society
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We can further expand each of these field operators into the single particle
wave functions (5):

Ψ̂L(R) =
∑
E

e−iωta
L(R)
E Ψ

L(R)
E (r,K‖) . (12)

Again, we have used K‖ to denote the component of the electron’s incident
momentum that is parallel to the surfaces of the electrodes.7

The coefficients aL(R)
E are the annihilation operators for electrons incident

from the left (right) reservoir. These operators satisfy the usual anticommu-
tation relation {aφ

E , a
χ†
E′} = δφχδ(E − E′), where φ, χ = R,L. We will again

assume that the electrons coming from the left (right) reservoir are in local
thermal equilibrium at a temperature Te far away from the junction, so that
their statistics are given by the Fermi-Dirac distribution function fL(R)

E , i.e.

〈aφ†
E a

χ
E′〉 = δφχδ(E − E′)fφ

E (13)

=
δφχδ(E − E′)

e[E−EF φ]/kBTe + 1
. (14)

Using the field operator (11), we can define the current operator

Î(z, t) = −i
∫

dY

∫
dK‖(Ψ̂ †∂zΨ̂ − ∂zΨ̂

†Ψ̂) . (15)

In the limit of zero temperature, the Fermi distribution reduces to a step
function; if we again assume the chemical potential in the right reservoir
EFR is higher than the chemical potential in the left reservoir EFL, then at
zero temperature the average value of the current is just

〈Î〉 = −i
∫ EFR

EFL

dE
∫

dY

∫
dK‖Ĩ

R,R
E,E , (16)

where
Ĩφ,χ
E,E′ = (Ψφ

E)∗∇Ψχ
E′ −∇(Ψφ

E)∗Ψχ
E′ , (17)

and ∗ denotes complex conjugation.
We define shot noise as the Fourier transform of the electric current

autocorrelation function in the limit of zero frequency and zero tempera-
ture [41,43]:

2πS(ω) =
∫

dt eiωt〈∆Î(t)∆Î(0)〉 , (18)

where the excess current operator ∆Î(t) is equal to Î(t)−〈Î〉. The evaluation
of this expression is quite cumbersome and therefore we do not include it here.

7The presence of the nanojunction causes K‖ to cease to be a good quantum
number; we still use it here as a “label” to enumerate scattering states.
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We only mention that we need to evaluate terms of the form 〈Â4Â3Â2Â1〉,
where the Âi’s are raising and lowering operators. We can evaluate these
terms with the Bloch-De Dominicis theorem [44]:

〈Â4Â3Â2Â1〉 = 〈Â4Â3〉〈Â2Â1〉 + η〈Â4Â2〉〈Â3Â1〉 + η2〈Â4Â1〉〈Â3Â2〉 , (19)

where η = −1 for fermions, and +1 for bosons. The end result is

S(ω) =
∑

φ,χ=L,R

∫
dEfφ

E+ω(1 − fχ
E)
∫

dY 1

∫
dK1Ĩ

φχ
E+ω,E

∫
dY 2

∫
dK2Ĩ

χφ
E,E+ω .

(20)
In the limit of zero frequency and zero temperature, (20) reduces to [32,42]

S =
∫ EFR

EFL

dE
∣∣∣∣
∫

dR

∫
dK ĨLR

E,E

∣∣∣∣
2

. (21)

This is the desired expression relating shot noise to single-particle wavefunc-
tions8.

In the case of uncorrelated electrons, the magnitude of the shot noise
becomes SP = 2eI, where e is the electron charge, and I is the dc current. This
corresponds to the noise of a series of incident particles, the time between the
arrivals of which follows a Poissonian distribution function. For this reason,
SP is sometimes called the Poisson value for the shot noise [41,46]. In general,
however, the magnitude of the shot noise will be less than the Poisson value.
A relative measure of noise is therefore the Fano factor F , defined as the ratio
between shot noise S and the Poisson limit SP.

We are now ready to discuss an example of noise properties of a nanoscale
junction. We again look at the properties of a junction formed by a short
wire of silicon atoms between two bulk electrodes. Other examples of noise
in atomic-scale systems can be found in [42] and [32].

Figure 3 shows the results of conductance and Fano factor for such a
system for a bias of 0.01 V. We first notice that the Fano factor is strongly
nonlinear as a function of bias. It is also considerably enhanced for very short
wires due to the large contribution from the metal electrodes. In addition,
the Fano factor oscillates as a function of number of silicon atoms. The con-
ductance shows a similar but opposite oscillatory trend. Both the noise and
conductance oscillations are due to the fact that a Si wire made up of an
even number of atoms has fully-occupied π orbitals, while a wire made up of
an odd number of atoms has a half-filled π state at the Fermi level [47].

Other interesting properties of shot noise in nanoscale systems include its
dependence on contact geometry and interwire interactions [32]. We refer the
reader to the original papers for a discussion of these effects.

8As for the current, this expression can be reduced to the well-known result
S = VB

π

∑
n Tn(1 − Tn) [45] if the transmission probabilities Tn of each mode are

extracted from the scattering wavefunctions; see [32].
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Fig. 3. Fano factor and conductance for a nanojunction composed of different
numbers of silicon atoms. Reprinted figure with permission from [42]. Copyright
2003 by the American Physical Society

4 Local Heating

Local heating occurs when electrons in a current-carrying wire exchange en-
ergy with phonons [48–52]. Accordingly, there are four main processes that
contribute to local heating in the junction:

1. Cooling processes in which an electron incident from the left absorbs a
phonon, which we will denote by the superscript L, 1;

2. Heating processes in which an electron incident from the left emits a
phonon, denoted by the superscript L, 2;

3. Cooling processes in which an electron incident from the right absorbs a
phonon, denoted by the superscipt R, 1; and

4. Heating processes in which an electron incident from the right emits a
phonon, denoted by the superstcript R, 2.

The power generated in a nanoscale junction is given by the sum of the
average power generated by those four processes, summed over all possible
vibrational modes:

W avg.
tot =

∑
vib.modes

(〈WR,2〉 + 〈WL,2〉 − 〈WR,1〉 − 〈WL,1〉) (22)

In addition to the above processes, cooling occurs due to dissipation of
energy in the bulk electrodes.9 In order to evaluate the power generated
by each of those processes, we first need to consider the full many-body
Hamiltonian of the system:

9We assume here that at those biases when current-induced forces are large
heating is small. This is generally true if dissipation into the bulk electrodes is
efficient [53].
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H = Hel +Hion +Hel−ion (23)

Here, Hel is the electronic Hamiltonian (including electron-electron effects),
Hion is the ionic Hamiltonian, given by

Hion =
N∑

i=1

P 2
i

2Mi
+
∑
i,j

Vion(Ri − Rj) , (24)

and Hel−ion is the electron-ion interaction,

Hel−ion =
∑
i,j

Vel−ion(ri − Rj) . (25)

P i, Mi and Ri denote the momentum, mass and position of the ith ion (out
of a total of N ions), while ri denotes the position of the ith electron.

We assume that each ion executes a small vibration about its equilibrium
position R0

j so that its diplacement is given by Qj = Rj − R0
j . We can

decouple these ionic vibrations by introducing normal coordinates {qjβ} so
that the αth component (α = x, y, z) of Qi is given by

(Qi)α =
N∑

j=1

3∑
β=1

Aiα,jβqjβ . (26)

The coefficients Aiα,jβ obey the orthonormality relations
∑

i,αMiAiα,jβ

×Aiα,j′β′ = δjβ,j′β′ . We now can solve this problem in the usual way by
introducing boson creation and annihilation operators b†jβ and bjβ for the
(jβ)th mode; the creation and annihilation operators obey the commuta-
tion relation [bjβ , b

†
j′β′ ] = δjβ,j′β′ . With this transformation, the total ionic

Hamiltonian is just the sum of the Hamiltonians for each normal mode:

Hion =
∑
j,β

(
b†jβbjβ +

1
2

)
ωjβ (27)

Next, much like in Sect. 3, we expand the field operator for the electrons
into a part that describes electrons incident from the left, and a part that
describes electrons incident from the right: Ψ̂ = Ψ̂L + Ψ̂R.

We now express Hel−ion in terms of the fermionic and bosonic creation
and annihilation operators [48]:

Hel−ion =
∫

dr
∑

i

Vel−ion(r − Ri) (28)

=
∫

dr
∑

i

Qi · ∇RVel−ion(r − R0
i ) +O(Q2) (29)

=
∑
ϕ,χ

∑
E1,E2

∑
iα,jβ∈vib.

√
1

2ωjβ
Aiα,jβJ

iα,ϕχ
E1,E2

aϕ†
E1
aχ

E2
(bjβ + b†jβ) ,(30)
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since we have (Qi)α =
∑

jβ∈vib.Aiα,jβ

√
1

2ωjβ
(bjβ + b†jβ). The electron-

phonon coupling constant is given by

J iα,ϕχ
E1,E2

=
∫

dr

∫
dK‖Ψ

φ∗
E1

(r,K‖)
∂

∂Rα
V ps(r,R0

i )Ψ
χ
E2

(r,K‖) , (31)

where V ps(r,R0
i ) denotes the pseudopotential due to the ith atomic core. It is

interesting to note that, unlike the equilibrium case, in a current-carrying wire
the electron-phonon coupling constant depends on two types of stationary
states: left- and right-moving states.

We now assume that after continous exchange of energy, both the elec-
tronic and phonon subsystems have reached a steady-state temperature and
therefore assign a temperature Te to the electron gas, and a temperature Tω

to the phonons (see schematic in Fig. 4), so that the statistics of the phonons
in the junction can be described by the Bose-Einstein distribution:

gjβ =
1

e[njβ+ 1
2 ]ωjβ/kBTω − 1

, (32)

where Tω is the local temperature of the junction, and njβ is the occupation
number of the (jβ)th mode.

We can now use the Fermi’s Golden Rule to infer rates of phonon emission
and absorption, and thus explicitly evaluate (22) [48–50]. Accordingly, the

Fig. 4. Molecular junction undergoing local heating as a result of transport. The
electron gas has a temperature Te, and the phonons a temperature Tω
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transition rate from an initial state |i〉 to a final state |f〉 is

Rjβ = 2π|〈i|Hjβ
el−ion|f〉|2δ(Ef − Ei − ωjβ) . (33)

Here, we are only considering the transition rate for an electron interacting
with the (jβ)th mode, and so we have defined Hjβ

el−ion to be the (jβ)th term
in the Hel−ion Hamiltonian (see (30)).

Let us consider the case where an electron incident from the right emits a
phonon. In this context, |i〉 denotes the (jβ)th mode in its original state, and
|f〉 denotes the same mode after excitation to a higher occupation number.
We can therefore evaluate the statistical average of the square of the matrix
element of the Hamiltonian in (33) to obtain

〈
∣∣∣〈i|Hjβ,R,2

el−ion |f〉
∣∣∣2〉

=

∣∣∣∣∣
∑
iα

√
1

2ωjβ
Aiα,jβJ

iα,LR
E−ωjβ ,E

√
(1 + 〈gjβ〉)fR

E (1 − fL
E−ωjβ

)

∣∣∣∣∣
2

. (34)

Note that the 1 that is added to gjβ corresponds to spontaneous emission.
The power emitted by right-incident electrons into vibrational modes that

undergo transitions from a state with energy Ei to a state with energy Ef is
simply

wR,2
jβ (Ei, Ef ) = (Ef − Ei)Rjβ (35)

= 2π
∣∣〈i|Hjβ

el−ion|f〉
∣∣2(Ef − Ei)δ(Ef − Ei − ωjβ) . (36)

The total power emitted by right-incident electrons to the (jβ)th mode is the
sum over all initial and final states:

WR,2
jβ = 2

∑
Ei

∑
Ef

wR,2
jβ (Ei, Ef ) (37)

= 2
∑
Ei

∑
Ef

2π
∣∣〈i|Hjβ

el−ion|f〉
∣∣2(Ef − Ei)δ(Ef − Ei − ωjβ) (38)

= 2
∫

dEiD
R
Ei

∫
dEfD

L
Ef

2π
∣∣〈i|Hel−ion|f〉

∣∣2
× (Ef − Ei)δ(Ef − Ei − ωjβ) (39)

= 4π
∫

dEiD
R
Ei
DL

Ei−ωjβ

∣∣〈i|Hel−ion|f〉
∣∣2ωjβ , (40)

where we have multiplied by a factor of 2 due to spin degeneracy. In taking
the continuum limit, we have introduced DR(L)

E , which is the partial density
of states of electrons moving to the right (left) with energy E.

Finally, the total power emitted by right-incident electrons to the (jβ)th

mode is therefore
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Fig. 5. Absolute magnitude of the power due to electron-phonon interactions as a
function of Tω. The intersection of the two curves gives the steady-state temperature
of the junction

〈WR,2
jβ 〉 = 2π[1 + 〈gjβ(njβ)〉]

∫
dE
∣∣∣∣
∑
iα

Aiα,jβJ
iα,LR
E−ωjβ

∣∣∣∣
2

× fR
E (1 − fE−ωjβ

)DR
ED

L
E−ωjβ

. (41)

Similar considerations apply to all other processes that contribute to (22).
The local temperature of the junction Tω is evaluated (at a fixed electronic

temperature Te) when the total power (22) is zero. This is illustrated in
Fig. 5 where the magnitude of the sum of the heating processes is plotted on
the same graph as the magnitude of the sum of the cooling processes as a
function of Tω. The point where the two curves intersect is the steady-state
temperature of the nanojunction.

Let us now discuss two examples. We first neglect cooling due to dissi-
pation into the electrodes. Figure 6 shows the steady-state temperature as a
function of applied bias for two different nanojunctions, a gold point contact
and a molecular junction. We note that local heating occurs when a certain
threshold bias is reached. This is because a given vibrational mode cannot be
excited unless the incident electron is energetic enough to supply the requisite
amount of energy; that is, V (crit.)

Bias = min{ωiα}. The onset bias for heating is
in good agreement with experimental observations in the gold point-contact
case [54]. Once the threshold bias is reached, however, the local temperature
of the junction rises quickly, since cooling processes cannot effectively com-
pensate for heating processes. Note that, in this case, very large temperatures
can be reached at very small biases.
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Fig. 6. Steady-state temperature as a function of applied bias for two different con-
tact geometries: a molecular junction, and a single gold atom contact. A schematic
of the contact geometry is shown as an inset for each case. For both contact geome-
tries, the nanojunction is not in thermal contact with the bulk electrodes. Reprinted
with permission from [48]

This is in contrast to Fig. 7, which depicts the same process, but with
an important difference: the nanojunction and contacts are now assumed
to be thermally coupled with each other, i.e. energy can be dissipated into
the bulk electrodes. In order to estimate this energy transfer we use the
following expression for elastic phonon scattering between a bulk material
A in contact with another bulk material B via a weak mechanical link (the
nanojunction) [55]:

Ith = 4πK2

∫
dε εNA(ε)NB(ε)[g(TA, ε) − g(TB, ε) , (42)

where g(TA(B), ε) is the Bose-Einstein distribution at a temperature TA(B)

and energy ε and NA(B) is the phonon spectral density of states of surface
A(B) [55]. The weak mechanical link is modeled via a harmonic oscillator
with stiffness K.

Applying (42) to our case we obtain the results of Fig. 7 [48]. Notice
that the bias scale in Fig. 7 is much different than the one in Fig. 6, i.e. the
majority of heat generated in the junction is dissipated into the bulk elec-
trodes. However, in real devices poor thermal contact between the junction
and the electrodes can actually occur, as can localized phonon modes within
the junction which have low coupling with the continuum of modes of the
bulk electrodes [50]. Such instances can lead to very large local temperatures
in the junction with consequent structural instabilities [48,50,53]. Such insta-
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Fig. 7. Steady-state temperature as a function of applied bias for the same geome-
tries as in Fig. 6, where the dashed line corresponds to the molecular junction,
and the solid line corresponds to the gold point contact. Dissipation into the bulk
electrodes is taken into account. Reprinted with permission from [48]

bilities have been actually observed in metallic point contacts [56] and may
be responsible for the low yield in fabricating molecular junctions [57].

5 Inelastic Conductance

In addition to local heating, electron-phonon coupling can yield a lot of in-
formation on the internal structure of nanoscale junctions: discontinuities in
the conductance can occur when the energy of incident electrons becomes
large enough to excite different vibrational modes of the junction.

In order to calculate the inelastic current, let us consider the case of an
electron incident from the right. By treating the electron-phonon interac-
tion as a perturbation, the total wavefunctions of the (electron plus phonon)
system can be written in terms of the states |ΨR

E ;niα〉 = |ΨR
E 〉 ⊗ |niα〉. The

wavefunction of the system, including electron-phonon interactions is there-
fore (to first order): |ΦR

E ;niα〉 = |ΨR
E ;niα〉+|δΨR

E ;niα〉, where |δΨR
E ;niα〉 is the

leading-order change in the wavefunction due to electron-phonon interaction.
We can then calculate the leading correction to the total wavefunction:

|δΨR
E ;njβ〉 = lim

ε→0+

∑
φ′=L,R

∑
j′,β′

∫
dE′Dφ′

E′

× 〈Ψφ′

E′ ;nj′β′ |Hel−ion|ΨR
E ;njβ〉|Ψφ′

E′ ;nj′β′〉
ε(E,njβ) − ε(E′, nj′β′) − iε

. (43)
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Once again, DL(R)
E is the partial density of states for electrons incident from

the left (right). ε(E,njβ) = E+(njβ+ 1
2 )ωjβ is the energy of state |Ψφ

E ;njβ〉.10
Using the identity limε→0

1
z−iε = P ( 1

z ) + iπδ(z), where P (x) denotes the
principle value of x, together with the matrix element that leads to (34), we
obtain

|δΨR
E ;njβ〉 = iπ

∑
iα

√
1

2ωjβ
Aiα,jβ

[
DL

E+ωjβ

√
〈g(njβ)〉fR

E (1 − fL
E+ωjβ

)

×J iα,LR
E+ωjβ

|ΨL
E+ωjβ ,E ;njβ − 1〉

+ DL
E−ωjβ

√
(1 + 〈g(njβ)〉)fR

E (1 − fL
E−ωjβ

)

× J iα,LR
E−ωjβ

|ΨL
E−ωjβ ,E ;njβ + 1〉

]
(44)

The brackets 〈 〉 denote a statistical average. The analagous expression for
|δΨL

E ;njβ〉 is obtained by simply interchanging all R’s with L’s.
As an axample let us assume that the electronic temperature Te is equal

to zero. In that case, for an external bias V = EFL − EFR, only normal
modes with energies ωjβ < V can be excited. (Again, we are assuming the
left electrode is positively biased.) Furthermore, if we assume negligible local
heating, and that the few excited phonons decay on a short time scale, then
we have 〈g(njβ)〉 = 0. In this case, the inelastic contribution to the current
is:

δI = −i
∫ EFR

EFL

dE
∫

dR

∫
dK‖

[
(δΨR

E )∗∂zδΨ
R
E − ∂z(δΨR

E )∗δΨR
E

]
. (45)

In Fig. 8 we plot the inelastic conductance of a molecular junction. It
is evident that only specific modes with large longitudinal component (with
respect to the direction of current flow) dominate the inelastic conductance,
while modes with large transverse component contribute negligibly. In ad-
dition, it is shown in [58] that inelastic current-voltage characteristics are
quite sensitive to the structure of the contact between the molecule and the
electrodes thus providing a powerful tool to extract the bonding geometry in
molecular wires.

10Since the electron-phonon coupling is small for the systems considered here, we
assume the energy E is the unperturbed electronic energy, i.e. the elastic correction
to the electronic energy is negligible.
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Fig. 8. Magnitude of the differential conductance through a molecular junction
made of a benzene-dithiolate molecule. The dashed line gives the derivative of the
differential conductance, while the insets illustrate the major longitudinal phonon
modes Reprinted with permission from [58]. Copyright 2004 American Chemical
Society

6 Conclusions

We have presented a review of several current-induced effects in nanoscale
conductors and their description at the atomic level. These effects provide a
wealth of information on the transport properties of atomic and molecular
junctions beyond the value of the average current. In addition, their under-
standing is paramount to the possible application of nanoscale systems in
electronics.
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Abstract. We discuss current- and noise-spectroscopy of small molecules weakly
coupled to electrodes using master equations. The Coulomb interaction and size
quantization effect on the molecule restrict the transport to the tunneling of single
electrons. We consider situations where orbital-, spin- or vibrational excitations
localized on the molecule play a role or even dominate the transport. For each case,
we analyze mechanisms which lead to negative differential conductance (NDC) and
even total suppression of the current. The shot noise is shown to provide additional
information due to its sensitivity to asymmetries in state- and electrode- specific
tunnel couplings. Combined current-noise spectroscopy could be very useful for
characterization of experiments.

1 Introduction

Non-linear electron transport through small molecules weakly coupled to elec-
trodes and with coupling to a gate electrode has been realized in many recent
experiments [1–5]. The control of transport via the gate voltage is an advan-
tage of the electromigration technique [6] over other measurement setups. It
is an essential tool for identifying the nature of non-linear conductance res-
onances [7]. Since excitations of different charge states shift differently with
the gate voltage detailed information about the molecular states involved and
coupling to the electrodes can be extracted. One of the main challenges in this
field is the study of the many types of excitations localized on the molecule
(electronic/orbital, spin, vibrational) under strongly non-equilibrium trans-
port conditions due to the applied bias voltage. Low voltage phenomena such
as Kondo-tunneling related to spin- and/or orbital degeneracy are also of in-
terest but will not be considered here. In all these situations Coulomb interac-
tions provide a large, important energy scale. We consider here molecules with
size up to a few nanometers, which are considered as a “zero-dimensional”
object, i.e. all quantum mechanical states are localized on the small object.
As it is the quantitative nature of these molecular states that determines
the electronic transport we require an exact description within the effective
model chosen. This effective model must incorporate the degrees of freedom
deemed relevant for a particular transport situation and molecule. In longer,
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quasi one-dimensional molecules such as carbon nanotubes Coulomb interac-
tions give rise to interesting effects discussed in Chaps. 9 and 14 of this book.
We focus here on the situation where the molecule is weakly coupled to the
external controlled reservoirs (electrodes and light-sources [8]) and external
dissipative environments (mechanical or electromagnetic). Strong coupling
phenomena such as Kondo-tunneling are discussed in [9, 10] and the refer-
ences therein. We consider here only stationary non-equilibrium states re-
sulting from time-independent external signals. Effects that appear in driven
systems are discussed in Chap. 3. Neglecting Coulomb interactions one ex-
pects the tunneling current to increase with bias voltage since current con-
tributions from the independent “transport channels” can simply be added.
Coulomb interactions can prevent the simultaneous occupation of states on a
molecule, thereby correlating the spin- and/or orbital “channels” and making
states compete in the transport. Together with the Pauli principle they in-
troduce magnetic interactions between electrons within the molecule, thereby
effecting the transport through the total molecular spin. This can lead to two
possible surprises: the current does not change where one would naively ex-
pect it to change (Coulomb blockade, spin blockade, phonon blockade, Kondo
effect) or, the current changes where it is expected but in an opposite way
(i.e. negative differential conductance (NDC) or current peaks). In the lat-
ter case, mechanisms which can only become effective at some finite voltage
“trap” the molecule in a state from which it cannot easily escape. Such sit-
uations are the topic of this chapter. We first introduce the central ideas of
current and noise spectroscopy and its description using master equations in
Sect. 2. We then demonstrate how different types of excitations localized on
a molecule may strongly influence the transport. These can be orbital excita-
tions (Sect. 3), spin excitations (Sect. 4), or vibrational excitations (Sect. 5).
In Sect. 6 we demonstrate that by combining the current- and shot noise-
spectroscopy new insight can be gained in the transport effects discussed in
Sects. 3–5.

2 Tunneling Transport

2.1 Current and Shot-Noise Spectroscopy

In Fig. 1a we depict the basic setup and the main effects which we consider.
A small molecule is coupled by tunnel junctions to electrodes L,R and ca-
pacitively coupled to a gate electrode at potential Vg. The bias voltage is
applied symmetrically, µL = µ+ V/2, µR = µ− V/2.

The quantities of interest are the stationary current I and the shot noise
S in dependence on applied voltages. Let EN denote the ground-state en-
ergies for successive charge states of the molecule. At zero applied voltages
and low temperature T the number of electrons on the molecule is deter-
mined by the maximal N for which EN −EN−1 < µ. For a given sample and
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Fig. 1a. Molecular device: The ex-
tra electron strongly interacts with the
electrons which are present, and must
change the molecular spin precisely by
∆S = 1/2. The molecule may exchange
quantized vibrational energy with the
electron (springs) or dissipate energy
into the external environment

Fig. 1b. Stability diagram for V > 0:
lines indicate the resonance condition
for a transition between two ground
(full) or excited states (dotted) and
between one ground- and one excited
state (dashed) In the gray areas the
N = 0 or 1 ground state is stable and
the excited states play no role

molecule this value is usually unknown since it depends on many uncontrol-
lable details of the junction. By varying the gate voltage one uniformly shifts
EN − EN−1 ∝ Vg independent of N . One can simply search for the nearest
charge-degeneracy point EN+1 − EN = µ where an extra electron can enter
and leave the molecule without energy cost. Here a current can flow at low
bias. At low temperature the finite separation between subsequent degener-
acy points causes linear transport to be suppressed except for discrete values
of the gate voltage. The energy gaps are roughly determined by two ma-
jor energy scales related to the molecule. First, the electrostatic interaction
among electrons on the molecule gives a contribution ∝ N2 to EN . The cor-
responding extra energy required for electron addition is e2/(2C), where C is
the “capacitance” of the molecule (Coulomb blockade effect). Secondly, if the
extra electron will occupy an unoccupied orbital, the orbital energy difference
presents an additional energy barrier (size-quantization effect). Typical val-
ues of the addition energy gaps in experiments are 100 meV or larger. Recent
experiments [5] indicate that for molecules other contributions to the addition
energies show significant non-linear gate voltage dependence (in contrast to
quantum-dot “artificial atoms”). This provides additional detailed informa-
tion but in a first approximation can be neglected. At sufficiently high bias
voltage excited states start to contribute to the transport. Whereas ground-
state energies depend on robust features, excitations probe more detailed and
sensitive properties of the molecule. In Sects. 3–6 we will present examples
where such excitations dominate the transport completely. Here we show how
they appear in current spectroscopy. An intensity plot of the nonlinear con-
ductance dI/dV as a function of gate voltage Vg (or equivalently µ) and bias
voltage V provides a concise map of the energetic conditions for a change in
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the current (“stability diagram”). For symmetric junction capacitances the
energies of the molecular states are independent of the symmetrically applied
bias voltage and EN+1 − EN ∝ Vg. The current can change when an addi-
tional transition becomes allowed whereby an electron can enter the molecule
from the left electrode or exit the molecule to the right electrode. This occurs
whenever the bias voltage crosses a line in the (µ, V ) diagram with negative
or positive slope respectively. This situation is depicted in Fig. 1b near a
single charge-degeneracy point N = 0, 1 where the lowest excited states lie
at energies EN +∆N and ∆1 > ∆0. The excitation lines only appear in the
region where the ground-state transitions are already allowed, µL > E1 −E0

and E1 − E0 < µR.
The current-noise in dependence of V and Vg is of interest also. In contrast

to the mean value of the measured current, the time-dependent fluctuations
about this value can have various origins [11]. For experiments on nanostruc-
tured devices like molecules, the most dominant contribution to the current
noise is 1/f -noise associated with fluctuations of the applied bias voltage, for
example, induced by site fluctuations of atoms in the electrodes. The power
spectrum of this noise contribution decays typically as a power law with the
frequency f of the fluctuations. In addition to 1/f -noise, there is shot noise
that is due to the fact that the electronic charge is quantized in units of
−e. The shot noise is independent of the frequency to first order in f and
is strongly dependent on the details of the electronic transport through the
molecule [12]. It will therefore also change at the resonance lines Fig. 1b.
For simple systems, the shot noise S is proportional to the average current
S ∝ I. Therefore, one often presents the so-called Fano factor F = S/2eI.
The “poissonian value” of the shot noise F = 1 is reached, if the electrons
that make up the current are uncorrelated. “Sub-poissonian noise”, F < 1, is
generally expected for electrons due to Pauli exclusion principle [11]. E.g. for
transport through two symmetric potential barriers without electron-electron
interaction, one obtains F = 1/2. For transport through resonant tunnel-
ing diodes, one can observe “super-poissonian noise”, F > 1, above a bias
threshold where negative differential conductance (NDC) is observed. In such
situations, the electron transport is therefore noisy above the level one would
expect from uncorrelated electrons. The Fano-factor in dependence of the
voltages V and Vg thus is an important spectroscopic tool which contains
extra information about correlations of the tunneling electrons.

2.2 Master Equations Current and Shot-Noise

We consider the minimal transport model H = HM +
∑

rHr +HT incorpo-
rating the molecule (M), reservoirs r = L,R and the tunneling (T ):
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Hr =
∑
kσ

εkra
†
kσrakσr (1)

HT =
∑
kiσr

tri a
†
kσrciσ + h.c. (2)

We employ units � = kB = 1 and −e is the electron charge. The molecular
part HM is chosen to contain the various strong interactions on the molecule
which require an exact treatment. It will be discussed in detail in each section
below. Generally, it is expressed in a basis of single-electron operators ciσ for
orbitals on the molecule labeled by i and spin projection σ and operators re-
lating to relevant internal vibrational coordinates. After diagonalization we
can write HM =

∑
sEs|s〉〈s|, where the discrete molecular many-body states

have a summary label s which includes the total charge N , spin S, and other
possible quantum numbers. Equation (1) models the electrodes r = L,R as
non-interacting quasi-particle reservoirs which are fixed at electro-chemical
potential µr = µ± V/2 and temperature T . Here akσr are electron operators
of electrode r labeled by k and spin σ. The density of states in the electrodes
ρe is assumed to be flat around the Fermi-energy in order to focus on ef-
fects of the molecular part. This assumption may be too stringent for the
energy scales of typical molecular systems but we want to suppress effects
coming exclusively from the electronic structure of the electrodes. The tun-
neling term (2) describes charge transfer between electrode and molecule on a
very small time scale. The level dependent coupling strength is characterized
by the intrinsic line width Γ r

i = 2π|tri |2ρe. Γ = max Γ r
i denotes the overall

coupling strength (in units of energy) between electrodes and the molecule
and serves to define the current scale. The molecular states may additionally
be coupled to the electromagnetic field (photons) and/or a mechanical envi-
ronment which dissipate the energy accumulated on the molecule due to the
tunneling. Whereas this does not change the charge of the molecule, it does
have an effect on the non-equilibrium distribution of the molecular states and
may thereby strongly influence the current as we demonstrate in Sect. 3. We
do not explicitly discuss here the coupling to such bosonic reservoirs since
they are readily incorporated.

For the transport properties it is crucial to treat the strong Coulomb (and
possibly other) interactions on the small molecule exactly. We therefore treat
the tunneling to the reservoirs in a systematic perturbation theory in the
electrode-molecule tunneling (2). The small parameter is Γ/T , a ratio of two
time scales. 1/Γ is the typical time between two tunneling events and 1/T
is the time scale on which the excitations created in the reservoirs by each
of these tunneling events are thermalized. For Γ � T we have single-electron
tunneling: quantum-correlations between subsequent tunneling events [13] are
not important here. The corresponding lowest order perturbation theory in
Γ and couplings to dissipative environments leads to the master equations
for the occupation probabilities ps of molecular many-body states s. Ob-
viously, this approach is limited by the necessity to have sufficiently weak
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electrode-molecule coupling and/or high temperature. However, the impor-
tant non-equilibrium effects involving the strong molecular interactions are
captured correctly. Also, the results can be improved systematically by going
to higher orders in Γ . Finally, in interpreting many experiments the lowest
order result is at least the most useful starting point. Below we only sum-
marize the equations necessary to compute the current and shot noise in
lowest order perturbation theory in the coupling strengths Γ . Their system-
atic derivation using a diagrammatic technique has been discussed for the
current in [14, 15] and extended for the noise in [12], see also Chap. 3. As
the applied bias is static, the time derivative of the probabilities ps vanishes
in the stationary state. The stationary non-equilibrium probabilities psts are
uniquely determined by the transition rates Wss′ from state s′ to s (forming
a matrix W) through the stationary master equation Wpst = 0 together
with the normalization

∑
s ps = 1. The property

∑
sWss′ = 0 guarantees the

normalization of the distribution ps for arbitrary times and the existence of
a stationary state. We can then write

pst = (W̃)−1v , (3)

where matrix W̃ is identical to W but with one (arbitrarily chosen) row s0
replaced with (Γ, · · · , Γ ) and v is a vector, vs = Γδss0 . The transition rates
Wss′ , s = s′ (in the absence of bosonic coupling) are the sumWss′ =

∑
rW

r
ss′

of the Golden rule rates for the tunneling of an electron to/from electrode
r = L,R:

W r
ss′ = 2πρe

∑
σ

{
f+

r (Es − Es′)
∣∣∣∑i t

r
i 〈s|c

†
iσ|s′〉

∣∣∣2 Ns′ < Ns

f−r (Es′ − Es) |
∑

l t
r
i 〈s|ciσ|s′〉|

2
Ns′ > Ns

(4)

were f(x) = 1/(exp (x/T ) + 1) is the Fermi function, f+
r (x) = f(x − µr)

and f−r (x) = 1 − f(x − µr). The decay rates are Wss = −
∑

s′ 
=sWss′ . The
stationary current I = 〈Î〉 and the (zero-frequency) current-noise

S =
∫ ∞

−∞
dt〈δÎ(t)δÎ(0) + δÎ(0)δÎ(t)〉 (5)

are related to the current operator Î = (ÎR − ÎL)/2 and its fluctuation
δÎ(t) = Î(t) − 〈Î〉. We can use the symmetrized combination of currents
Îr = −ie

∑
ikσ(tri a

†
kσrciσ − h.c.) into electrode r = L,R since in the station-

ary limit 〈ÎR〉 = −〈ÎL〉. The current and the noise can be explicitly calculated
from the expressions

I =
e

2
eT WIpst (6)

S = e2eT
(
WIIpst + WIPWIpst

)
. (7)

The vector e is given by es = 1 for all s. The rates entering the current and
noise expressions are
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W I
ss′ = ±(WR

ss′ −WL
ss′), Ns ≶ Ns′ (8)

W II
ss′ =

1
4
(WR

ss′ +WL
ss′)(1 − 2 δss′) (9)

The matrix P is a “normalized propagator” [12] which to lowest order in Γ
can be expressed similar to (3)

P = (W̃)−1Q (10)

with Qss′ = (psts − δss′)(1 − δss0). It is of order Γ−1, thus leading to a non-
vanishing contribution of the second part in (7) even in lowest (first) order.
The inclusion of dissipative environments (photons, phonons) will only mod-
ify the rates W and thereby pst and P (cf. (3), (10)), the rates WI and WII

are not affected. Similar expressions for the calculation of current and noise
were derived by other means by Hershfield et al. in [16] and Korotkov in [17].

3 Electronic Excitations of a Benzene Ring

To calculate the tunneling current through a benzene ring, we extract an
effective model from electronic structure calculations. For benzene, transport
is assumed to be dominated by the π-electron system, but generalizations
are straightforward. We first perform Hartree-Fock calculations in a suitable
basis and then transform the Hamiltonian to the molecular orbital basis. We
then integrate out the σ electrons arriving at an effective interacting model
Hamiltonian for the π electrons in the presence of the atomic cores and the
“frozen” density of the σ electrons:

HM =
∑
ijσ

εijc
†
σicσj +

∑
ijklσσ′

Uijklc
†
σic

†
σ′jcσ′kcσl (11)

Operators c†σi, cσi create/destroy electrons of spin σ in orthogonalized
Wannier-like orbitals Φi, i = 1, . . . , 6 centered at the carbon atoms. While this
model neglects σ-π mixing for certain excited states of the molecule [18,19],
its parameters account for the detailed electronic structure of the molecule.
We compute the model parameters only once. This neglects the higher or-
der effect of electric field screening by σ electrons and its impact on the π
electrons, however, we fully include screening by the π electrons (see below).
We find that the low-energy spectrum of benzene obtained from the diago-
nalization of the effective Hamilton operator (11) compares favorably with
the spectrum directly obtained from accurate multi-reference configuration
interaction calculations [19, 20]. To account for the effect of an external po-
tential drop along the transport (x-)direction on the electrons we include an
external potential in the Hamiltonian:

Hbias = e
∑
ijσ

V ext
ij c†σicσj (12)



214 M.R. Wegewijs et al.

with V ext
ij =

∫
drΦi(r)V ext(r̂)Φj(r) and V ext(r̂) = [(µL + µR)/2e − (µL −

µR)/e] r̂x/L where r = 0 is the center of the molecule. The length over which
the external bias falls off is chosen L = 0.4 nm. The matrix elements V ext

ij

result from the same electronic structure calculation described above. We
exactly diagonalize the many-electron Hamiltonian (11) in the finite basis
(Wannier orbital per carbon site) to obtain the many-body eigenstates |s〉
with the corresponding energies Es.

Tunneling contact and relaxation. For simplicity, we assume that tunnel-
ing is only possible through two “contact” carbon atoms which we choose to
be at either the 1- and 4-(para-) positions or 1- and 3-(meta). When including
relaxation by radiative transitions, we use the dipole approximation with di-
pole transition moments di,j =

∫
drΦi(r)r̂Φj(r) obtained from the electronic

structure calculations. The corresponding transition rates are

W d
ss′ =

4e2

3c3
(Es − Es′)3n(Es − Es′) | < s|d|s′ > |2 (13)

where n(E) = 1/(eE/T − 1) denotes the equilibrium Bose function [N.B. for
emission Es −Es′ < 0 and n(−|E|) = −(1+n(|E|))]. We have chosen Γ such
that Γ � T ≈ 25 meV (room temperature) and that the maximum tunneling
rate Wss′ is about 0.15 meV (corresponding to 6 nA current). This is still
about a factor of 5 larger than the maximum of the relaxation rates W d

s,s′ .
However, the effect shown below does not depend on the ratio of rates within
reasonable ranges.
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Fig. 2a. Relevant neutral and anion
states: tunneling transitions and photon
emission

Fig. 2b. I − V characteristics with
(right) and without inclusion of bias
effect (left)

Transport: NDC and blocking state. Without the effect of the applied
field and radiative relaxation (solid line in left panel of Fig. 2b) the I − V
curve consists of a series of steps of which only a few are well resolved on this
scale. The first step is associated with the population of the first π∗ orbital
of molecule (molecular charge = −e), see Fig. 2a. An electron hops onto the
lowest available level and then hops off again. At slightly larger bias, a tran-
sition of the anion to the first excited state of the neutral molecule becomes
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possible, resulting in a slight increase of the current. If the bias is sufficiently
large this excited state may now accept another electron to populate higher
excited states of the anion or low-lying states of the di-anion, resulting in
a rapidly growing cascade of transitions between hundreds of states of the
system. In the model considered here the growth of this cascade leads to
quasi-ohmic behavior above 3.6 eV. In our calculation the first states of the
di-anion become occupied at about 4.5 eV. The inclusion of radiative tran-
sitions has a dramatic effect on the I − V curve (dashed line in left panel
Fig. 2b). We observe a collapse of the current over a substantial range of the
applied bias (2.1–3.4 eV). The reason for this collapse is the population of
a “blocking” state in the cascade of transitions that becomes possible when
excited states of the neutral molecule and anion become accessible. Above
approximately 2.1 eV bias an excited state of the anion at about 5.6 eV (see
Fig. 2a), becomes partially populated in the transport cascade. This state
can decay by photon emission to either a symmetric or an antisymmetric
many body state (with respect to the plane through the transport axis and
perpendicular to the molecular plane) of the anion. In the bias range of the
current collapse this state cannot decay by coupling to the leads, because the
lowest neutral states are symmetric and the tunneling preserves the symme-
try. Since there are no further radiative transitions possible on the molecule
in the stationary state, the probability of occupying the “blocking” state is
unity and the current ceases to flow. At a larger bias (3.4 eV) the system can
decay to the first antisymmetric excited state of the neutral molecule, which
can then decay further by photon emission. The solid line in the right panel
of Fig. 2b shows the I−V curve of the benzene with radiative relaxation and
with the effect of the external potential applied parallel to the transport axis.
The differential screening effects on all of the states in the cascade result in a
significant renormalization of the I − V curve since the various states couple
differently to the applied field. However, the current collapse still occurs, al-
though the voltage window is reduced. If we couple the right electrode at the
meta-position of benzene we find no current collapse with/without relaxation
or bias effect, see Fig. 2b, left panel, dash-dotted line. This can be readily
understood by the fact that at the meta-position the wave function of the
formerly blocking state is non-vanishing and electrons can tunnel out to the
right electrode. Consequently, we observe a series of current steps similar (but
not identical) to the case of coupling at the para-position without relaxation.

4 Spin Excitations of a [2 × 2] Grid Molecule

Single-molecular grid complexes [21] consist of rationally designed ligands
and metal-ions which arrange by self-assembly. Each metal-ion is located at
the contact point between two ligands, which provide a highly symmetric
ligand cage. Low-temperature intramolecular metal-ion spin coupling [22,23]
as well as the electrochemical properties where the charge was reversibly
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modulated [24] were successfully explained by considering the metal-ions and
ligands as weakly coupled components. It is known [25] that the ligands as
well as metal-ions can accept extra electrons, depending on synthetically
controlled chemical details. We analyze a phenomenological model for such
type of grid molecule consisting of four ions on a [2 × 2] grid connected by
four bridging ligands as depicted in Fig. 3. For simplicity, we assume the
metal-ion to exhibit a strong ligand field which splits the atomic d-shells into
two subshells, of which the lower one is filled and the upper one is empty. For
both ligands and metal-ions we retain one orbital per site but we account for
their different nature. The Hamiltonian HM = Ht +Hl +Hm captures these
features:

Ht =
∑
〈ij〉

∑
σ

tC†
iσcjσ + h.c. (14)

Hl =
∑

j

(εnj + unj↑nj↓ + vnjnj+1) + w
∑

j=1,2

njnj+2 (15)

Hm =
∑

i

(ENi + UNi↑Ni↓) (16)

Here cjσ, njσ = c†jσcjσ, nj =
∑

σ njσ and Ciσ, Niσ = C†
iσCiσ, Ni =

∑
σ Niσ

refer to orbitals on the ligands and metal-ions respectively which are num-
bered cyclically by j, i = 1, 2, 3, 4. The ligand-part of the Hamiltonian (15)
consists of an orbital energy ε, the short-range Coulomb repulsion terms
on the ligand (u) and between adjacent (v) and the opposite ligands (w).
Due to decreasing overlap with distance we have u > v > w, as is found
in experiments [24]. Hamiltonian (16) describes the metal-ion orbitals with
energy E and short-range interaction U on a single ion [d orbital overlap
between neighboring ions can be typically neglected]. Figure 3 indicates the
interactions schematically. The tunneling term (14) describes electron hop-
ping within the molecule between nearest neighbor (〈ij〉) ligand- and metal-
ion redox centers. We consider the case ε < ε + u < E < E + U where

Fig. 3. Grid molecule: small and large circles represent metal-ion and ligand
orbitals, respectively
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the first eight extra electrons will occupy four equivalent ligand centered
orbitals. Such a situation has been well-documented for a number of grid-
molecules [24]. The metal ligand charge-transfer (MLCT) barrier is assumed
to suppress the direct hopping of extra electrons on the ligands to unoc-
cupied metal-ions: ∆ = E − ε � |t|. However, fluctuations of the metal-
orbital occupations allow these extra electrons to hop between ligands via
intermediate metal-ion orbitals with an effective matrix element t′ = t2/∆.
We can eliminate the charge degrees of freedom on the metal-ion sites by
a Schrieffer-Wolff transformation [26] and obtain an effective 4-site model
HMeff = −

∑
〈jk〉
∑

σ t
′/2 c†jσckσ +Hl. Similar “ionic” or “double-shell” mod-

els have been studied in other contexts [10,27–29]. When neglecting the hop-
ping t′, the charging energies u > v > w dictate that the first electron reduces
one of the four ligands, say j = 1. The next one goes onto the opposite ligand
3 in order to minimize the Coulomb interaction. The next electrons reduce
the adjacent ligands 2 and 4. For the next four electrons, ligand orbitals are
doubly occupied in the same sequence. The gaps in the addition spectrum
w, 2v−w,w, u,w, 2v−w,w (extra energy required for the next electron) thus
directly relate to the geometrical features of the grid [24]. We have calcu-
lated the exact eigenstates of the effective model for charges N = 0− 8. The
tunneling current was calculated assuming that electrons enter the molecule
through two “contact” ligands, j = 1, 3. The variation of the ground-state
spin as successive electrons are added to the ligands depends on the ratio of
the short-range interaction strength and the hopping, u/t′, compared to a
threshold value r = r(v, w). The latter depends on the longer-ranged inter-
actions only. We now discuss the two possible situations which can occur.

Maximal-spin ground state. For two special charge numbers of the mole-
cule, N = 3, 5 the strong short-range Coulomb interaction u gives rise to
the well-known Nagaoka effect [30]. Due to the suppression of double occu-
pied ligand orbitals the set of lowest energy states must all have a single
hole/electron relative to the half-filled state N = 4. It can only maximally
gain kinetic energy when the background of the other electrons is fully spin
polarized due to the Pauli principle. This highly charge sensitive ferromag-
netic tendency competes with the antiferromagnetic spin coupling due to
superexchange processes between neighboring ligand orbitals via metal-ions.
For sufficiently large u and small t′ such that u/t′ ≥ r(v, w) the ground
state spin for N = 3, 5 has the maximal value S = 3/2 supported by the
extra electrons on the ligands. For even N the spin is S = 0 and for N = 1, 7
S = 1/2. The gap ∆ENag between the Nagaoka state and lowest excited state
is of kinetic origin: it saturates for large u to a value proportional to t′. The
hopping t′ thus has to remain moderate in order to have an observable effect.
Taking typical estimates for parameters [24], u ≈ 0.1eV = 4|t|,∆ ≈ 1eV ,
hence ∆ENag ≈ t′ = t2/∆ ≈ 0.1 meV ≈ 1K. In Fig. 4aa the differential
conductance exhibits spin-blockade of tunneling [31] due to the presence of a
maximal-spin ground-state at selected charge numbers. Transport involving
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groundstates with charge N = 2− 6 is completely blocked for small bias and
low temperature, T, V < ∆ENag and the Coulomb diamonds for N = 2−6 do
not close. Even though the ground state transitions are energetically allowed,
the rates are zero due the spin selection rule ∆S = 1/2.

5.38 5.39 5.4 5.41 5.42 5.43
Vg / t

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

V
 / 

t

N=2 N=3

6.53 6.54 6.55 6.56 6.57 6.58 6.59 6.6 6.61
Vg / t

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

V
 / 

t

N=3 N=4

Fig. 4a. dI/dV (Vg, V ) grayscale plot
(gray = 0, white/black ≷ 0) for u =
5t, v = 2.25t, w = t, ∆ = 20t, T =
2 10−4t

Fig. 4b. Same parameters as Fig. 4a
except u = 4.05t and around a differ-
ent charge degeneracy point

Maximal-spin excited state. If the Coulomb interaction u is too small for
fixed t′ to stabilize a maximal spin ground state, the total spin alternates
between S = 0 and S = 1/2 for even/odd number of electrons N . No spin
blockade occurs. However, depending on the gate voltage, NDC and even
complete current blocking can occur at finite bias voltage [31] when the Na-
gaoka state is the lowest spin-excitation at the special charge states N = 3, 5
(i.e. u/t′ � r(v, w)). The typical result is depicted in Fig. 4b. Near the charge-
degeneracy point two NDC lines (black) with negative slope appear which
are due to the low lying S = 3/2 Nagaoka state. At the lower NDC line
the Nagaoka excitation starts to populate the N = 4, S = 1 excited state
thereby reducing the current. The Nagaoka state itself can only be populated
via thermally activated tunneling. This indeed occurs already at low volt-
ages due to a spin-related asymmetry in the transition rates: the Nagaoka
state cannot decay to the N = 4, S = 0 ground state. Further away from
the degeneracy point (Vg/t � 6.56 in Fig. 4b), the lower NDC line turns into
a conductance peak. Simultaneously, the ground-state transition line below
it disappears. This is related to a complete population inversion among the
N = 3 molecular states: the Nagaoka excited state becomes fully occupied at
the expense of the S = 1/2 ground state. This already occurs at low voltage
in Coulomb blockade regime. The upper NDC line is caused by the occupa-
tion of the high lying maximal-spin state N = 4, S = 2 since it cannot decay
to states with one electron less and higher spin [31]. Only due the presence
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of the low-lying Nagaoka state S = 3/2 at N = 3 this state can be reached
already at low voltages.

5 Vibrational Excitations and Multiple Orbitals

We now consider a molecule with two electron-accepting orbitals i = 1, 2 with
energies εi (niσ = c†iσciσ, ni =

∑
σ niσ ):

HM =
∑

i=1,2

εini + ω
(
b†b+ 1/2

)
+ ω

∑
i=1,2

λini(b† + b) (17)

We have not written in (17) terms corresponding to the largest energy scale
in the problem, the short-range Coulomb interactions on and between the
orbitals (see Sect. 6). Here they can be taken into account correctly by ex-
cluding doubly occupied states (di-anion) from the many-electron basis states,∑

i ni ≤ 1, and accounting for spin degeneracy. We can then simply discuss
two charged electronic states, labeled by the occupied orbital i = 1, 2, with
excitation energy ∆ = ε2 − ε1 and a neutral state labeled i = 0. We consider
the situation where both charged states of the molecule couple to a single
internal vibrational mode with frequency ω and coordinate Q = (b+ b†)/

√
2

normalized to the nuclear zero-point motion by (Mω)−1/2 (M = nuclear
mass involved). Here b† excites the vibrational mode by one quantum ω.
When the molecule is charged by occupying orbital i = 1, 2 the harmonic
adiabatic potential for the nuclear motion shifts relative to the neutral state
by δQ =

√
2λi. The dimensionless Huang-Rhys factors [32] λi measure wether

the distortion of the nuclear equilibrium geometry is small (λi < 1) or large
(λi > 1) relative to the quantum fluctuations of the positions of the nu-
clei. The related energy scale is the increase in the elastic energy ωλ2

i if one
would keep the nuclear geometry fixed when adding an electron to orbital
i. We diagonalize the molecular Hamiltonian (17) by the standard Lang-
Firsov [33] unitary transformation U =

∏
i=1,2(Xi)ni ,Xi = e−λi(b

†−b) and
obtain H ′

M =
∑

i ε
′
ini + ω(b†b + 1

2 ). We will label the lowest of the renor-
malized energies, ε′i = εi − ωλ2

i , by i = 1 and the excited state by i = 2
i.e. by definition ∆′ = ε′2 − ε′1 = ∆ + ω(λ2

1 − λ2
2) > 0. Here we demonstrate

the most salient features which appear when the couplings are asymmetric,
λ1 � 1 � λ2, and the renormalized excitation energy is small,∆′ � ω. In this
limit the “bare” electronic excitation energy ∆ is comparable in magnitude
with the elastic energy change of the strongly coupled state 1, but oppo-
site in sign: ∆ ∼ −ωλ2

1 < 0. The electrode-molecule tunneling (2) now reads:
HT =

∑
kiσr t

r
iXia

†
kσr c̄iσ+h.c. Here c̄†iσ creates a polaron state i0 with vibra-

tional excitations iq, q = 1, 2, · · · . We assume tunneling rates independent of
orbital and electrode: Γ r

i = 2π|tri |2ρe = Γ . An electron entering the molecule
will induce all possible transitions 0q → iq′ due to the nuclear translation op-
erators Xi. The occupation probabilities pi

q, i = 0, 1, 2 (
∑

q

∑
i=0,1,2 p

i
q = 1)
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are calculated from the master (3) with transition rates

W r
iq←0q′ = Γ i

qq′f+
r (µi

q−q′), W r
0q←iq′ = Γ i

qq′f−r (µi
q′−q) (18)

Energy conservation for the transition iq′ ← 0q is incorporated through the
addition energies µi

q′−q = ε′i + (q′ − q)ω, which only depend on the change in
vibration number q′ − q. The linear shift of the levels ε′i with gate voltage is
accounted for by varying µ relative to µ1

0. The tunneling rates Γ i
qq′ depend on

both q and q′ individually through the Franck-Condon reduction factors [34]:
Γ i

qq′/Γ = Γ i
q′q/Γ = |〈q|Xi|q′〉|2 which are only appreciable for q, q′ ∼ λ2

i .
Since λ2

2 � 1, all transitions to state 2 which do not conserve the vibrational
number are exponentially suppressed with |q′− q|. The remaining transitions
with q = q′ all become allowed at the same energy. Since λ2

1 � 1, transitions
which change the vibrational number by as much as ∼λ2

1 are possible. The
envelope of the rapid variations of the rates with q, q′ varies on the scale
λ2

1 set by the elastic energy. Importantly, this envelope initially increases
exponentially for q, q′ � λ2

1. The resulting dI/dV (µ, V ) map Fig. 5a and I−V
curves Figs. 5c, 5d exhibit a rich structure due to the vibrational excitations.
For comparison we plot in Figs. 5c, 5d the analytic result we obtained in
the limit of complete relaxation of the vibrational distribution before each
tunneling event (due to some dissipative environment). The current shows a
finite gap ≥ ∆′ at any gate voltage, which signals the large change of the
ground state nuclear geometry upon charging the molecule. In the region
where the excited state 2 is not yet accessible, µ2

0 > µL > µ
1
0 and µ1

0 > µR in
Fig. 5b, the only allowed transitions 10 ↔ 00 have exponentially small Franck-
Condon factors, Γ 1

00 � Γ , leading to the current gap. At finite voltages above
the gap, V > ∆′, the order in which transitions become allowed depends on
the gate voltage and gives rise to basically three different situations labeled
I-III in Fig. 5b.

Ground state trapping (I). In the “fuzzy” region on the right in Fig. 5a,
µL > µ

2
0 and µ > µ2

0, a current could be expected to flow since 2q′ ↔ 0q

and 1q′ ↔ 0q are energetically allowed for several q, q′. Instead the current is
strongly suppressed. Due to the more positive gate voltage state 10 has more
transitions which populate it than those which “drain” it. One always returns
to the state 10 via a cascade of transitions such as 10 ↔ 00 ↔ 11 ↔ 01 ↔
· · · ↔ 1q−1 ↔ 0q−1 ↔ 1q ↔ 0q → 10 where the inverse of the last transition,
0q ← 10, is not allowed for sufficiently large q, see Fig. 5a. The rates of
these few extra transitions populating the state are exponentially larger than
all escape rates due to the Franck-Condon factors. This “feedback” loop of
transitions keeps state 10 fully occupied with increasing bias. This is the basic
mechanism whereby vibrational excitations dominate the transport.

Isolated region (II). The small diamond-shaped region in Fig. 5a isolated
at finite voltages ∆′ < V < 2ω is remarkable. Inside it the current is non-zero
and along its four defining boundaries the current is completely suppressed.
This region can be understood by considering the truncated set of states
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00, 01, 20, 21 and 10, see Fig. 5b. The current suppression at the low bias
side is due to Coulomb blockade and the Franck-Condon suppression factors
discussed above. Inside the region only the transitions 20 ↔ 00 ↔ 10 are
allowed and we find: p00 ≈ 1/5, p10 ≈ p20 ≈ 2/5. The transitions to and from
the charged state 20 are solely responsible for the current: I ≈ Γ 2

00p
2
0 ≈ 2/5Γ .

The strong current suppression defining the region at higher voltage occurs
when either 20 → 01 (NDC line with positive slope) or 00 → 21 → 01 (NDC
line with negative slope) becomes allowed. A second transition 01 → 10 can
then rapidly populate the state 10. The reverse transition 01 ← 10 is not
allowed at low temperature T � ∆′ − ω. This brings us back to the low-
current “fuzzy region” discussed above.

Current peak (III). Another remarkable feature is the current peak along
the resonance line µL = µ2

0 (white/black double line on the left in Fig. 5a).
Here state 20 becomes accessible and strongly competes with state 10 in a
small energy window. The current first rises as expected in Fig. 5d when
approaching from µL − µ2

0 ∼ −T since the small transition rate WL
20←00 has

already increased sufficiently to enhance the current over the low value ∼Γ 1
00

supported by the transitions 10 ↔ 00 alone. However, this transition rate
has not reached its maximum value Γ 2

00 � Γ 1
00. The “feedback” loops such

as 00 ↔ 20 ↔ 01 → 10 are not thus not relevant yet, since the vibrationally
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excited states are barely occupied. This is no longer the case at the falling
side of the peak, µL − µ2

0 ∼ T , where the vibrational distributions p2q, p
0
q

are sufficiently driven out of equilibrium. The “feedback” starts to trap the
molecule in the strongly coupled state 10 and reduces the current again,
producing a sharp peak in Fig. 5d. The current is completely suppressed
once the transition 00 → 21 also becomes allowed. All above strong NDC
effects are not possible in a single-orbital model [35] and its generalization to
degenerate orbitals [36] as long as the coupling to the vibration is voltage-
independent (compare [37]).

6 Current Noise (Shot Noise)

We discuss current and shot noise for the transport model (1) and (2), taking
a molecular Hamiltonian with two non-degenerate orbitals with excitation
energy ∆ = ε2 − ε1 (compare (15), (17)):

HM =
∑
iσ

εiniσ +
∑

i

uni↑ni↓ + vn1n2 , (19)

We consider electronic energy scales where the molecule can acquire 16 pos-
sible states: each orbital can be either unoccupied, occupied with spin ↑ or ↓,
or doubly occupied. We thus have to write explicitly the “on-site” Coulomb
interaction u and inter-orbital Coulomb repulsion v (implicitly included in
Sect. 5). The largest tunnel coupling Γ = max Γ r

i sets the current scale and
we consider the weak coupling regime with temperature T = 10Γ . The Fano
factor or noise-to-current-ratio F = S/2eI, provides additional information
about transport properties, not contained in the I − V characteristics alone.
Therefore, we are interested in studying its dependence on the various cou-
plings to the electrodes in order to draw conclusions about the size of these
parameters for a given experiment. For a single orbital model with interaction
u (i.e only i = 1 term in (19)) a comprehensive study of the shot noise and the
Fano factor is given in [12]. Here, we consider a situation where the compe-
tition of transport through the two molecular orbitals gives rise to NDC and
its connection to super-poissonian noise. We choose the energy parameters
of the molecule Hamiltonian as ε1 = 0.5eV, ε2 = 1.5eV, u = 3.5eV, v = 2eV.
Here εi is defined relative to µ for symmetric bias µr = µ ± V/2, r = L,R.
The molecule is uncharged at zero bias, since the addition energy to occupy
the first molecular orbital is ε1 = 0.5 eV (doublet D1). In contrast to the
single orbital system discussed in [12] we find an NDC regime, see Fig. 6a,
in dependence on the different coupling strengths between the molecular or-
bitals and the reservoirs, as was previously discussed in [38, 39]. The shot
noise behaves qualitatively similar to the current, the important quantitative
details are discussed in the following.

Current and NDC. If we choose equal tunnel couplings, Γ r
i = Γ (solid

line in Fig. 6a, with Γ = 2.5meV), we find that current and shot noise S
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increase, each time, as a new transport “channel” (controlled by the excitation
energies) opens. This leads to plateaus, separated by thermally broadened
steps. The first four plateaus are shown and discussed in the following. At
a bias voltage of 1V, sequential transport through the doublet D1 with one
electron on the lower lying orbital becomes possible. At 3V, additionally
transport through the doublet D2 opens up, with the upper orbital being
occupied with one electron. For a bias voltage above 5V, transport channels
with two or more electrons on the molecule open up. The different regions
of interest are labeled by Ii, Si with i = 0, 1, 2. All results in Figs. 6a, 6b
are normalized to the values Imax = e2Γ and Smax = e22Γ reached in the
large-bias regime (not indicated in the plots) for symmetric coupling.
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If now the coupling parameter ΓR
2 is reduced with respect to the other

couplings, the current and shot noise are suppressed in region 2. This results
in NDC at the threshold of 3V where the doublet D2 becomes relevant, see
Fig. 6a for ΓR

2 = 0.1Γ and 0.01Γ . The reason for the NDC is a combination of
the Pauli principle, Coulomb blockade and suppressed coupling, as discussed
in Sect. 3 and [38,40]. In our case, an electron, entering the upper molecular
orbital from the left electrode, cannot leave the molecule, if the coupling of
this orbital to the right electrode is entirely suppressed. Transport through
the lower molecular orbital is also not possible, since the simultaneous oc-
cupation of both orbitals is energetically forbidden in the considered bias
regime. The electron gets stuck in the upper molecular orbital blocking other
electrons from tunneling through the molecule. Consequently, the current col-
lapses. Since in lowest-order perturbation theory in Γ the plateau heights are
given by the coupling parameters only, we find, that for ΓR

2 < 2/3Γ NDC
can be observed, whereas the shot noise is suppressed below its lower bias
plateau only, if ΓR

2 < 0.1Γ . This difference can already give a rough idea
about the coupling strength ΓR

2 for a given set of current and noise mea-
surements. If the shot noise is sufficiently suppressed in the NDC region, a
peak in the shot noise appears around the resonance energy of the second
orbital. This peak is due to temperature induced fluctuations that in certain
situations enhance the shot noise over the surrounding plateau values (where
temperature fluctuations are exponentially suppressed). As the resonance is
approached from lower bias, within the range of temperature broadening the
noise “detects” the opening of the second transport channel and increases. If
the bias is beyond the resonance, the redistribution of occupation has taken
place and the noise is algebraically suppressed. The result is the observed
peak with a width that scales with temperature. However, the peak height is
only determined by the coupling parameters and is independent of the tem-
perature. For the considered model the current does not show such a peak,
as it usually decreases proportional due to the loss of occupation of the first
orbital, the transport channel with “good” coupling. However, see Sect. 5 for
situations where also peaks in the current can appear.

Fano factor, super-poissonian noise. The effect of NDC on the Fano factor,
which is given by F = S/2eI, is shown in Fig. 6b. At small bias, eV � T , the
noise is dominated by thermal noise, described by the well known hyperbolic
cotangent behavior which leads to a divergence of the Fano factor [11,41]. The
plateau for bias voltages below 1V (region 0) corresponds to the Coulomb
blockade regime, where transport is exponentially suppressed. In the regions 1
(2) transport through the state D1 (D2) is possible. The suppressed coupling
strength ΓR

2 does not affect the plateau height F1, whereas F2 reaches values
larger then 1, and up to 3 [39]. This “super-poissonian” noise (F > 1) is pre-
dicted for ΓR

2 < 0.44Γ . If the bias is larger then 5V tunneling through states
is allowed where both orbitals are occupied simultaneously, i.e. the molecule
can be doubly occupied. The Fano factor is sub-poissonian again (F < 1)
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in this regime. Comparing the Figs. 6a and 6b graphically allows one to de-
termine roughly the strength of the suppression of ΓR

2 . In general, however,
depending on the underlying energy parameters (giving the ordering of a se-
quence of plateaus) and the coupling parameters (giving their height) other
values for the Fano factor are possible. In the Coulomb blockade regime (re-
gion 0), for example, there can also be super-poissonian noise, if both orbital
energies lie below the equilibrium Fermi energy. Super-poissonian noise is also
possible for a single orbital, if the spin degeneracy is lifted by a magnetic field
(in the Coulomb blockade regime) or by ferromagnetic leads, see [42–45]. The
energy and coupling parameters can be fully determined only by considering
several transport regimes, e.g. by application of a gate voltage.

7 Conclusions

We have presented several examples of current suppression effects ultimately
related to Coulomb interactions on small molecules. We found that the de-
cay of electronic excitations on a conjugated molecular ring via spontaneous
emission can result in strong NDC and current collapse over a significant
voltage window. The emitted photon changes the symmetry of the electronic
state of the charged molecule and thereby switches off the current. The true
many-particle features and symmetry properties of the π electron-states of
the molecule were shown to be of central importance. For a grid type mole-
cule we have shown that interaction effects can lead to a charge-switchable
large molecular spin due to the Nagaoka mechanism. Such a maximal spin
state as ground-state (or low-lying excitation) shows up in spin-blockade of
the tunneling current (or NDC). The relevance of the Nagaoka mechanism in
the context of band-magnetism is limited by this extreme charge sensitivity.
In single molecule devices, one can modulate the total charge with single-
electron precision by a gate voltage [1,2] due to the Coulomb blockade effect.
Even more pervasive NDC effects were found for a molecule with two compet-
ing non-degenerate orbitals coupled to the same vibrational mode of a mole-
cule. The accumulation of vibrational energy eventually traps the molecule
in the state most strongly coupled to the vibration, reducing or even totally
suppressing the current. Interestingly, this vibration related NDC does not
require electrode- or electronic-state- specific asymmetries in the tunneling
rates nor complex many-particle spin-effects. It is due to the intramolecular
electron-vibration coupling and may therefore be more amendable to “mole-
cular engineering”. Finally, the analysis of the shot noise of the electronic
current revealed that it gives information about the various tunneling pa-
rameters that are difficult to control in experiments and hard (if at all) to
determine from the current alone. Current-noise spectroscopy can allow the
determination of a complete set of parameters for a given effective model.
This would lead to a much better characterization of experiments, and in
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turn make possible meaningful comparisons of experiments with the same
molecule but widely differing measurement setups.
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Abstract. Single-wall carbon nanotubes (SWNTs) constitute molecular wires with
remarkable electronic properties. Due to the special nature of their electronic bands,
SWNTs have been predicted to exhibit Tomonaga-Luttinger liquid (TLL) rather
than Fermi liquid behavior at low energy scales. We focus on the effects of electronic
correlations, treated within a TLL model, in a SWNT containing two impurities
defining a small island for electrons (i.e., a quantum dot). We present analytical
and numerical results for the linear conductance, obtained from a master equation
approach and dynamical quantum Monte Carlo simulations, respectively. The one-
dimensional character of transport is reflected in unconventional Coulomb blockade
features for temperatures smaller than the level spacing in the dot. In this regime,
TLL correlations among tunneling events require a generalization of the standard
uncorrelated sequential tunneling picture for intermediate barrier transmission and
strong interactions. In that case, correlated sequential tunneling processes can dom-
inate, which lead to a different temperature dependence of the peak conductance.
For sufficiently low temperatures, the simulations reveal a universal coherent reso-
nant tunneling regime for arbitrary barrier transmission.

1 Introduction

The startling properties of one-dimensional (1D) interacting electrons, first
pointed out by Tomonaga [1] and Luttinger [2], are generally referred to as
(non-chiral) Tomonaga-Luttinger liquid (TLL) behavior [3–5]. TLL physics
has moved into the center of attention in the mesoscopic physics community
after the successful demonstration of electrical transport experiments for a
variety of 1D materials, such as semiconductor quantum wires [6,7], fractional
quantum Hall edge states [8], and single-wall carbon nanotubes (SWNTs) [9].
An more general introduction into the structure of SWNTs is given in Chap.
13 of this book, including their synthesis and various tranport properties.
Beyond the study of fundamental physical aspects like many-body correlation
effects, etc., SWNTs also have promising applications in molecular electronics
and optoelectronics, see Chap. 14 in this book.

In this Chapter, we focus on electrical transport in SWNTs, which consti-
tute an important realization of molecular wires. Shortly after the theoretical
proposal of TLL behavior in nanotubes [10–13], which is briefly reviewed in
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Sect. 2 below, first experimental evidence for this peculiar many-body state
has been reported [14,15]. Those researchers found the expected TLL power-
law scaling of the tunneling density of states in SWNTs [12, 16]. In later
experiments [17, 18], transport through an intrinsic quantum dot formed by
a double barrier within the SWNT has been probed. Such a setup allows to
study the typical resonant or sequential tunneling effects for the case of leads
consisting of correlated electrons. A power-law scaling of the linear conduc-
tance maximum with temperature, i.e., Gmax ∼ Tα was found. However, the
observed exponent did not agree with the expected value αUST = 1/g − 2,
where the Luttinger parameter g < 1 describes the effects of electron-electron
interactions, see below. As it will be discussed below, the experimentally ob-
served exponent can be explained theoretically in terms of what has been
denoted as correlated sequential tunneling (CST) [17, 18]. This extends the
previously known uncorrelated sequential tunneling (UST) picture [16,19,20]
by systematically including higher-order correlated tunneling processes yield-
ing CST. The latter have been neglected in the previous UST treatment.

We also mention related experiments on SWNTs, where Fabry-Perot type
oscillations in the conductance of a nearly transparent double barrier were
observed [21–24]. Remarkably, it is possible to tune the barrier strength via
additional gates, and a crossover from Fabry-Perot behavior to sequential
tunneling (Coulomb blockade) peaks has been observed [24]. Throughout
this Chapter, we shall restrict ourselves to the most interesting case of a
symmetric double barrier, and we put � = kB = 1.

2 Electrical Transport in Individual SWNTs

In order to keep this Chapter self-contained, we first briefly outline why a
SWNT can be modeled by TLL theory, following [12]. In the second part of
this section, we then describe the double-barrier problem and comment on
its current theoretical understanding.

2.1 Field Theory of a Clean SWNT

The electronic properties of SWNTs essentially follow from the band struc-
ture of π electrons in a 2D graphene sheet. For graphene, one finds pre-
cisely two independent Fermi points αK with α = ± instead of a continuous
Fermi surface [9]. Up to energy scales E < D, with bandwidth D ≈ 0.5 to
1 eV, the dispersion relation around the Fermi points is highly linear and
forms a ‘Dirac cone’. Since the basis of the honeycomb lattice contains two
atoms, one has two sublattices p = ±, and hence two degenerate Bloch states.
In order to describe nanotubes, one then wraps the graphene sheet onto a
cylinder. This is an accurate procedure for not too thin SWNTs with radius
R � 5 Å, which are the object of our study. The Bloch states are then given
by ϕpα(r) = (2πR)−1/2 exp(−iαKr) for Fermi point α = ±. Here, r = (x, y)
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is defined on the respective sublattice p, and the Bloch functions live sep-
arately on each sublattice. Imposing periodic boundary conditions around
the circumference of the SWNT, the Dirac cone dispersion relation implies
a linear 1D dispersion relation for metallic SWNTs. Taking the x-axis along
the tube direction and 0 < y < 2πR around the circumference, transverse
quantization implies a factor exp(imy/R) (with integer angular momentum
m) in the wavefunction. The population of states other than m = 0 involves
a huge energy cost of the order vF /R ≈ D, where vF denotes the Fermi
velocity. Assuming that the SWNT is not excessively doped, one can thus
discard all transport bands except m = 0 in a low-energy description. Then
the nanotube forms a 1D quantum wire with only two spin-degenerate trans-
port bands intersecting the Fermi energy EF . The electron operator for spin
σ = ± is thus written as

Ψσ(x, y) =
∑
pα

ϕpα(x, y)ψpασ(x) , (1)

which introduces slowly varying 1D fermion operators ψpασ(x) that depend
only on the x coordinate. Neglecting Coulomb interactions for the moment,
we obtain two copies of a massless 1D Dirac Hamiltonian for each spin direc-
tion,

H0 = −vF
∑
pασ

p

∫
dx ψ†

pασ∂xψ−pασ . (2)

Therefore a perfectly contacted clean SWNT has quantized conductance
4e2/h.

Next we examine Coulomb interactions characterized by the potential
U(r−r′), whose detailed form depends on properties of the substrate, nearby
metallic gates, and the geometry of the setup. In the simplest case, bound
electrons and the effects of an insulating substrate are described by a dielec-
tric constant κ, and in the absence of external screening, we get

U(r − r′) =
e2/κ√

(x− x′)2 + 4R2 sin2[(y − y′)/2R] + a2z
, (3)

where az is the average distance between a 2pz electron and the nucleus.
Neglecting relativistic effects, electron-electron interactions are described by

HI =
1
2

∑
σσ′

∫
dr

∫
dr′ Ψ †

σ(r)Ψ †
σ′(r′)U(r − r′)Ψσ′(r′)Ψσ(r) , (4)

which can be reduced to a 1D form by inserting the expansion (1). We can
then exploit the large arsenal of theoretical methods readily available for
1D models [4]. The result looks complicated, but can be simplified consider-
ably by exploiting momentum conservation. Usually SWNTs are intrinsically
doped, such that Umklapp processes can be ignored. Then only forward and
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backward scattering processes are allowed. In passing, we note that the role
of umklapp scattering in a TLL in presence of a periodic potential has been
studied in [25]. Using a 1D potential

V0(x− x′) =
∫ 2πR

0

dy

2πR

∫ 2πR

0

dy′

2πR
U(r − r′) , (5)

which can be explicitly evaluated for the interaction (3) [12], the forward
scattering interaction potential reads V0(x) + δp,−p′δVp(x). The term

δVp(x) =
∫ 2πR

0

dydy′

(2πR)2
[U(x+ pdx, y − y′ + pdy) − U(x, y − y′)] (6)

is only present if r and r′ are located on different sublattices. Here d is
the shift vector between sublattices. Thereby important information about
the graphene lattice structure is kept even within the low-energy continuum
approximation. Since V0(x) treats both sublattices on equal footing, the re-
sulting part of the forward scattering interactions couples only the total 1D
electron densities,

H
(0)
I =

1
2

∫
dxdx′ ρ(x)V0(x− x′)ρ(x′) , (7)

where the 1D density is ρ =
∑

pασ ψ
†
pασψpασ. This part of the interaction

dominates in practice and implies TLL behavior. Notice that it is connected
to the long-ranged tail of the Coulomb interaction. All the remaining in-
teractions are linked to short-ranged processes, which in turn are averaged
over the circumference of the tube. Hence their amplitude is proportional to
1/R, and is below argued to cause at worst exponentially small gaps. For
|x| � a, where a = 0.246 nm is the graphene lattice spacing, one sees easily
that δVp(x) is negligible. However, for |x| ≤ a, an additional term beyond
(7) arises. At those length scales, the difference between inter- and intra-
sublattice interactions could matter. A microscopic consideration then finds
the additional forward scattering term [12]

H
(1)
I = −f

∫
dx

∑
pαα′σσ′

ψ†
pασψ

†
−pα′σ′ψ−pα′σ′ψpασ , (8)

where f/a = γfe
2/R. An estimate for armchair SWNTs yields γf ≈ 0.05

[12]. A similar reasoning applies to backscattering, where the presence of an
oscillating phase factor implies an effectively local interaction again,

H
(2)
I = b

∫
dx

∑
pp′ασσ′

ψ†
pασψ

†
p′−ασ′ψp′ασ′ψp−ασ . (9)

Taking the interaction (3), b/a = γbe
2/R with γb ≈ γf .
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Further progress is possible using the bosonization approach [4]. For that
purpose, we perform a unitary transformation of the non-interacting Hamil-
tonian (2) into the form of the 1D Dirac model by switching from sublattice
states (p = ±) to right- and left-movers (r = ±). Then a bosonization for-
mula [4,10–12] applies, with four bosonic phase fields θa(x) and their canon-
ical momenta Πa(x). These four channels follow from combining charge and
spin degrees of freedom as well as symmetric and antisymmetric combina-
tions of the two Fermi points, a = c+, c−, s+, s−. The bosonized form of H0

and H(0)
I is

H0 =
∑

a

vF
2

∫
dx
[
Π2

a + g−2
a (∂xθa)2

]
, (10)

H
(0)
I =

2
π

∫
dxdx′∂xθc+(x)V0(x− x′)∂x′θc+(x′) . (11)

The bosonized form of H(1,2)
I [10] gives nonlinear contributions in the θa

fields for a = c+. Although bosonization of (2) gives ga = 1 in (10), inter-
actions change these parameters. In particular, for long wavelengths, H(0)

I is
incorporated into H0 by putting gc+ = [1+4Ṽ0(k � 0)/πvF ]−1/2, with Ṽ0(k)
being the Fourier transform of V0(x). For all other channels, there is only a
negligible renormalization ga
=c+ = 1 + f/πvF � 1. The velocities of the four
modes are va = vF /ga. The charged mode propagates therefore with higher
velocity than the three neutral modes. For the long-ranged interaction (3),
there is a logarithmic singularity in Ṽ0(k). Due to the finite SWNT length L,
this divergence is cut off by k = 2π/L in practice, giving the dimensionless
TLL parameter

gc+ =
{

1 +
8e2

πκvF
ln(L/2πR)

}−1/2

≈ 0.2 . . . 0.3 (12)

for typical L/R ≈ 103. The fact that gc+ � 1 implies that an individual
metallic SWNT on an insulating substrate is a strongly correlated system
with pronounced non-Fermi liquid effects. For f = b = 0, a SWNT then
constitutes a realization of the TLL. Let us then briefly address the role of
the nonlinearities associated with the coupling constants f and b. Formally,
this can be studied via the renormalization group and a Majorana refermion-
ization approach [12], allowing for the essentially complete characterization
of the non-Fermi-liquid ground state of a clean SWNT. It turns out that for
temperatures above Tb = D exp[−πvF /

√
2b] ≈ 0.1 mK, a SWNT is a TLL,

and H(1,2)
I can be neglected [12]. In the remainder, we focus on temperatures

well above Tb.

2.2 Double Barrier Problem in a TLL

For the investigation of the linear conductance through a double barrier in a
SWNT at resonance, it turns out that neither spin nor the K point degeneracy
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introduce qualitatively new features [26,27]. We therefore focus on the spin-
less case in what follows, where the appropriate g follows from g−1 =
(3+g−1

c+ )/4 [12]. For example, taking gc+ = 0.3 would give g = 0.63. The TLL
is then characterized by the single field θ(x) (corresponding to the c+ mode)
with conjugate momentum Π(x). When the double barrier is included, the
Hamiltonian reads

H =
vF
2

∫
dx

{
Π2 +

1
g2

(∂xθ)2
}

+Uimp

∑
p=±

cos[
√

4πθ(px0/2)+eV t+pπN0] .

(13)
Here, V is the applied bias voltage, and Uimp denotes the strength of the
symmetric double barrier located at x = ±x0/2. We then have an intrinsic
quantum dot with a plasmon level spacing ε = Es/g, where Es = πvF /x0 is
the single-particle level spacing, and charging energy Ec = Es/g

2, containing
the average numberN0 of electrons determined by external gate voltages. The
plasmon level spacing ε directly reflects the spatial quantization of the TLL
modes in the quantum dot. The charging energy Ec well-known for systems
with Coulomb blockade describes the energy necessary to add an electron
on the dot. Note that the two leads are modeled here as effectively semi-
infinite TLLs. Their correlated lead electrons are finally responsible for the
occurrence of power laws, e.g., for the linear conductanceG = dI/dV (V → 0),
on which we focus. It can be computed from the relation

I = G0V +
e√
π
〈∂tθ(x, t)〉 , (14)

where G0 = e2/h is the conductance quantum, and the quantum average is
evaluated in the stationary long-time limit. The conductance is periodic in
N0, and we restrict ourselves to one period, 0 ≤ N0 ≤ 1, where G has a
resonance peak at N0 = 1/2. One can compute G analytically for the Fermi-
liquid limit, g = 1, by refermionizing this model [27],

Gg=1(N0, T )
G0

=
∫ ∞

−∞
dE

1
4T cosh2(E/2T )

w2

cos2(π[N0 + E/Es]) + w2
, (15)

with the dimensionless parameter w = (4 − λ2)2/[8λ(4 + λ2)], where λ =
πUimp/D. For strong barriers, (15) leads to a lineshape of Breit-Wigner form
with linewidth Γ0 = wEs/π. For g = 1, the infinite-barrier limit is reached
already for λ = 2, where the associated phase shift is π/2.

As the model is not integrable for g < 1, exact solutions are out of reach.
Analytical progress then generally has to rely on approximations. Initial
work [16,19,28] pursued perturbative approaches, using the renormalization
group, instanton methods or cumulant expansions, both for strong and weak
barriers. Furusaki [20] has presented a detailed study of the incoherent se-
quential tunneling regime, including also cotunneling contributions important
away from the resonance peak. The regime of incoherent sequential tunneling
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is characterized by rare independent tunneling processes from the leads onto
and off the dot. In other words, the decay width Γ of the dot states is much
smaller than temperature. Due to the clear separation of time-scales, the
incoherent regime allows for a Markovian master equation approach, whose
validity requires that the peak conductance satisfies Gmax � G0. Keeping
only rates to lowest order in Γ0 from the TLL ‘leads’ onto the island (dot),
the standard uncorrelated sequential tunneling (UST) mechanism follows,
with [20]

GUST(N0, T )
G0

=
Γ0(πT/D)−1+1/g

4Γ (1/g)T cosh(δ/2T )

∣∣∣∣Γ
(

1
2g

+ i
δ

2πT

)∣∣∣∣
2

, (16)

where Γ (x) denotes the Gamma function, and δ = Ec|N0 − 1/2|. The line-
shape (16) is rather close to the Fermi-liquid form (15) for large barrier
heights, and characterized by a linear T dependence of the linewidth. In
the tails of a peak, the conductance (16) vanishes exponentially, but then
also (elastic) cotunneling has to be included [19, 20, 28]. As cotunneling is a
process of second-order in the Γ0 which involves only a virtual population
of the dot, it can dominate away from resonance. Note that the UST peak
conductance in (16) scales as Gmax ∝ T 1/g−2. Finally, at low temperatures,
instead of sequential tunneling, coherent resonant tunneling is possible. Then,
the electrons tunnel through the two barriers in a coherent way, i.e., keeping
all the correlations which are suppressed in the incoherent regime. An analy-
sis using a Markovian master equation breaks down and the regime is then
characterized by non-Lorentzian universal lineshapes [16],

Gres(N0, T )
G0

= fg(X), X = dg|N0 − 1/2|/T 1−g , (17)

with a dimensionful constant dg, such that detailed parameters show up only
via the quantity X. The linewidth then scales as T 1−g. The universal scaling
function has the limiting behaviors 1− fg(X) ∝ X2 for X � 1, and fg(X) ∝
X−2/g for X � 1. While for strong barriers, T = 0 resonant tunneling
requires g > 1/2, in the weak-barrier limit, it should survive for g > 1/4 [16].
Note that now Gmax = G0.

Remarkably, the experimental data of [17, 18] are incompatible with this
picture, since the observed temperature dependence of the conductance peak
does not follow the T 1/g−2 UST scaling. In analogy to the bridged elec-
tron transfer theory of Hu and Mukamel [29], the master equation approach
of [20] has recently been generalized to include higher-order processes [30], see
Sect. 3. There is an additional conduction channel in the sequential regime,
which has been dubbed “correlated sequential tunneling” (CST) [18] and can
lead to the Gmax ∝ T 2/g−3 scaling found experimentally [17,18] in certain pa-
rameter regions identified below. Interestingly enough, also the QMC results
in Sect. 4 show the CST scaling law in the appropriate regime.
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Another line of work [31, 32] approaches the double-barrier problem by
considering weak interactions, g close to 1. Within the range of applica-
bility, [31, 32] confirmed the picture of [16, 19, 20] for infinite level spacing,
showing no sign of CST behaviors. However, as CST theory shows that fi-
nite Es is necessary for the mechanism, this result is hardly surprising. We
note that [32] predicted that for weak barriers, a sharp Lorentzian resonance
peak is possible whose linewidth vanishes as a power law at low tempera-
tures. This finding is confirmed from our simulations in Sect. 4. Furthermore,
Komnik and Gogolin presented an exact solution of a related model at the
point g = 1/2 [33]. In their model, however, there is no sequential tunneling
regime at all, and therefore we believe that it represents a non-generic situ-
ation. A functional renormalization group approach has been applied to this
problem by Meden et al. [34]. Within the parameter regime studied mainly
numerically, no signature of CST has been found. However, their scheme is
perturbative in the electron interaction and involves approximations on the
evaluation of the self-energy whose validity is hard to assess. Moreover, the
correct parameter regime for CST may simply have been missed. Finally, we
note that we are dealing with zero-range electronic interaction throughout
this work, in contrast to [18], where a finite interaction range has been used
to find a quantitative description of the experimental data. The zero-range
interaction is the proper low-energy limit of a finite-range model illustrating
that finite-range effects are only relevant at higher energies. Since we are
interested here in the principal transport mechanisms at low energies, we
directly start from the case of zero-range interaction.

3 Markovian Master Equation Approach

3.1 Rate Equations

For large tunnel barriers, it is useful to switch to a dual version of the Hamil-
tonian (13), where the dynamics is described by hopping events connecting
minima of the periodic double-barrier potential

Himp = 2Uimp cos(πN) cos(πn) (18)

in the (N,n)-plane [16], where

−eN = −eπ−1/2[θ(x0/2) + θ(−x0/2)]

gives the charge difference between the left and right leads, and

−en = −eπ−1/2[θ(x0/2) − θ(−x0/2)]

is the charge occupying the dot. Note that the Hamiltonian (18) is particularly
convenient for describing strong barriers within a perturbative treatment of
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the tunneling process through the barriers (see below). On the other hand, the
Hamiltonian (13) is appropriate when one starts with weak barriers. Never-
theless, both Hamiltonians are equivalent. The effective tunneling amplitude
connecting neighboring minima of the potential (18) can be estimated using
instanton techniques, and is given by [28]

∆ = π−1Γ (1 + 1/g)Γ 1/g(1 + g)(πUimp/D)−1/gD . (19)

Tunneling events induce a change n → n ± 1 for tunneling onto/out of the
dot, and N → N ∓ 1 for tunneling towards the right/left. Hence transfer
of one unit of charge across the complete double barrier structure requires
N → N ± 2. The current (14) through the double barrier is then given by
I = e〈Ṅ〉/2, evaluated in the stationary (i.e., long-time) limit.

This discrete hopping dynamics can be described by a Markovian master
(rate) equation for the probability PN (n, t) of being in state (N,n) at time
t. The rates can be extracted as irreducible diagrams for the self-energy [28],
which to lowest order are Golden Rule rates [20]. Alternatively, the rates can
be derived using the projection operator formalism [29]. The first-order UST
contributions to the transition rates imply N → N ± 1 jumps. Taking into
account transition rates to second order in the hybridization Γ0 = 2πρ0∆2,
where ρ0 = 1/πvF denotes the bare 1D density of states in the leads, one en-
counters nontrivial divergences. The origin of the divergences is that formally,
the width of the intermediate diagonal states, being states of the quantum
dot with a real physical population of electrons, is zero for each diagram at
a fixed order. This unphysical feature can be cured on the formal level by a
resummation of higher-order diagrams yielding a finite linewidth of the dot
states. This is achieved in [30] by an effective procedure which involves the
well-known Weisskopf-Wigner approximation. On the one hand, this proce-
dure yields direct CST processes, N → N ± 2. On the other hand, additional
contributions to the transition rates for N → N ± 1 arise. The master equa-
tion for PN (n, t) then reads

ṖN (n) = −γ(n)PN (n) + Γ f
R(n+ 1)PN+1(n+ 1) (20)

+ Γ b
L(n+ 1)PN−1(n+ 1) + Γ f

L(n− 1)PN+1(n− 1)

+ Γ b
R(n− 1)PN−1(n− 1) + Γ f

CST (n)PN+2(n)

+ Γ b
CST (n)PN−2(n) − Γ f

CST (n)PN (n) − Γ b
CST (n)PN (n) ,

where Γ f/b
L/R(n) denotes the forward/backward rate for a transition over the

left/right barrier, having started with n electrons on the dot. In addition,
Γ

f/b
CST (n) denotes the forward/backward rate for a direct CST transition N →
N ± 2. Moreover,

γ(n) = Γ f
R(n) + Γ f

L(n) + Γ b
R(n) + Γ b

L(n) (21)

is related to the linewidth. Below we are interested in the peak conductance
only, where cotunneling processes are always subleading [20]. For that reason,
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cotunneling rates are not included in the master equation (20). This is of
course not a fundamental restriction, but simplifies matters somewhat.

In the stationary long-time limit, the probability

p(n) =
+∞∑

N=−∞
PN (n, t→ ∞)

for the dot being occupied with n electrons follows from (20) after some
algebra in the form of a detailed balance relation,

p(n)
p(n+ 1)

=
Γ b

L(n+ 1) + Γ f
R(n+ 1)

Γ f
L(n) + Γ b

R(n)
, (22)

which in turn determines the current I according to

I = − e
2

∑
n

(
Γ f

R(n) + Γ f
L(n)−Γ b

R(n)−Γ b
L(n) + 2Γ f

CST (n)− 2Γ b
CST (n)

)
p(n) .

(23)
In the low-temperature linear transport regime, eV, T � Ec, at most two
charge states, say n = 0 and n = −1, can contribute, and the rates
Γ f

L(0), Γ f
R(−1), Γ b

R(0), and Γ b
L(−1) are effectively zero, since they involve ex-

cluded states n = +1 or n = −2.

3.2 Conductance Peak Height

Focusing on the linear conductance at the maximum of the peak (N0 = 1/2),
the above relations give two contributions, Gmax(T ) = Gmax,A + Gmax,B ,
where

Gmax,A =
e2

Tγ

(
Γ (1)

)2

(24)

and

Gmax,B = −eΓ (2)′ − 2eΓ ′
CST +

e2

Tγ
Γ (1)Γ (2) . (25)

Here we have decomposed the rates Γ f/b
L/R into first-order and second-order

contributions (the latter must be kept for consistency when one includes
CST rates), and used that these rates all coincide at resonance. Moreover,
on resonance we also have γ(0) = γ(−1) = γ. The prime in (25) denotes
the derivative d/dV at V = 0. Next, the rates for the model (13) have to
be computed which has been done in [30], where the evaluation of the triple
time-integral representations for the various irreducible rate contributions is
described in detail.

Remarkably, in the time integration τ2 corresponding to the intermedi-
ate (diagonal) state, one encounters a nontrivial divergence. Physically, this
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Fig. 1. Temperature dependence of Cg for various g. The energy unit is ε = Es/g,
and we take D = 10ε

divergence is cured by including higher-order contributions to the rates, caus-
ing a finite lifetime of the intermediate state. This lifetime is linked to the
linewidth γ, and within the Weisskopf-Wigner approach, γ should then be
self-consistently fixed by acting as cutoff to the τ2 integration and at the
same time following from (21). On resonance, this procedure can be carried
out analytically, and the self-consistently determined linewidth γ follows in
the form [30]

γ � 4(Γ (1) +∆4Cg) , (26)

where Γ (1) is the UST rate given by Furusaki [20], scaling as Γ (1) ∝ T 1/g−1.
The Weisskopf-Wigner approximation breaks down if ξ > 1, where we use

ξ =
∆4Ag

(Γ (1) +∆4Cg)2
. (27)

The ∆-independent quantities Ag and Cg encapsulate the second-order con-
tributions Γ (2) on resonance. The expressions which have to be evaluated
in order to obtain Ag and Cg are rather involved and are given explicitly
in Sect. III of [30]. Here, we show the results for Cg from a numerical eval-
uation of these expressions for various TLL parameters in Fig. 1. We find
that Cg is basically temperature independent, and therefore a crossover oc-
curs from γ ∝ T 1/g−1 at high temperatures (T > Tc) to a constant γ at
low temperatures, T < Tc, see Fig. 2. However, Ag generally is temperature-
dependent [30] and therefore the criterion ξ < 1 is violated below some tem-
perature Tl where ξ(Tl) = 1, see (27). The crossover scale Tc is shown in
Fig. 3. We shall see that this crossover generates a transition from the UST
to the CST regime. We note that in addition to ξ < 1, the validity of the
Markovian master equation always requires Gmax � G0 [20].
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When analyzing the conductance (25), it turns out that Gmax,B vanishes.
This is the result of a remarkable cancellation of the CST rates ΓCST with
higher-order contributions Γ (2) to nearest-neighbor rates. We do not have
an analytical proof for the cancellation, but numerically it appears to be a
perfect one [30]. The peak conductance is then simply given by (24), and
from (26) the crossover temperature Tc follows,

Tc =
(
∆2Cg

ηg

)g/(1−g)

, (28)

where we use the abbreviation
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ηg =
(1 − e−ε/D)1/gΓ 2(1/2g)

4DΓ (1/g)
(2π/D)1/g−1.

Below Tc, CST effects will then dominate. In that regime, γ is essentially con-
stant with temperature, and hence one finds the approximate CST power law

Gmax ∝ T 2/g−3 , (29)

implying the CST exponent αCST = −3 + 2/g. Above Tc, however, the usual
UST picture is recovered. In Fig. 3, results for Tc are shown as a function
of ∆ for two TLL parameters g, always respecting the conditions ξ(Tc) < 1
and Gmax(Tc) � G0. Generally, Tc increases with increasing ∆ and with
decreasing g, i.e., for more transparent barriers and/or strong interactions.
For g � 1, the CST regime is restricted to very low T and large ∆, making it
unlikely to be observable. For strong interactions, however, CST effects can
be pronounced even for moderately transparent barriers at low temperatures.

We show results for Gmax(T ) for ∆ = 3ε in Fig. 4. At low tempera-
tures, Gmax(T ) follows the approximate CST power law (29) given by the
dotted curves. Note that for these cases, our approach is self-consistently
valid, since ξ < 1 and Gmax � G0. At high temperatures, the cross-over to
the regime of uncorrelated sequential tunneling occurs, with the UST power
law Gmax(T ) ∝ αUST, see dashed lines. For larger values of g �, we find
Gmax > G0, such that our approach breaks down in this parameter regime.
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Fig. 4. Temperature dependence of the conductance maximum Gmax (solid lines)
for ∆ = 3ε and g = 0.6 (bottom) and g = 0.7 (top). The dotted lines mark the CST
power law, while the dashed lines indicate UST scaling behavior. Inset: Gmax for
∆ = 0.1ε and g = 0.6 (bottom) to g = 1 (top). The slopes now coincide with the
UST prediction αUST
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On the other hand, for g < 0.6, we find ξ > 1, which then again invalidates
our treatment. Nevertheless, there is a well-defined region of applicability,
where the approximate CST scaling is predicted. Finally, for ∆ = 0.1ε, the
UST scaling is recovered, see inset of Fig. 4 and the master equation approach
breaks down before the CST effects dominate when temperature is lowered.

To summarize, the exponent αCST emerges due to a modification of the
linewidth γ by higher-order processes and reflects the physics of this corre-
lated transport mechanism. For T < ε, plasmon modes excited on the dot
lead to a correlation among electrons in different leads, such that the sequen-
tial tunneling process cannot be separated into two distinguishable steps as
under the UST mechanism. Therefore the end-tunneling density of states,
ρ(E) ∝ E1/g−1 [16] appears twice, and one arrives — apart from the usual
1/T factor — at a doubled exponent compared to the UST value.

4 Quantum Monte Carlo Simulations

4.1 Dynamical Simulations

In this section, we study the model (13) by numerically exact quantum Monte
Carlo (QMC) methods. Since we are interested in the conductance G, we have
to employ a real-time (Keldysh) functional integral approach. An alternative
would be to use standard Euclidean-time QMC simulations, and then use an-
alytic continuation techniques to extract the conductance. In [35], the latter
approach was chosen for the single-barrier problem, where the analytic con-
tinuation was performed using Padé approximants. We have also tried this for
the double-barrier problem, but found it to be completely uncontrolled and
unreliable. This is not too surprising as the analytic continuation of numer-
ical data is mathematically ill-defined and known to work only in fortunate
cases. In contrast, the Keldysh-QMC simulation suffers from the well-known
sign problem due to quantum interference of different real-time paths. This
poses a problem to simulations at very low temperatures, but nevertheless
allows us to study a wide parameter regime of interest in a controlled way.
The single-barrier problem was studied successfully by this technique be-
fore [36,37], and the generalization of the method to the double-barrier case
has been described in [27], see also [26] for details. For lack of space, we here
only discuss results of these simulations. The correctness of the QMC scheme
has been checked in detail against the exact solution (15) for g = 1.

4.2 Strong Barrier Transmission

Let us then start with the case of strong transmission, taking Uimp/D = 0.05
and Es/D = π/2. Remarkably, for T/D > 0.01, Path Integral Monte Carlo
data are quantitatively described by the Fermi liquid lineshape (15) provided
w = wg(T ) is treated as a fit parameter. This allows for the interpretation
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Fig. 5. Conductance lineshape G(N0) for various g in the strong transmission
limit, Uimp/D = 0.05, with Es/D = π/2 and T/D = 0.025. QMC data are shown
as circles (g = 1), squares (g = 0.9), diamonds (g = 0.6), and triangles (g = 0.3),
respectively. Vertical bars indicate MC error estimates (one standard variance). The
solid curve is the exact result (15) for g = 1. The other curves represent best fits
to (15) with w as fit parameter

that the dimensionality does not qualitatively affect the lineshape but enters
only via the peak height and the linewidth. This is shown for T/D = 0.025 in
Fig. 5, which also shows the comparison of our QMC data to (15) at g = 1.
(The comparison for other Uimp is given in [27].) The results of extensive QMC
simulations then allow to extract wg(T ), see Fig. 6 for g = 0.3 and g = 0.6,
where each data point was obtained from QMC data for the full conductance
lineshape. Most interestingly, the linewidth parameter wg(T ) is found to ex-
hibit power-law behavior, wg(T ) ∝ Tαg , with a g-dependent exponent αg. In
particular, we find the numerical values α0.3 ≈ 0.84 and α0.6 ≈ 0.72. No ana-
lytical theory for these values at such strong interactions is known at present.
Apparently, the strong-transmission peaks become narrower and narrower as
T is lowered, see also [32]. The lineshape (15) resembles experimental results
for strong-transmission (Fabry-Perot) oscillations in nanotubes [21–24]. We
then identify this regime of weak barriers and not too low temperature as
the Fabry-Perot regime. For g < 1, these Fabry-Perot oscillations include
remnants of Coulomb blockade effects, which are partly washed out due to
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Fig. 6. Fit parameter wg(T ) for conductance lineshape (15) as obtained from
QMC data at g = 0.3 (diamonds) and g = 0.6 (squares), for Es/D = π/2 and
Uimp/D = 0.05. Dotted and dashed lines are guides to the eye only

quantum fluctuations, but still are effective in narrowing the resonance peak
when lowering T . No sharp conductance dips were observed in our simula-
tions, in contrast to experimental findings [21]. Such dips are probably related
to special barrier scattering processes not contained in our model (13).

At lower T , deviations from the Fermi-liquid lineshape (15) become ap-
parent. However, in that case it is possible to collapse data for different pa-
rameters (but for fixed value of g) onto a universal scaling curve fg(X), see
Fig. 7 for g = 0.3. Very similar results were found for g = 0.6 as well. For small
X = c|N0 − 1/2|/T 1−g, the scaling function indeed obeys 1 − fg(X) ∝ X2,
and is also consistent with fg(X) ∝ X−2/g for X � 1. Therefore these uni-
versal lineshapes can be identified as coherent resonant tunneling peaks [16].
Although for strong barriers, resonant tunneling exists only for g > 1/2, we
observe a perfect resonance peak at g = 0.3. This agrees with the weak-
barrier arguments of [16], suggesting resonant tunneling to survive in that
limit for g > 1/4. Noteworthy, we emphasize that despite the presence of the
sign problem it is here possible to enter the asymptotic low-energy regime of
coherent resonant tunneling with a Keldysh-Monte-Carlo simulation.

4.3 Weak Barrier Transmission

Finally, we turn to a stronger barrier, Uimp/D = 0.2, where one expects
sequential tunneling at not too low temperatures. In Fig. 8, numerical re-
sults for the conductance peak height are shown for g = 0.6. This value
of g is relevant to SWNT experiments [17, 18, 30]. At low temperatures,
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Gmax approaches the quantum conductance G0 expected in the resonant
tunneling regime. For intermediate temperatures, Gmax(T ) goes through a
minimum, and then sequential processes start to dominate. Still well be-
low Es, we observe a a power-law increase of the conductance peak height,
Gmax(T ) ∝ Tα. Interestingly enough, our data are consistent with the CST
scaling, α = αCST = −3 + 2/g = 1/3, but not with the corresponding UST
prediction, αUST = −2 + 1/g = −1/3, which would even have a different
sign. We stress that other exponents, e.g., α1 = 2/g − 2 = 4/3, as expected
for the effective single-impurity problem arising at T � Es [20] can safely be
ruled out. Therefore our simulations confirm that the CST mechanism can in-
deed be crucial and even exceed the UST contribution. For the parameters in
Fig. 8, we find ∆ ≈ 3.3ε from (19), consistent with the expectation that CST
effects require rather transparent barriers, ∆ > ε, and strong interactions,
see Sect. 3. As a side remark, we mention that Fig. 8 shows similar T ≈ Es

features as the experimental data of [17]. However, the upturn towards the
resonant tunneling regime in Gmax(T ) seen in Fig. 8 for T/Es < 0.1 has not
yet been observed experimentally [17].

5 Conclusions

By using a master equation approach and real-time QMC simulations, linear
transport in a Tomonaga-Luttinger liquid (TLL) with two tunneling barriers
forming a quantum dot has been studied. This is a situation that can be
studied experimentally in single-wall nanotubes [17,21].

From the rate equation approach, we find a characteristic power-law tem-
perature dependence of the peak height of the linear conductance in the
sequential tunneling regime. By including second-order contributions to the
tunneling rates in combination with a self-consistent Weisskopf-Wigner regu-
larization, a comprehensive picture has been obtained in Sect. 3. For temper-
atures below the level spacing determined by the energy scale ε = πvF /gx0,
for dot size x0 and TLL parameter g, the power-law exponent of the peak
conductance depends on the transparency ∆ of the tunneling barriers. For
sufficiently transparent barriers, ∆ > ε, not too low temperatures (within a
window Tl < T < Tc), and strong interactions, we find that correlated sequen-
tial tunneling (CST) is possible, with the CST exponent αCST = −3 + 2/g.
For very high barriers (∆→ 0), however, the uncorrelated sequential tunnel-
ing (UST) exponent αUST = −2 + 1/g is always recovered. Note that despite
the large ∆ reported here for the CST regime, the Markovian master equa-
tion is still applicable, as the peak conductance remains small throughout the
temperature regime of interest. We have determined the crossover tempera-
ture Tc separating both regimes, see (28) and Fig. 3. For T < Tc, the CST
mechanism is effective, while for T > Tc, the UST picture is recovered.

CST scaling is also observed in the numerically exact simulations de-
scribed in Sect. 4 using the real-time Quantum Monte Carlo method.
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Furthermore, regarding the SWNT experiments of [17], where the CST power
law has been reported, one can check that it is likely that also rather trans-
parent barriers have been present. Concrete estimates give ∆ ≈ 1.2ε [30],
consistent with the statements in Sect. 3. For CST to be operative, one needs
finite level spacing, low (but not too low) temperatures, relatively strong in-
teractions, and not too high barriers. The regime where one can expect to
find CST effects is therefore rather narrow, but has clearly been shown to
exist.

Using dynamical quantum Monte Carlo simulations, it is in fact possible
to avoid any approximation and study the conductance in a numerically ex-
act fashion. Despite the well-known sign problem, it is possible to use this
method even in the low-temperature coherent resonant tunneling regime,
where we have found the predicted universal lineshapes of the linear conduc-
tance. Moreover, for weak barrier transmission, we have shown that there is a
Fabry-Perot regime, where the linewidth at not too low temperatures follows
the noninteracting lineshape, but with a temperature dependent linewidth
scaling in a g-dependent power-law form. In particular, as T decreases, the
peak becomes sharper and sharper, and finally one enters the coherent reso-
nant tunneling regime.

Finally, we note that the CST scaling law (29) has been obtained in [18]
starting from finite-range interactions among the electrons. The divergence
has been regularized by summing up a selection of higher-order terms. How-
ever, this selection was too strict [30], leading to the incorrect conclusion that
finite-range interactions would be a prerequisite for CST to occur. As shown
in this work, also zero-range interactions suffice, as long as the tunneling
barriers are not too high.

Acknowledgments

We acknowledge support by the DFG under the Gerhard-Hess program, the
SFB Transregio 12, and the EU network DIENOW. This reported work is
based on collaborations with G. Cuniberti, C. Dekker, S. Hügle, and H.
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27. S. Hügle, R. Egger: Resonant tunneling in a Luttinger liquid for arbitrary bar-

rier transmission, Europhys. Lett. 66, 565 (2004)
28. M. Sassetti, F. Napoli, U. Weiss: Coherent transport of charge through a

double-barrier in a Luttinger liquid, Phys. Rev. B 52, 11213 (1995)
29. Y. Hu, S. Mukamel: Tunneling versus sequential long-range electron-transfer -

Analogy with pump probe spectroscopy, J. Chem. Phys. 91, 6973 (1989)
30. M. Thorwart, R. Egger, M. Grifoni: Correlated sequential tunneling through

a double barrier for interacting one-dimensional electrons, preprint cond-
mat/0407751

31. Yu. Nazarov, L.I. Glazman: Resonant Tunneling of Interacting Electrons in a
One-Dimensional Wire, Phys. Rev. Lett. 91, 126804 (2003)

32. D.G. Polyakov, I.V. Gornyi: Transport of interacting electrons through a double
barrier in quantum wires, Phys. Rev. B 68, 035421 (2003)

33. A. Komnik, A.O. Gogolin: Resonant Tunneling between Luttinger Liquids: A
Solvable Case, Phys. Rev. Lett. 90, 246403 (2003)

34. V. Meden, T. Enss, S. Andergassen, W. Metzner, and K. Schönhammer, Cor-
relation effects on resonant tunneling in one-dimensional quantum wires, Phys.
Rev. B 71, 041302 (2005)

35. K. Moon, H. Yi, C. L. Kane, S. M. Girvin, and M. P. A. Fisher: Resonant
tunneling between quantum Hall edge states, Phys. Rev. Lett. 71, 4381 (1993)

36. K. Leung, R. Egger, C.H. Mak: Dynamical Simulation of Transport in One-
Dimensional Quantum Wires, Phys. Rev. Lett. 75, 3344 (1995)

37. C.H. Mak, R. Egger: Quantum Monte Carlo study of tunneling diffusion in a
dissipative multistate system, Phys. Rev. E 49, 1997 (1994)



Contacting Individual Molecules Using
Mechanically Controllable Break Junctions

Jan van Ruitenbeek1, Elke Scheer2 and Heiko B. Weber3,4

1 Kamerlingh Onnes Laboratorium, Universiteit Leiden, Postbus 9504, 2300 RA
Leiden, The Netherlands
Ruitenbeek@physics.leidenuniv.nl

2 Universität Konstanz, Fachbereich Physik, Universitätsstr. 10, 78464 Konstanz,
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Abstract. Among the experimental techniques employed in contacting individual
molecules Mechanically Controllable Break Junctions are being frequently used.
Some of the advantages are (1) straight-forward preparation of clean surfaces for
anchoring the molecule; (2) the possibility to produce many different single-molecule
junctions in one experiment, allowing obtaining statistical averages; (3) adapting
the electrode gap to the molecules’ length; (4) control over the mechanical stress of
the molecule. We briefly review results obtained on organic molecules anchored to
gold electrodes by thiol groups, both at room temperature and at cryogenic temper-
atures, and experiments on simple molecules chemisorbed to platinum electrodes.

1 Introduction

For studying the electronic transport through individual molecules , several
experimental techniques, including scanning tunnelling microscopy (STM)
[1], conducting atomic force microscopy (CAFM) [2] or microfabricated elec-
trodes provided by different schemes have been considered [3–5]. Here we will
focus on experiments employing Mechanically Controllable Break Junctions
(MCBJ), which have a number of attractive features compared to the other
methods used.

In STM and CAFM a certain quantity of the molecular compound under
investigation is deposited onto a conducting surface. By varying the substrate
material the interaction strength between the molecule and the surface can
be tailored, which has been shown to be crucial for the interpretation of the
electronic properties of the system [6, 7]. However, for a given substrate, the
configuration of the molecule cannot be altered in a controlled manner. Since
in those measurements the scanning probe is usually kept at a distance to
the molecules, no chemical bond is formed between the molecule and the
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tip, giving rise to a strongly asymmetric configuration of the electrochemi-
cal potentials of the system. When the amount of the deposited molecule is
varied, interaction and self organization effects between the molecules can be
studied [8, 9]. With high-speed STM the diffusion of molecules on surfaces
was investigated even in real time [9,10]. However, these methods usually re-
quire intensive cleaning procedures and ultrahigh vacuum techniques (UHV)
in order to obtain reproducible conditions. Furthermore, scanning tunnelling
spectroscopy at room temperature has a limited energy resolution in the
range of 100 mV and changing external parameters as e.g. temperature or
magnetic field give rise to position drifts that hamper the systematic study
of an individual molecule. One of the main advantages of it is the fact that
the actual configuration can be manipulated atom by atom or molecule by
molecule [11] and monitored with atomic or even subatomic resolution [12].
Recently, a STM arranged logical device, consisting of about 300 CO mole-
cules on a copper surface has been demonstrated [13]. The relatively compli-
cated and expensive setup can be regarded, however, as a crucial drawback
of STM and CAFM . Therefore, for defining devices for a possible use in na-
noelectronics, direct and scalable electrodes that are separated by the typical
size of the object under study are desirable.

With standard electron-beam lithography, electrode pairs with spac-
ings below approximately 20 nm are difficult to define reproducibly. There-
fore, several alternative methods, including electromigration methods [3] or
electro-deposition [14], have been proposed and used successfully for special
applications. For the study of the electronic properties of small ensembles of
molecules, different techniques using self assembled monolayers and shadow
evaporated, electron-beam defined electrodes have been used [15]. However,
the success rate for these methods is usually rather low and the deposition
of metal on top of a layer of molecules risks inducing uncontrolled chemical
modifications. Another drawback of using electrodes that are fixed on a sub-
strate is the lack of flexibility, concerning the contact configuration once the
molecule or molecules of interest have been contacted.

A gap-width of the order of nanometers between two metal electrodes is
easily adjusted mechanically by exploiting the MCBJ technique, which will
be discussed in more detail below. It relies on mechanically breaking a metal
wire, thus exposing clean fracture surfaces. This circumvents the problem
of UHV surface preparation necessary in STM-type of experiments. The two
wire ends are mounted on a bendable substrate at close proximity, so that the
distance can be repeatedly adjusted by mechanically controlling the bending
of the substrate and the junction is rather insensitive to the influence of
external vibrations since both wire ends are fixed to the same substrate. The
fresh fracture surfaces can then be exposed to the molecules of interest and
the junction can be repeatedly opened and closed to search for characteristic
conductance levels associated with a molecular bridge.
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Once a molecular junction has been established, this junction may be
stressed or deformed mechanically, resulting in different configurations and
thus different electronic properties. Due to the small dimensions of the ex-
perimental device, the stability of the molecular junction is sufficient to allow
investigating the same junction on a time scale that permits the systematic
variation of control parameters such as temperature or magnetic field. Con-
tacts can be opened and closed to large contacts repeatedly in the presence
of the molecules of interest, thus allowing to gather statistical information on
a certain molecular species. When necessary, by applying high voltage pulses
to the electrodes they can even be cleaned and can be re-used for the same
study without replacing the device. On the other hand, obvious drawbacks
of the existing techniques are the lack of information of the atomic scale con-
figuration of the junction and the fact that both electrodes are necessarily
made of the same metal. Although in principle lithographically fabricated
MCBJ devices can be incorporated into more complex electronic circuits,
the mechanical control setup is rather large and does not easily allow the
independent control of more than one junction. Thus, the MCBJ technique,
although very useful for investigating fundamental properties of the electronic
transport on the molecular scale, might be less appropriate for the fabrica-
tion of highly integrated molecular electronics devices. For the realization of
molecular field effect transistors a third electrode controlling the electrosta-
tic potential of the molecule is required, and has recently been achieved with
MCBJ in combination with breaking by electromigration [16].

2 Experimental Techniques

2.1 Fabrication of the Electrodes

In a seminal experiment by Reed et al. [17], it has been demonstrated that
molecules can be contacted by MCBJ [18–20]. Since then, different variations
of MCBJ have been developed and used for this purpose [21–25]. The MCBJ
technique was first proposed by Moreland and Ekin [18] for the fabrication
of tunable tunnel junctions. Later the method has been refined and used
for the investigation of stable single-atom contacts [19]. The principle of a
MCBJ is shown in Fig. 1a. It consists of a wire with a manually fabricated
constriction having a cross section of the order a few tens of micrometers. The
wire is glued on both sides of the constriction to a flexible substrate, which is
mounted on a three-point bending mechanism consisting of a pushing rod and
two counter supports. By bending of the substrate with the help of a piezo
drive, the wire is elongated such that the mechanical stress is concentrated in
the constriction area. In the last stages of the elongation the lateral size of the
constriction is gradually reduced to the size of a few atoms until it eventually
breaks forming two separated electrodes. By controllably relaxing the bending
of the substrate, the contact between them can be re-established. As a result
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Fig. 1. (a) Schematic top and side view of the mounting of a MCBJ , having a
notched wire (1), two fixed counter supports (2), a bending beam (3), two drops
of epoxy adhesive (4), and a pushing rod consisting of stacked piezo element (5).
(b) Electron micrograph of a lithographically fabricated MCBJ made of Co with a
metal thickness of 150 nm

of the chosen geometry the setup itself acts as a reduction gear for the motion
of the pushing rod with respect to the resulting relative displacement of the
two electrodes. The reduction ratio is given by

r =
δu

δx
=

6tu
l2

(1)

where δu denotes the change of the electrode separation u when moving the
pushing rod by δx (vertically in Fig. 1a). Since the substrate thickness t and
the distance L of the counter supports cannot be easily varied over a wide
range, the separation u between the anchor points of the bridge arms (i.e.
the distance of the glue drops) controls the reduction ratio r. As this dis-
tance has a lower bound of a few tens of micrometers with the technique
just described, a microfabricated version of the MCBJ technique has been
put forward [20, 26]. An electron micrograph of such a lithographic MCBJ
is given in Fig. 1b. By electron beam lithography a metallic nanowire is
patterned, having a width of about 100 nm and a similar thickness, onto a
flexible metallic substrate covered with an insulating sacrificial layer. The
sacrificial layer is then partially removed by dry etching in order to suspend
the nanobridge over a length of approximately 2 µm. By virtue of the small
length of the bridge the displacement ratio is of order 10−4. In general, the
displacement of the pushing rod that can be achieved with a piezo element
corresponds to an electrode gap variation of ≈ 0.1 nm, in particular in low-
temperature applications. The adjustment of the contact is therefore achieved
by a purely mechanical drive. The stability of the atomic-sized contacts or
molecular junctions formed with these devices has a higher stability than
with the conventional MCBJ because external mechanical perturbations are
reduced by the same displacement ratio. The main drawbacks of the use of a
mechanical drive lie in the fact that mechanical systems have a larger backlash
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(hysteresis), are slower, and their motion may lead to some heat generation.
Furthermore, a mechanical drive rod needs to be installed that may give rise
to additional heat load on low-temperature measurements. Nevertheless, the
lithographic MCBJs have shown to be very useful for the formation and in-
vestigation of molecular junctions since they allow to fabricate particularly
stable electrodes. The long-time stability can be estimated by recording the
resistance of a clean metallic bridge when it is broken to form a tunnel junc-
tion. Taking the bulk value for the work function Φ of the metal and using
the relation

RT ∝ exp
[

2
�

√
2m�Φ · d

]
(2)

for the tunnelling resistance RT, where m� is the electron effective mass, a
value for the increment in the distance d between the electrodes can be ob-
tained from a measurement of the change in resistance. We find that the sta-
bility at ambient conditions has a typical value of 250 pm (standard deviation
averaged over 24 h) and achieves values of less than 1 pm at low temperature.

Thus, the MCBJ technique provides a simple method to prepare atomi-
cally spaced, clean and tunable pairs of electrodes. By controlling the distance
of the electrodes they can be adapted to different sizes of molecules. Since
both electrodes are of the same material and dimensions, symmetric contact-
ing of the molecule is possible. By suitable choice of the electrode material
and molecule, strong chemical bonds without extrinsic tunnel barriers are
obtained. Depending on the nature of the molecule of interest, different tech-
niques are used to deposit the molecules and to establish the contact between
the electrodes and the molecules.

2.2 Deposition of Molecules

For the investigation of the transport through small molecules such as hydro-
gen, acetylene, carbon monoxide, or others presented in Sect. 3, a standard
“notched-wire” MCBJ is broken at low temperature, i.e. under cryogenic
UHV conditions. Platinum is chosen as electrode material for several reasons.
First, it strongly chemisorbs some interesting small molecules. Secondly, due
to its electronic properties, it is possible to detect unambiguously the pres-
ence of the molecules (see below). A small amount of the gaseous molecules,
which is controlled by controlling the pressure in a small reservoir, is then
inserted into the vacuum of the sample space. Only hydrogen has a finite
vapor pressure at the desired measuring temperature that, for reasons of sta-
bility, spectroscopic resolution, and vacuum conditions, is kept at 4.2 K. For
other substances the gasses were admitted through a capillary that can by
temporarily heated by a resistive wire running all the way down its interior.
Because of the large temperature gradient between the gas inlet at room
temperature and the electrodes at low temperature, the amount of deposited
gas molecules arriving on the electrodes is difficult to quantify. However, an



258 J. van Ruitenbeek et al.

amount of ≈ 5 µ mole has been shown to be suitable for the experiments de-
scribed below. After the addition of the molecules the system is allowed to
equilibrate for about one hour before the electronic measurements are started.

For the investigation of larger conjugated molecules, usually gold elec-
trodes are employed because the molecules can be terminated by thiol groups
that allow to establish a strong chemical bond to gold. This requires some
wet chemistry at room temperatures. The first series of experiments were
limited to room temperature [17,21,22], but procedures for low-temperature
experiments have recently been established [27]. Once the MCBJ has been
mounted onto the mechanical bending gear and measuring leads have been
attached to the two ends of the junction, the electrodes are broken under
ambient conditions to a distance of about 5 nm. A droplet of a solution con-
taining a distinct concentration of the molecules is deposited onto an opened
lithographic MCBJ. After a certain reaction time the molecules that did not
establish a chemical bond are washed away by the addition of the pure solvent
and a subsequent cleaning and drying procedure. After these steps the device
is brought into high vacuum and room-temperature measurements can be
performed immediately. For low-temperature measurements, particular care
has to be taken to avoid insulating barriers e.g. due to ice formation. Fur-
thermore, a single-molecule junction adjusted at room temperature cannot
be held fixed during the cool-down procedure due to the difference in thermal
contraction of the various construction materials used in the setup. In order
to prevent the molecular bridge from contaminating, the MCBJ junction is
closed thoroughly and opened again repeatedly before cool-down. Since the
chemical bond between the thiol endgroups and the gold atoms of the elec-
trodes is stronger than the gold-gold bonds within the outermost planes of
the electrodes, the junction is expected to break within the electrodes them-
selves upon elongation. The result is that the molecules are attached with
one thiol end to one of the electrodes, while the other thiol end is capped by
a small gold cluster. After these preparations, the setup is cooled down to
the desired measuring temperature that is usually about 30 K, or below. The
gold electrodes and clusters are expected to remain fairly clean and a cold
weld of the cluster cap to the other electrode can be made by bringing the
electrodes closer together.

It is also possible to deposit molecules by thermal evaporation, as was
recently done for fullerene molecules (C60) [24]. A lithographic gold break
junction (electrically connected to the measuring circuit) is broken at room
temperature under high vacuum conditions p � 10−8 mbar to a distance of
approximately 2–3 nm. The fullerenes are evaporated from a tungsten boat
and the deposition is controlled by a quartz crystal. When half a monolayer is
deposited, the evaporation is stopped and the bridge is closed. The fullerene
molecules, which presumably land on the surface, are attracted into the gap
both by diffusion and by dielectrophoresis, when a voltage is applied to the
electrodes.



Contacting Individual Molecules 259

2.3 Measurement Techniques

One of the main advantages of the MCBJ technique is the possibility to ma-
nipulate the molecular junctions and to modify the measuring configuration.
Depending on the system under study, different characterization procedures
for the electrodes and for the junctions are performed that are described in
Sects. 3 and 4, respectively. Here, we mention briefly the electronics for the
setups.

The typical resistances of molecular junctions range from a few kΩ up
to several GΩ. Since most organic molecules present a large gap between
filled and empty molecular orbitals, the current-voltage characteristics (IV)
are often nonlinear, with differential resistances up to TΩ at low bias. In this
resistance range it is advantageous to source a voltage and to measure the
resulting current. This is either performed by a commercial automatic source-
measure unit that allows to apply bias voltages from a few µV up to 10 V
and to record currents from a few fA up to mA. The differential conductance
can then be calculated numerically from the IV. However, for detecting

small variations of the differential conductance as described in Sect. 3 it is
advantageous to measure directly the differential conductance dI/dV by a
lock-in technique. The absolute accuracy of the determination of the linear
resistance is of the order of 1%, while relative changes down to 10−5 can
be detected. However, two problems should be mentioned: First, usually this
precision is not achieved at room temperature due to fluctuations of the
junctions. Second, such measurements are slow compared to the relatively
fast IV recording and may exceed the lifetime of the junction. In particular
at high bias voltage (V ∼ 1V) and at room temperature, the junction may
be altered during the measurement.

When measurements of the conductance as a function of the inter-
electrode distance are performed, e.g. for the recording of conductance his-
tograms or the study of individual so-called opening or closing curves, a
constant dc-bias voltage is applied, the current is recorded and the position
of the electrodes is controlled by ramping the piezo voltage or running the
motor linearly with a certain turning speed.

3 Simple Molecules

The early experiments aimed at probing the electronic transport properties
of individual organic molecules have shown that it is difficult to identify the
number of molecules actually contacted and that the characteristics observed
vary widely between experiments. Under such conditions it is not surprising
that there is also very little agreement with calculations. This situation forms
a strong motivation to study simple systems that by themselves will not be
useful as molecular devices, but that may provide a more viable test system
to identify the problems in experiment and theory. The simplest molecule
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Fig. 2. Conductance curves and histograms for clean Pt, and Pt in a H2 at-
mosphere. The curves for Pt in the inset and the histogram in the main panel
were measured at a bias of 10mV. The curve for Pt with H2 in the inset was mea-
sured at 100mV, and the histogram was obtained at 140 mV. All data were taken
at 4.2 K under cryogenic vacuum. From [23]

is dihydrogen, which, as has been shown, can be contacted between plat-
inum electrodes [23]. The discussion of the hydrogen experiments will occupy
most of this section. Towards the end, experiments on slightly more complex
molecules will be presented briefly.

Smit et al. [23] obtained molecular junctions of a hydrogen molecule be-
tween platinum leads by the method outlined in the previous section. The
inset to Fig. 2 shows a conductance curve for clean Pt (black) at 4.2 K, before
admitting H2 gas into the system. About 10,000 similar curves were used to
build the conductance histogram shown in the main panel (black, normal-
ized by the area). After introducing hydrogen gas the conductance curves
were observed to change qualitatively as illustrated by the gray curve in the
inset. The dramatic change is most clearly brought out by the conductance
histogram (gray, hatched).

Clean Pt contacts show a typical conductance of 1.5± 0.2 G0 for a single-
atom contact ‡, as can be inferred from the position and width of the first
peak in the Pt conductance histogram. Below 1 G0 very few data points are
recorded, since Pt contacts tend to show an abrupt jump from the one-atom
contact value into the tunnelling regime towards tunnel conductance values
well below 0.1 G0. In contrast, after admitting hydrogen gas a lot of structure
is found in the entire range below 1.5 G0, including a pronounced peak in the
histogram near 1 G0. The research to date on this system has been focused
on the molecular arrangement responsible for this sharp peak. Clearly, many

‡G0 = 2e2/h is the quantum unit of conductance



Contacting Individual Molecules 261

other junction configurations can be at the origin of the large density of data
points a lower conductance, but they have not yet been studied in detail.

The interpretation of the peak at 1 G0 was obtained from combination
of measurements, including vibrational spectroscopy and the analysis of con-
ductance fluctuations, and Density Functional Theory (DFT) calculations.
Experimentally, the vibration modes of the molecular structure were investi-
gated by exploiting the principle of point contact spectroscopy for contacts
adjusted to sit on a plateau in the conductance near 1 G0. The principle
of point contact spectroscopy is similar to inelastic tunnelling spectroscopy
(IETS, cf. Chap. 10), but differs somewhat in a few important details. As
for IETS, the differential conductance is measured using a small modulation
superimposed on a dc bias that is slowly swept over a wide voltage range.
When the bias increases from 0 and crosses a voltage corresponding to the
energy of a vibration mode in the contact, eV = �ω, a new channel for elec-
tron scattering opens. For an ideal one-channel contact the only option is
backscattering since all forward propagating states are occupied. Thus, in
contrast to IETS, to first approximation scattering by vibration modes leads
to a drop in the conductance.

Figure 3 shows examples for Pt-H2 and Pt-D2 junctions at a plateau near
1 G0. The conductance is seen to drop by about 1 or 2%, symmetrically at
positive and negative bias, as expected for electron-phonon scattering. The
energies are in the range 50–60 meV, well above the Debye energy of ∼20 meV
for Pt metal. A high energy for a vibration mode implies that a light element

Fig. 3. Differential conductance curve for a molecule of D2 contacted by Pt leads.
The dI/dV curve (top) was recorded over 1 minute, using a standard lock-in tech-
nique with a voltage bias modulation of 1 meV at a frequency of 700Hz. The lower
curve shows the numerically obtained derivative. The spectrum for H2 in the inset
shows two phonon energies, at 48 and 62 meV. All spectra show some, usually weak,
anomalies near zero bias that can be partly due to excitation of modes in the Pt
leads, partly due to two-level systems near the contact. From [28]
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Fig. 4. Distribution of vibration mode energies observed for H2, HD, and D2

between Pt electrodes, with a bin size of 2meV. The peaks in the distribution
for H2 are marked by arrows and their widths by error margins. These positions
and widths were scaled by the expected isotope shifts,

√
2/3 for HD and

√
1/2 for

D2, from which the arrows and margins in the upper two panels have been obtained.
From [28]

is involved, since the frequency is given by ω =
√
κ/M with κ an effective

spring constant and M the mass of the vibrating object. The proof that
the spectral features are indeed associated with hydrogen vibration modes
comes from further experiments where H2 was substituted by the heavier
isotopes D2 and HD. The positions of the peaks in the spectra of d2I/dV 2 vary
within some range between measurements on different junctions, which can
be attributed to variations in the atomic geometry of the leads to which the
molecules bind. Figure 4 shows histograms for the vibration modes observed
in a large number of spectra for each of the three isotopes.

Two pronounced peaks are observed in each of the distributions, that scale
approximately as the square root of the mass of the molecules, as expected.
The two modes can often be observed together, as in the inset to Fig. 3. For
D2 an additional mode appears near 90 meV. This mode cannot easily be ob-
served for the other two isotopes, since the lighter HD and H2 mass shifts the
mode above 100 meV where the junctions become very unstable. For a given
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junction with spectra as in Fig. 3 it is often possible to stretch the contact
and follow the evolution of the vibration modes. The frequencies for the two
lower modes were seen to increase with stretching, while the high mode for D2

is seen to shift downward. This unambiguously identifies the lower two modes
as transverse modes and the higher one as a longitudinal mode for the mole-
cule. This interpretation agrees nearly quantitatively with DFT calculations
for a configuration of a Pt-H-H-Pt bridge in between Pt pyramidally shaped
leads [28, 29]. The conductance obtained in the DFT calculations [23, 28, 29]
also reproduces the value of nearly 1 G0 for this configuration. The number of
conduction channels found in the calculations is one, which agrees with the
analysis of conductance fluctuations in the experiment of [23, 30]. The fact
that the conductance is carried by a single channel demonstrates that there
is indeed just a single molecule involved.

Several other DFT calculations have been performed, see e.g. [31, 32],
where the agreement is only partial. Although Cuevas et al. [32] find a simi-
lar high value for the conductance, the molecular orbitals responsible for the
transport are the bonding orbitals, while [23, 28, 29] attribute the transport
almost entirely to the antibonding orbitals. This difference implies that the
sign of the charge transfer between the molecule and the metal leads differs
between the two types of calculations. Using a slightly different approach
Garcia et al. [31] agree with Cuevas et al. on the bonding orbitals as the
transport channel, but they obtain a conductance well below 1 G0. They pro-
pose an alternative atomic arrangement to explain the high conductance for
the Pt-H bridge, consisting of a Pt-Pt-bridge with two H atoms bonded to the
sides. However, this configuration gives rise to three conductance channels,
which is excluded based on the analysis of the conductance fluctuations as
discussed above. The rather strong disagreement between various approaches
in DFT calculations for this simple molecule show that there is a need for
a reliable set of experimental data against which the various methods can
be tested. The hydrogen metal-molecule-metal bridge may provide a good
starting point since it is the simplest and it can be compared in detail by
virtue of the many parameters that have been obtained experimentally.

Conductance histograms recorded using Fe, Co or Ni electrodes in the
presence of hydrogen also show a pronounced peak near 1 G0 [33], indicating
that many transition metals may form similar single-molecule junctions. Also
Pd seemed a good candidate, but Csonka et al. [30] did not observe the same
suppression of conductance fluctuations as for Pt. There is an additional peak
at 0.5 G0 in the conductance histogram, and it was argued that hydrogen is
incorporated into the bulk of the Pd metal electrodes.

Going beyond the simplest molecule using similar techniques much work is
still in progress. Preliminary results have been obtained for CO and for C2H2

between Pt electrodes [33, 34]. By its high symmetry buckminster fullerene,
C60, also forms an excellent system to start with, and we will end this section
by briefly reviewing the recent results.
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Fig. 5. Differential conductance gray-scale plot for a C60 molecule in a gold junc-
tion, obtained by electromigration breaking. High levels of dI/dV are shown in
black and low levels white and these are plotted as a function of the gate voltage
(ordinate) and the source-drain voltage (abscissa). Arrows mark the energy lev-
els with an energy of 35 meV that are attributed to the excitation of the internal
vibration mode illustrated in the inset. From [35]

Single-molecule junctions for C60 were first obtained by Park et al. [35],
using pairs of gold electrodes broken by electromigration. The molecule in
this case is weakly coupled to the electrodes, presumably by van der Waals
forces and the low-bias conductance is extremely low (below 1 nS). However,
the molecular levels can be shifted into resonance with the Fermi levels of
the electrodes, either by increasing the source-drain bias voltage, or by use
of a gate voltage, see Fig. 5. The gold electrodes for this device have been
fabricated onto SiO2 layer on top of a doped silicon wafer, that was employed
as a back-gate. The molecular levels were observed to behave just as expected
for the levels in a weakly coupled quantum dot. However, new features ap-
peared as weak additional current jumps with energies of about 5 meV and
35 meV above threshold. They fit very well to the energies expected for a
center-of-mass bouncing mode of the molecule as a whole, and an internal
mode (Fig. 5, inset), respectively.

More recently Champagne et al. [16] combined the electromigration break
technique and back gate with a mechanical adjustment of the junction by
bending of the substrate, as mentioned above. Although they did not resolve
the vibration modes they could manipulate the position of the energy lev-
els for a C60 molecule and the strength of the coupling to the electrodes by
controlling the gate voltage and the mechanical bending of the substrate,
respectively. This will be an important tool for further investigations of
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4 Molecules Bonded by Thiol Groups to Gold

For conductance measurements on single, or few, organic molecules under
controlled local environment, MCB’s, but also an electrochemical STM can
be used [37]. The STM of the Tao group was equipped with a gold covered tip
and was repeatedly brought in contact with a gold surface such that gold fila-
ments were formed and then retracted. These measurements were performed
at room temperature in an ultrapure electrolyte. The phenomena observed
are rather similar to the MCBJ experiments in the previous section: conduc-
tance plateaus at multiples of G0 = 2e2/h occurred immediately before the
disruption, which was analyzed by histogram techniques very similar to Fig. 2.
Then an organic molecule was added to the electrolyte, for example a 4,4’-
bipyridine which forms relatively stable bonds between the nitrogen atoms
at both ends of the molecule and the Au surfaces. It turns out that the con-
ductance plateaus close to 1 G0 were more or less unaffected by the presence
of the molecules, but in the histograms an additional peak at ≈ 0.01G0 and
integer multiples thereof appeared. This was attributed to a single-molecule
junction which temporarily was formed when the tip distance was such that
a molecule fitted between the STM tip and the surface. In principle, the elec-
trochemical setup is advantageous because it allows for an additional tuning
parameter: the electrical potential within the electrolyte. For larger objects,
this may be regarded as a gate electrode [38]. Here, the consequences of the
reference voltage is mainly to stabilize or destabilize the nitrogen-gold bond.
Experiments similar to those performed in Tao’s group with STM in a wet
cell, can also be done with a MCBJ approach, as demonstrated in [39].

The small molecules mentioned in Sect. 3 above are investigated at low
temperatures and under clean conditions. There is an advantage in study-
ing organic molecules which are designed to form stable covalent bonds to
both electrodes. When the combination thiol endgroup (of the molecule)
and gold electrode is chosen, the bonds are strong enough to form metal-
molecule-metal contacts, which are stable even when one slightly pulls the
electrodes apart. For example it has been measured with AFM techniques
that the disruption force of thiol-ended molecules on gold is in the nano-
Newton regime [40], and it has been calculated that when one pulls slightly
at the molecules, a small atomically sharp tip forms, and finally (if one pulls
further) some gold is pulled off the surface [41]. This has two consequences:
First, these properties are favorable when single-molecule junctions are de-
sired, because a broader contact will be reduced in diameter during pulling at
the contact. Second, the strong thiol-gold bonds turn out to be strong enough
to withstand relatively high currents and voltages even at room temperature.
This is, of course, important for nanoelectronic applications.

As mentioned before, the first measurements have been performed by
Reed and coworkers, who used the MCBJ technique to investigate 1,4-
benzenedithiol [17]. The molecules were self assembled on the gold surface
from solution and then the bridge was broken. Stable junctions were formed
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and stable, reproducible IVs were recorded, which were clearly nonlinear. One
of the final conclusions was “The reproducibility of the minimum conductance
at a consistent value implies that the number of active molecules could be as
few as one” [17]. This work stimulated a large number of theoretical calcula-
tions of the charge transport, the majority of which, however, overestimated
the conductance by orders of magnitude compared to the experimental re-
sults.

Two years later, Kergueris et al published results from a similar exper-
iment with a different molecule, based on thiophene units in the molecular
backbone [21]. One important finding was that two stable configurations were
observed, namely a symmetric one, but also one which was asymmetric in
shape, a fact that could only be explained by an asymmetric geometrical
realization of the metal-molecule-metal junction.

At this stage, many open question arose. Whereas the results obtained
with molecules were clearly differing from blind experiments without mole-
cules, no clear information was available on the number of molecules or how
the molecules were arranged in the junction. Neither the experiment nor the
theory were able to clarify the geometry.

Further insight was obtained from comparative studies with different
molecules. As an example, Reichert et al. used an MCBJ device with mole-
cules that were specially designed for this purpose [22,27]. In a first step, two
molecular ‘rods’ were synthesized of comparable length with a conjugated
inner part. The main difference is their symmetry, see Fig. 7: Molecule 1
has a mirror symmetry with the mirror plane between the electrodes and
therefore both current directions are equivalent. This symmetry is absent in
Molecule 2 due to two different side groups in the central unit. Consequently
one could expect a different behavior for the two possible current directions
and, consequently, an asymmetric IV.

Au1

AuAu

S S

NO2

S S

N

O

2

Au

Fig. 7. Thiol-ended molecules 1 and 2: a spatially symmetric (9,10-Bis((2’-para--
mercaptophenyl)-ethinyl)-anthracene) and an asymmetric molecule (1,4-Bis((2’--
para-mercaptophenyl)ethinyl)-2-acetyl-amino-5-nitro-benzene) in between two gold
electrodes
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Fig. 8. Current voltage characteristics, reproducibly recorded for a stable junction
in a MCBJ (red) and their numerical derivative dI/dU (blue). (a) with molecule 1
at room temperature, (b) with molecule 2 at room temperature, (c) with molecule
2 at T = 30 6K

The junctions were formed by a continuous opening and closing proce-
dure, which results frequently in stable junctions before the contact disrupts
(observed as a sudden decrease of the current), where nearly identical IVs
could be detected subsequently several times. Figure 8 displays data thus ob-
tained, both the IVs as well as its numerical derivative (blue). The junction
is stable up to V ≈ 1.1 V, allowing to trace the same IV several times. The
current level ranges up to 1 µA. The IV curve is clearly nonlinear, having a
broad step-like feature at V = ±0.35 V, which presumably corresponds to
the onset of conductance when the first molecular orbital comes in resonance
with the electrochemical potential of the electrodes. The blue curve is the dif-
ferential conductance dI/dV , obtained by numerical differentiation of I(V ).
It displays two peaks and the overall structure is to a good approximation
symmetric. The corresponding curve for the asymmetric molecules is shown
in Fig. 8b, it is clearly asymmetric. There are two important conclusions that
can be drawn from this comparison: (i) the fact that the symmetric mole-
cule gives symmetric IVs and the asymmetric molecule gives asymmetric IVs
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proves that indeed the molecule is forming the contact (and not water or dust
or anything else). (ii) the number of molecules is very small, perhaps even
a single one: a large ensemble of molecules, being randomly oriented during
the deposition on both electrodes, would result in a symmetric IV. These
findings, together with additional observations described in [22] do not un-
ambiguously prove, but indicate strongly that indeed a single molecule or at
most a few molecules form the junction.

The data shown in Figs. 8a and 8b are typical examples of IV curves.
When the measurement is repeated, the shapes of the IVs change: The peak
position may shift up and down by 100 mV or it may appear at the opposite
voltage sign, the overall conductance may vary within a factor of 10 as well
as the peak height and peak width vary within a certain range. For the
symmetric molecule 1, sometimes also asymmetric IVs occur, which can be
attributed to strongly asymmetric contacts, whereas for 2 the asymmetry is
always observed. These sample to sample fluctuations are an intrinsic feature
of single molecule junctions: The wave function of the molecule is sensitive to
the molecule’s local environment, which differs from junction to junction. This
effect, which is the origin also for sample-to-sample fluctuations in optical
experiments [42] will also affect the electronic transport properties. For single-
molecule contacts, an additional effect comes into play: the sulphur can bond
to different sites of the gold electrode tip because they are not well-defined on
the atomic scale. Upon contact, however, this bond has become one part of
the molecules’ wave function. It has been shown theoretically that different
atomic geometries in the contacts lead to a different charging of the molecules
and in the peak shifts, similar to the phenomena observed in the experiment
[43,44]

One important finding is that the conductance of this type of molecule is
significantly lower than for the short molecules discussed in Sect. 3. There are
several factors that may play a role in explaining the difference. For a high
transmission probability of the electrons, and therefore a high conductance,
there should be at least one electronic orbital on the molecule that extends
all the way across to the two ends. In addition, this orbital needs to hybridize
strongly with the metallic states near the Fermi level in the leads. The sulphur
atom, which accumulates some charge upon contact with the electrodes due
to its high electronegativity forms an effective tunnel barrier, which reduces
the transparency of the junction. The important role of the details of the
molecular structure and, in particular, the role of the sulphur atom on the
conductance properties has been demonstrated in [45, 46]. It is noteworthy
that the spatial structure of a molecular junction is inhomogeneous, which
plays an important role for the transport process. In particular for thiol-
ended conjugated molecules, the conjugated part can be considered as an
island, which is electronically decoupled from the electrodes by the sulphur
atoms.
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4.1 Low Temperatures

There are important advantages in taking the experiment to lower tempera-
tures. Electronic excitations and in particular vibrational degrees of freedom
are expected to be frozen out, giving rise to much sharper spectroscopic fea-
tures. For the formation of the molecule-electrode bond, on the other hand,
room-temperature conditions are required to enable the diffusion of the reac-
tion products and to provide sufficient activation energy (other combinations
than acetyl-protected thiol vs. gold might be suitable under different condi-
tions, but have not yet been tested). The two requirements can be met by
using the following procedure: Once a molecular junction is established at
room temperature, it is reopened because it is difficult to control the elec-
trode distance during the cool-down process. After cooling down to cryogenic
temperatures the junction is closed again until stable IVs are observed. A de-
tailed description of the experimental protocol can be found in [27]. The data
thus obtained with molecules 2 are displayed in Fig. 8c). By comparing with
Fig. 8b) one notes, as an example, that the broad minimum observed at room
temperature develops at low temperature towards a blockade of the current
around zero bias. Looking at the shoulder-like structure around −0.5 V in
Fig. 8b), the features have a peak width of several hundred millivolts. In con-
trast, the peaks are much better resolved at low temperature. The molecule
is indeed oscillating very fast at room temperature and the measurement
thus averages over many configurations. The increase in stability can also
be inferred from the larger accessible stable bias window, which spans from
−1.5 V to 1.5 V at low temperature. In addition, the noise, which is intrinsic
to the nanocontact and not due to experimental limitations, is substantially
reduced.

Hence, molecules are soft objects and at finite temperature and at finite
current they may tremble! This is clearly a qualitative difference to purely
electronic phenomena in semiconductor quantum dots and may also be of
certain interest for applications: mechanical degrees of freedom may be ex-
ploited as resistance switches and the oscillations observed with molecule 2
can be regarded as a precursor to such a switching event.

A chemically defined switching of the conductance between high and low
states may be controlled by light, as demonstrated by Dulić et al. [47]. They
used a photochromic molecule that can be switched from a high-conductance
state to a low-conductance state under the influence of visible light and back
under near UV irradiation. The two states had been investigated before in
detail in solution. Dulić et al. used a lithographically fabricated MCBJ device
to contact individual molecules of this kind, modified to have thiol-anchoring
groups. They observed switching of the conductance of a molecule from the
high-conductance state to the low-conductance state, but the reverse step
was not obtained. They present evidence that the reverse step is suppressed
as a result of the interaction of the UV light with surface plasmons in the
gold electrodes.
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5 Conclusions and Prospects

Although the field of molecular electronics has seen several false starts, we
are now seeing some experiments that may provide a reliable basis for fur-
ther development. The mechanically controllable break junction technique is
likely to play an important role in these developments. However, in all cases
the information obtained in the experiments is limited to whatever can be
learned through current and voltage measurement and control. Imaging is
still not possible, and the interpretation of the data is seldomly straightfor-
ward or unique. It is important to maintain a critical attitude towards the
data and the interpretations, but there is good reason for optimism. It will
be important to extend the collection of available experimental tools, e.g.
by combining gate electrodes and force sensors, and by measuring shot noise,
conductance fluctuations, interaction with light, and more. There is a lot that
remains to be done, but we have a start.
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Abstract. A review on the mechanisms and characterization methods of mole-
cular electronic transport is presented. Using self-assembled monolayers (SAMs)
of alkanethiols in a nanometer scale device structure, tunneling is unambiguously
demonstrated as the main conduction mechanism for large bandgap SAMs, exhibit-
ing well-known temperature and length dependencies. Inelastic electron tunneling
spectroscopy exhibits clear vibrational modes of the molecules in the device, pre-
senting the first direct evidence of the presence of molecules in a molecular device.

1 Introduction

The suggestion [1] and demonstration [2] of utilizing molecules as the ac-
tive region of electronic devices has recently generated considerable interest
in both the basic transport physics and potential technological applications
of “molecular electronics” [3, 4]. However some reports of molecular mecha-
nisms in electronic devices [5, 6] have been shown to be premature and due
to filamentary conduction [7], highlighting the fabrication sensitivity of mole-
cular structures and the need to institute reliable controls and methods to
validate true molecular transport [8]. A related problem is the characteriza-
tion of molecules in the active device structure, including their configuration,
bonding, and indeed even their very presence. Here we present results on
well-understood molecular assemblies, which exhibit an understood classical
transport behavior, and which can be used as a control for eliminating (or
understanding) fabrication variables. Utilizing tunneling spectroscopic meth-
ods, we present the first unambiguous evidence of the presence of molecules
in the junction.

A molecular system whose structure and configuration are sufficiently
well-characterized such that it can serve as a standard is the extensively
studied alkanethiol (CH3(CH)n−1SH) self-assembled monolayer (SAM) [9].
This system is useful as a control since properly prepared SAMs form single
van der Waals crystals [9,10], and presents a simple classical metal-insulator-
metal (M-I-M) tunnel junction when fabricated between metallic contacts due
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to the large HOMO-LUMO gap (HOMO: highest occupied molecular orbital,
LUMO: lowest unoccupied molecular orbital) of approximately 8 eV [11,12].

Various surface analytical tools have been utilized to investigate the sur-
face and bulk properties of the alkanethiol SAMs, such as X-ray photoelectron
spectroscopy [13], Fourier transform infrared spectroscopy (FTIR) [14], Ra-
man spectroscopy [15], scanning tunneling microscopy (STM) [10], etc. Stud-
ies have shown that the bonding of the thiolate group to the gold surface
is strong with a bonding energy of ∼ 1.7 eV [9]. STM topography examina-
tions revealed that alkanethiols adopt the commensurate crystalline lattice
characterized by a c(4×2) superlattice of a (

√
3×

√
3)R30◦ [10,16]. FTIR in-

vestigation showed that the orientation of the alkanethiol SAMs on Au(111)
surfaces are tilted ∼ 30◦ from the surface normal [17].

Electronic transport through alkanethiol SAMs have also been character-
ized by STM [18, 19], conducting atomic force microscopy [20–23], mercury-
drop junctions [24–27], cross-wire junctions [28], and electrochemical meth-
ods [29–31]. These investigations are exclusively at ambient temperature –
clearly useful – but insufficient for an unambiguous claim that the transport
mechanism is tunneling (of course expected, assuming that the Fermi lev-
els of the contacts lie within the large HOMO-LUMO gap). However in the
absence of temperature-dependent current-voltage (I(V,T)) characteristics,
other conduction mechanisms (such as thermionic, hopping, or filamentary
conduction) can contribute and complicate the analysis, and thus such a claim
is premature.

Utilizing a nanometer scale device structure that incorporates alkanethiol
SAMs, we demonstrate devices that allow I(V,T) and structure-dependent
measurements [32,33] with results that can be compared with accepted theo-
retical models of M-I-M tunneling. The use of this fabrication approach is not
special in any way (other than that we have so far found it to be successful)
– indeed we stress that any successful device fabrication method should yield
the results described below if one is characterizing the intrinsic molecular
transport properties.

The electronic transport is further investigated with the technique of in-
elastic electron tunneling spectroscopy (IETS) [33]. IETS was developed in
the 1960’s as a powerful spectroscopic tool to study the vibrational spectrum
of organic molecules confined inside metal-oxide-metal junctions [34–38]. In
our study IETS is utilized for the purpose of molecule identification, chemi-
cal bonding, and conduction mechanism investigation of the “control” SAMs.
The exclusive presence of well-known vibrational modes of the alkanes used
are direct evidence of the molecules in the device structure, something that
has to date only been inferred (with good reason, but nonetheless not unam-
biguously). The vibrational modes, exclusively identified as alkanes (as well
as contact modes) are difficult to interpret in any other way other than as
components in the active region of the device. The specific spectral lines also
yield intrinsic linewidths that may give insight into molecular conformation,
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Fig. 1. Schematics of a nanometer scale device used in this study. (a) Top schematic
is the cross section of a silicon wafer with a nanometer scale pore etched through
a suspended silicon nitride membrane. Middle and bottom schematics show a
Au/SAM/Au junction formed in the pore area. (b) The structures of octanethiol
and octanedithiol are shown as examples

and may prove to be a powerful tool in future molecular device characteriza-
tion.

2 Experiment

Electronic transport measurements on alkanethiol SAMs were performed us-
ing a device structure similar to one reported previously [32, 33, 39–41]. In
this device, as illustrated in Fig. 1(a), a number of molecules (∼ several thou-
sands) are sandwiched between two metallic contacts. This technique provides
a stable device structure and makes cryogenic measurements possible. The
device fabrication starts with a high resistivity silicon wafer with low stress
Si3N4 film deposited on both sides by low pressure chemical vapor deposi-
tion (LPCVD). By standard photolithography processing, a suspended Si3N4

membrane (size of 40 µm × 40 µm and thickness of ∼70 nm) is fabricated
on the topside of the wafer. Subsequent e-beam lithography and reactive ion
etching creates a single pore with a diameter of tens of nanometers through
the membrane. As the next step, 150 nm gold is thermally evaporated onto
the topside of the wafer to fill the pore and form one of the metallic contacts.
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Fig. 2. A scanning electron microscope image of a representative array of pores
used to calibrate device size. The scale bar is 500 nm

The device is then transferred into a molecular solution to deposit the
SAM layer. For our experiments, a ∼5 mM alkanethiol solution is prepared
by adding ∼10 µL alkanethiols into 10 mL ethanol. The deposition is done in
solution for 24 hours inside a nitrogen filled glove box with an oxygen level
of less than 100 ppm. Three alkanemonothiol molecules of different molec-
ular lengths-octanethiol [CH3(CH2)7SH; denoted as C8, for the number of
alkyl units], dodecanethiol [CH3(CH2)11SH, denoted as C12], and hexade-
canethiol [CH3(CH2)15SH, denoted as C16] and one alkanedithiol molecule-
octanedithiol [HS(CH2)8SH, denoted as C8-dithiol] were used to form the
active molecular components. As representative examples, the chemical struc-
tures of octanethiol and octanedithiol are shown in Fig. 1(b).

In order to statistically determine the pore size, test patterns (arrays
of pores) were created under similar fabrication conditions. Figure 2 shows
a scanning electron microscope (SEM) image of such test pattern arrays.
This indirect measurement of device size is done since SEM examination of
the actual device can cause hydrocarbon contamination of the device and
subsequent contamination of the monolayer. From regression analysis of 298
pores, the device sizes of the C8, C12, C16, and C8-dithiol samples are 50
± 8, 45 ± 2, 45 ± 2, and 51 ± 5 nm in diameters, respectively. A more
ideal (less parasitics) C8 sample supersedes that of previous reports [32], and
derived parameters from the two data sets agree to within a standard error.
We will use these device areas as the effective contact areas. Although one
could postulate that the actual area of metal that contacts the molecules
may be different, there is little reason to propose it would be different as a
function of length over the range of alkanethiols used, and at most would be
a constant systematic error. Further on we will show that the results from
the current density agree with the results from length dependence, giving an
independent check that the effective area is in fact the actual area.
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The sample is then transferred in ambient conditions to an evaporator
that has a cooling stage to deposit the opposing Au contact. During the
thermal evaporation (under the pressure of ∼10−8 Torr), liquid nitrogen is
kept flowing through the cooling stage in order to avoid thermal damage
to the molecular layer [32, 42]. This technique reduces the kinetic energy
of evaporated Au atoms at the surface of the monolayer, thus preventing
Au atoms from punching through the monolayer. For the same reason the
evaporation rate is kept very low. For the first 10 nm gold evaporated, the
rate is less than 0.1 Å/s. Then the rate is increased slowly to 0.5 Å/s for the
rest of the evaporation and a total of 200 nm gold is deposited to form the
contact.

The device is subsequently packaged and loaded into a low temperature
cryostat. The sample temperature is varied from 300 to 4.2 K by flowing
cryogen vapor onto the sample (and thermometer) using a closed loop tem-
perature controller. Two-terminal dc I(V) measurements are performed us-
ing a semiconductor parameter analyzer. Inelastic electron tunneling spectra
are obtained via a standard lock-in second harmonic measurement technique
[34, 35]. A synthesized function generator is used to provide both the mod-
ulation and the lock-in reference signal. The second harmonic signal (pro-
portional to d2I/dV2) is directly measured using a lock-in amplifier, which
is checked to be consistent with a numerical derivative of the first harmonic
signal (proportional to dI/dV). Various modulation amplitudes and frequen-
cies are utilized to obtain the spectra. The ac modulation is added to a dc
bias using operational amplifier-based custom circuitry [43].

3 Theoretical Basis

3.1 Possible Conduction Mechanisms

In Table 1, possible conduction mechanisms are listed with their character-
istic current, temperature- and voltage-dependencies [44] (We do not discuss
filamentary tunneling mechanisms, which are easier to categorize [45]. Based
on whether thermal activation is involved, the conduction mechanisms fall
into two distinct categories: (i) thermionic or hopping conduction which has
temperature-dependent I(V) behavior and (ii) direct tunneling or Fowler-
Nordheim tunneling which does not have temperature-dependent I(V) behav-
ior. For example, thermionic and hopping conductions have been observed for
4-thioacetylbiphenyl SAMs [39] and 1,4-phenelyene diisocyanide SAMs [40].
On the other hand, the conduction mechanism is expected to be tunneling
when the Fermi levels of contacts lie within the large HOMO-LOMO gap for
short length molecule, as for the case of alkanethiol molecular system [11,12].
Previous work on Langmuir-Blodgett alkane monolayers [46] exhibited a sig-
nificant impurity-dominated transport component, complicating the analysis.
I(V) measurements on self-assembled alkanethiol monolayers have also been
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Table 1. Possible conduction mechanisms. Adapted from [44]

Conduction Characteristic Temperature Voltage
Mechanism Behavior Dependence Dependence

Direct J ∝ V exp
(
− 2d

�

√
2mΦ

)
none J ∝ V

tunneling*

Folwer-Lordheim J ∝ V2 exp
(
− 4d

√
2m Φ3/2

3q�V

)
none ln(J/V2) ∝ 1/V

tunneling

Thermionic J ∝ T2 exp

(
−Φ−q

√
qV/4πεd

kT

)
ln(J/T2) ∝ 1/T ln(J) ∝ V1/2

emission
Hopping J ∝ V exp

(
− Φ

kT

)
ln(J/V) ∝ 1/T J ∝ V

conduction

* This characteristic of direct tunneling is valid for the low bias regime [see (3)].

reported [18, 28, 47; however all of these measurements were performed at
fixed temperature (300 K) which is insufficient to prove tunneling as the
dominant mechanism.

3.2 Tunneling Models

To describe the transport through a molecular system having HOMO and
LUMO energy levels, one of the applicable models is the Franz two-band
model [48,51]. This model provides a non-parabolic energy-momentum E(k)
dispersion relationship by considering the contributions of both the HOMO
and LUMO energy levels [48]:

k2 =
2m∗

�2
E

(
1 +

E

Eg

)
(1)

where k is the imaginary part of wave vector of electrons, m* is the electron
effective mass, h (= 2π�) is Planck’s constant, E is the electron energy, and Eg

is the HOMO-LUMO energy gap. From this non-parabolic E(k) relationship,
the effective mass of the electron tunneling through the SAM can be deduced
by knowing the barrier height of the metal-SAM-metal junction.

When the Fermi level of the metal is aligned close enough to one energy
level (either HOMO or LUMO), the effect of the other distant energy level on
the tunneling transport is negligible, and the widely used Simmons model [52]
is an excellent approximation [53]. Simmons model expressed the tunneling
current density through a barrier in the tunneling regime of V < ΦB/e as
[24,52]



Intrinsic Electronic Conduction Mechanism in SAMs 281

J =
e

4π2�d2

{(
ΦB − eV

2

)
× exp

[
−2(2m)1/2

�
α

(
ΦB − eV

2

)
d

]

−
(

ΦB +
eV

2

)
× exp

[
−2(2m)1/2

�
α

(
ΦB +

eV

2

)
d

]}
(2)

where m is the electron mass, d is the barrier width, ΦB is the barrier height,
and V is the applied bias. For molecular systems, the Simmons model has
been modified with a parameter α [24,32]. α is a unitless adjustable parameter
that is introduced to provide either a way of applying the tunneling model of
a rectangular barrier to tunneling through a nonrectangular barrier [24], or an
adjustment to account for the effective mass (m*) of the tunneling electrons
through a rectangular barrier [24,32,51,54], or both. α = 1 corresponds to the
case for a rectangular barrier and bare electron mass. By fitting individual
I(V) data using (2), ΦB and α values can be obtained.

Equation (1) can be approximated in two limits: low bias and high bias
as compared with the barrier height ΦB . For the low bias range, (2) can be
approximated as [52]

J ≈
(

(2mΦB)1/2e2α
�2d

)
V exp

[
−2(2m)1/2

�
α(ΦB)1/2d

]
(3)

To determine the high bias limit, we compare the relative magnitudes of
the first and second exponential terms in (2). At high bias, the first term is
dominant and thus the current density can be approximated as

J ≈
( e

4π2�d2

){(
ΦB − eV

2

)
× exp

[
−2(2m)1/2

�
α
(

ΦB − eV
2

)
d

]}
(4)

The tunneling currents in both bias regimes are exponentially dependent
on the barrier width d. In the low bias regime the tunneling current density
is J ∝ 1

d exp(−β0d), where β0is bias-independent decay coefficient:

β0 =
2(2m)1/2

�
α(ΦB)1/2 (5)

while in the high bias regime, J ∝ 1
d2 exp(−βV d) , where βV is bias-dependent

decay coefficient:

βV =
2(2m)1/2

�
α
(

ΦB − eV
2

)1/2

= β0

(
1 − eV

2ΦB

)1/2

(6)

At high bias βV decreases as bias increases, which results from barrier low-
ering effect due to the applied bias.
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Fig. 3. Temperature-dependent I(V) characteristics of dodecanethiol (C12). I(V)
data at temperatures from 300 to 80 K with 20 K steps are plotted on a log scale

4 Results

4.1 Current-Voltage Characteristics

Temperature-Variable Current-Voltage (I(V,T)) Measurement

In order to determine the conduction mechanism of self-assembled alkanethiol
molecular systems I(V) measurements in a sufficiently wide temperature
range (300 to 80 K) and resolution (10 K) were performed. Figure 3 shows
a representative I(V,T) characteristic of dodecanethiol (C12) measured with
the device structure as shown in Fig. 1(a). Positive bias corresponds to elec-
trons injected from the physisorbed Au contact [bottom contact in Fig. 1(a)]
into the molecules. By using the contact area of 45 ± 2 nm in diameter deter-
mined from SEM study, a current density of 1,500 ± 200 A/cm2 at 1.0 Volt
is determined. No significant temperature dependence of the characteristics
(from V = 0 to 1.0 Volt) is observed over the range from 300 to 80 K. An
Arrhenius plot (ln(I) versus 1/T) of this is shown in Fig. 4(a), exhibiting little
temperature dependence in the slopes of ln(I) versus 1/T at different bias and
thus indicating the absence of thermal activation. Therefore, we conclude that
the conduction mechanism through alkanethiol is tunneling contingent on
demonstrating a correct molecular length dependence. The tunneling through
alkanethiol SAMs has been assumed as “through-bond” tunneling, i.e., along
the tilted molecular chains between the metal contacts [21, 22, 31, 55]. Based
on the applied bias as compared with the barrier height (ΦB), the tunneling
through a SAM layer can be categorized into either direct (V < ΦB/e) or
Fowler-Nordheim (V > ΦB/e) tunneling. These two tunneling mechanisms
can be distinguished due to their distinct voltage dependencies (see Table 1).
Analysis of ln(I2/V) versus 1/V [in Fig. 4(b)] shows no significant voltage
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Fig. 4. (a) Arrhenius plot generated from the I(V) data in Fig. 3, at voltages
from 0.1 to 1.0 Volt with 0.1 Volt steps. (b) Plot of ln(I2/V) versus 1/V at selected
temperatures

dependence, indicating no obvious Fowler-Nordheim transport behavior in
this bias range (0 to 1.0 Volt) and thus determining that the barrier height
is larger than the applied bias, i.e., ΦB > 1.0 eV. This study is restricted to
applied biases ≤ 1.0 Volt and the transition from direct to Fowler-Nordheim
tunneling requires higher bias. Having established tunneling as the conduc-
tion mechanism, we can now obtain the barrier height by comparing our ex-
perimental I(V) data with theoretical calculations from the aforementioned
tunneling models.

Tunneling Characteristics through Alkanethiols

From the modified Simmons model [see (2)] by adjusting two parameters ΦB

and α, a nonlinear least squares fitting can be performed to fit the measured
C12 I(V) data (calculation assuming α = 1 has been previously shown not
to fit I(V) data well for some alkanethiol measurements at fixed temperature
(300 K)) [24]. By using a device size of 45 nm in diameter, the best fitting
parameters (minimizing χ2) for the room temperature C12 I(V) data were
found to be ΦB = 1.42 ± 0.04 eV and α = 0.65 ± 0.01, where the error
ranges of ΦB and α are dominated by potential device size fluctuations of 2
nm. Likewise, data sets were obtained and fittings were done for octanethiol
(C8) and hexadecanethiol (C16), which yielded values {ΦB = 1.83 ± 0.10
eV and α = 0.61 ± 0.01} and {ΦB = 1.40 ± 0.03 eV, α = 0.68 ± 0.01},
respectively.

Using ΦB = 1.42 eV and α = 0.65, a calculated I(V) for C12 is plotted as
a solid curve on a linear scale [Fig. 5(a)] and a semi-log scale [Fig. 5(b)]. A
calculated I(V) for α = 1 and ΦB = 0.65 eV (which gives the best fit at low
bias range) is shown as the dashed curve in the same figure, illustrating that
with α = 1 only limited regions of the I(V) can be fit (specifically here, for V
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Fig. 5. Measured C12 I(V) data (circular symbols) is compared with calculation
(solid curve) using the optimum fitting parameters of ΦB = 1.42 eV and α = 0.65.
The calculated I(V) from a simple rectangular model (α = 1) with ΦB = 0.65 eV
is also shown as the dashed curve. Current is plotted (a) on linear scale and (b) on
log scale

< 0.3 Volt). For the case of a rectangular barrier, the parameter fit presented
above corresponds to an effective mass m* (= α2 m) of 0.42 m. In order to in-
vestigate the dependency of the Simmons model fitting on ΦB and α, a fitting
minimization analysis was undertaken on the individual ΦB and α values as
well as their product form of αΦ1/2

B in (5). ∆(ΦB ,α) = (Σ|Iexp,V −Ical,V |2)1/2

was calculated and plotted where Iexp,V is the experimental current-voltage
values and Ical,V is calculated using (2). 7,500 different {ΦB ,α} pairs were
used in the fittings with ΦB ranging from 1.0 to 2.5 eV (0.01 eV increment)
and α from 0.5 to 1.0 (0.01 increment). Figure 6(a) is a representative contour
plot of ∆(ΦB ,α) versus ΦB and α values generated for the C12 I(V) data
where darker regions correspond to smaller ∆(ΦB ,α) and various shades rep-
resent half order of magnitude ∆(ΦB ,α) steps. The darker regions represent
better fits of (1) to the measured I(V) data. In the inset in Fig. 6(a) one can
see there is a range of possible ΦB and α values yielding minimum fitting
parameters. Although the tunneling parameters determined from the previ-
ous Simmons tunneling fitting {ΦB = 1.42 eV and α = 0.65} lie within this
minimum region in this figure, there is a distribution of other possible values.

A plot of ∆(ΦB ,α) versus αΦ1/2
B for the same device reveals a more pro-

nounced dependence, and is shown in Fig. 6(b). This plot indicates the fitting
to the Simmons model sharply depends on the product of αΦ1/2

B . For this plot
the ∆(ΦB ,α) is minimized at αΦ1/2

B of 0.77 (eV)1/2 corresponding to a β0

value of 0.79 Å−1 from (5). The C8 and C16 devices showed similar results,
indicating the Simmons tunneling model has a strong αΦ1/2

B dependence.
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Fig. 6. (a) Contour plot of ∆(ΦB , α) values for C12 nanopore device as a function
of ΦB and α, where the darker region corresponds to a better fitting. Inset shows
detail minimization fitting regions. (b) A plot of ∆(ΦB , α) as a function of a αΦ

1/2
B

Length-Dependent Tunneling through Alkanethiols

Three alkanethiols of different molecular length, C8, C12, and C16 were inves-
tigated to study length-dependent tunneling behavior. Figure 7 is a semi-log
plot of tunneling current densities multiplied by molecular length (Jd at low
bias and Jd2 at high bias) as a function of the molecular length for these
alkanethiols. The molecular lengths used in this plot are 13.3, 18.2, and 23.2
Å for C8, C12, and C16, respectively (each molecular length was determined
by adding an Au-thiol bonding length to the length of molecule [21]). Note
that these lengths assume through-bond tunneling [21, 22, 31, 55]. The high
and low bias regimes are defined somewhat arbitrarily by comparing the rela-
tive magnitudes of the first and second exponential terms in (2). Using ΦB =
1.42 eV and α = 0.65 obtained from nonlinear least squares fitting of the C12
I(V) data, the second term becomes less than ∼10% of the first term at ∼0.5
Volt that is chosen as the boundary of low and high bias ranges.

As seen in Fig. 7, the tunneling current shows exponential dependence
on molecular length, which is consistent with the Simmons tunneling model
[see (3) and (4)]. The β values can be determined from the slope at each bias
and are plotted in Fig. 8. The error bar of an individual β value in this plot
was obtained by considering both the device size uncertainties and the linear
fitting errors.

The determined β values are almost independent of bias in the low bias
range (V <∼ 0.5 V), and an average β of 0.77 ± 0.06 Å−1 in this region (from
0 to 0.5 V) can be calculated from Fig. 8. The β value (0.77 ± 0.06 Å−1 ≈
0.96 ± 0.08 per methylene) for alkanethiols reported here is comparable to
previously reported values as summarized in Table 2. This β value agrees
with the value of 0.79 Å−1(β0) calculated via (5) from fitting individual I(V)
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Fig. 7. Log plot of tunneling current densities multiplied by molecular length d
at low bias and by d2 at high bias (symbols) versus molecular lengths. The lines
through the data points are linear fittings

Fig. 8. Plot of β versus bias in the low bias range (square symbols) and high bias
ranges (circular symbols). The inset shows a plot of β2

V versus bias with a linear
fitting

characteristic of the C12 device. The calculated β0 of C8 and C16 devices
also have similar values, as summarized in Table 3.

According to (6), β2
V depends on bias V linearly in the high bias range.

The inset in Fig. 8 is a plot of β2
V versus V in this range (0.5 to 1.0 Volt) along

with linear fitting of the data. From this fitting, ΦB = 1.35 ± 0.20 eV and
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Table 2. Summary of alkanethiol tunneling characteristic parameters

Junction β (Å−1) J (A/cm2) at 1 V ΦB (eV) Technique

(bilayer) monothiol 0.87 ± 0.1 25–200a) 2.1e) Hg-junction [24]

(bilayer) monothiol 0.71 ± 0.08 0.7–3.5a) Hg-junction [26]

monothiol 0.79 ± 0.01 1500 ± 200b) 1.4e) Solid M-I-M [32]
monothiol 1.2 STM [18]

dithiol 0.8 ± 0.08 3.7–5×105 c) 5 ± 2f) STM [19]

monothiol 0.73–0.95 1100–1900d) 2.2e) CAFM [20]

monothiol 0.64–0.8 10-50d) 2.3e) CAFM [22]

dithiol 0.46 ± 0.02 3–6×105c) 1.3–1.5e) CAFM [23]

monothiol 1.37 ± 0.03 1.8f) Tuning fork AFM [47]
monothiol 0.97 ± 0.04 Electrochemical [29]
monothiol 0.85 Electrochemical [30]
monothiol 0.91 ± 0.08 Electrochemical [31]

monothiol 0.76 2 ×104(at 0.1 V) 1.3–3.4g) Theory [56]
monothiol 0.76 Theory [57]
monothiol 0.79 Theory [54]

Note:
Some decay coefficients b were converted into the unit of Å−1 from the unit of per
methylene.
The junction areas were estimated by optical microscopea), SEMb), assuming
single moleculec), and Hertzian contact theoryd).
Current densities (J) for C12 monothiol or dithiol at 1 V are extrapolated from
published results for other length molecules by using conductance ∝ exp(-β d)
relationship.
Barrier height ΦB values were obtained from Simmons equatione),
bias-dependence of βf), and a theoretical calculationg).

α = 0.66 ± 0.04 were obtained from the intercept and the slope, respectively,
consistent with the values {ΦB = 1.42 eV and α = 0.65} obtained from the
nonlinear least squares fitting in the previous section.

β values for alkanethiols obtained by various experimental techniques have
previously been reported and are summarized in Table 2 [18–32, 47]. In order
to compare with these reported β values, we also performed length-dependent
analysis on our experimental data according to the generally used equation
[19–27, 32]:

G = G0 exp(−βd) . (7)

This gives a β value from 0.84 to 0.73 Å−1 in the bias range from 0.1 to 1.0
volt, which is comparable to results reported previously. For example, Holm-
lin, et al, reported a β value of 0.87 Å−1 by mercury drop experiments [24],
and Wold, et al, have reported β of 0.94 Å−1 and Cui, et al, reported β of
0.64 Å−1 for various alkanethiols by using a conducting atomic force micro-
scope technique [20, 22]. These reported β were treated as bias-independent
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Table 3. Summary of alkanethiol tunneling parameters in this study

Molecules J (A/cm2) at 1 V ΦB (eV) α m∗ (m) β0 (Å−1)*

C8 31,000 ± 10,000 1.83 ± 0.10 0.61 ± 0.01 0.37 0.85 ± 0.04
C12 1,500 ± 200 1.42 ± 0.04 0.65 ± 0.01 0.42 0.79 ± 0.02
C16 23 ± 2 1.40 ± 0.03 0.68 ± 0.01 0.46 0.82 ± 0.02

C8-dithiol 93,000 ± 18,000 1.20 ± 0.03 0.59 ± 0.01 0.35 0.66 ± 0.02

∗ β0 values were calculated from (5) using ΦB and α.

quantities, contrary to the results reported here and that observed in a
slightly different alkane system (ligand-encapsulated nanoparticle/alkane-
dithiol molecules) [23]. We also caution again the use of parameters that
have not been checked against a temperature-dependent analysis, since small
non-tunneling components can dramatically affect derived values of β.

Franz Model

We have analyzed our experimental data using a Franz two-band model [48–
51]. Since there is no reliable experimental data on the Fermi level alignment
in these metal-SAM-metal systems, ΦB and m∗ are treated as adjustable
parameters. We performed a least squares fit on our data with the Franz non-
parabolic E(k) relationship [see (1)] using an alkanethiol HOMO-LUMO gap
of 8 eV.1 Figure 9 shows the resultant E(k) relationship and the corresponding
energy band diagrams. The zero of energy in this plot was chosen as the
LUMO energy. The best fitting parameters obtained by minimizing χ2 were
ΦB = 1.49 ± 0.51 eV and m∗ = 0.43± 0.15 m, where the error ranges of ΦB

and m∗ are dominated by the error fluctuations of β [−k2 = (β/2)2]. Both
electron tunneling near the LUMO and hole tunneling near the HOMO can
be described by these parameters. ΦB = 1.49 eV indicates that the Fermi
level is aligned close to one energy level in either case, therefore the Simmons
model is a valid approximation. The ΦB and m∗ values obtained here are in
reasonable agreement with the previous results obtained from the Simmons
model.

4.2 Inelastic Tunneling

Inelastic Electron Tunneling Spectroscopy

Electronic transport through alkanethiol SAMs is further investigated with
the technique of inelastic electron tunneling spectroscopy [33], such as the

1Although the HOMO-LUMO gap of alkyl chain type molecules has been re-
ported (see [12]), there is no experimental data on the HOMO-LUMO gap for
Au/alkanethiol SAM/Au system. 8 eV is commonly used as HOMO-LUMO gap of
alkanethiol
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Fig. 9. E(k) relationship (symbols) generated from the length-dependent measure-
ment data for alkanethiols. Solid and open symbols correspond to electron and hole,
respectively. The insets show the corresponding energy band diagrams. The solid
curve is the Franz two-band expression for m∗ = 0.43 m

works of 1966 by Jaklevic and Lambe who studied the conductance of a tun-
nel junctions with encased organic molecules [34]. Since then it has become
a powerful spectroscopic tool for chemical identification, chemical bonding
investigation, and surface chemistry and physics studies [37]. In an inelastic
tunneling process the electron loses energy to a localized vibrational mode
with a frequency when the applied bias satisfies the condition of eV = hν
As a result, an additional tunneling channel is opened for the electron, re-
sulting in an increase in the total current at the applied bias corresponding
to the vibrational mode energy [36]. Typically only a small fraction of tun-
neling electrons are involved in the inelastic tunneling process (determined
by the electron – vibronic mode coupling coefficient), resulting in a small
conductance change, which is commonly measured in the second harmonics
of a phase-sensitive detector that yields the characteristic frequencies of the
corresponding vibrational modes as well as other information [35–37].

I(V,T) measurements and additional IETS studies have been performed
on an octanedithiol (C8-dithiol) SAM using the aforementioned device struc-
ture shown in Fig. 1(a) [33]. Figure 10(a) is the I(V,T) data for this device
obtained from 300 to 4.2 K. An Arrhenius plot shown in Fig. 10(b) exhibits
little temperature dependence, verifying that tunneling is the main transport
mechanism for C8-dithiol SAM. This result is in good agreement with the
tunneling transport characteristics observed previously. Figure 11 shows the
room temperature I(V) measurement result. Using a junction area of 51 ± 5
nm in diameter (obtained from statistical studies of the nanopore size with
SEM), a current density of (9.3 ± 1.8) × 104 A/cm2 at 1.0 Volt is calculated.
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Fig. 10. (a) I(V,T) characteristics of C8-dithiol SAM at selected temperatures
(4.2, 50, 100, 150, 200, 250, and 290 K). (b) Arrhenius plot generated from the
data in (a), at voltages from 0.1 to 0.5 Volt with 0.05 Volt steps

Fig. 11. Measured C8-dithiol I(V) data (circular symbols) is compared with cal-
culation (solid curve) using the optimum fitting parameters of ΦB = 1.20 eV and
α = 0.59

As a comparison, the current density of (3.1 ± 1.0) × 104 A/cm2 at 1.0 Volt
was observed for C8 monothiol SAM. Using the modified Simmons model
[see (2)], the transport parameters of ΦB = 1.20 ± 0.03 eV and α = 0.59 ±
0.01 (m∗ = 0.34 m) were obtained for this C8-dithiol SAM.

Figure 12 shows the IETS spectrum of the same C8-dithiol SAM device
obtained at T = 4.2 K. An ac modulation of 8.70 mV (rms value) at a fre-
quency of 503 Hz was applied to the sample to acquire the second harmonic
signals. The spectra are stable and repeatable upon successive bias sweeps.
The spectrum at 4.2 K is characterized by three pronounced peaks in the
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0 to 200 mV region at 33, 133, and 158 mV. From comparison with previ-
ously reported infrared (IR), Raman, and high resolution electron energy loss
(HREEL) spectra of SAM covered gold surfaces (Table 4), these three peaks
are assigned to ν(Au-S), ν(C-C), and γw(CH2) modes of a surface bound
alkanethiolate2 [58–60]. The absence of a strong ν(S-H) signal at ∼329 mV
suggests that most of the thiol groups have reacted with the gold bottom and
top contacts. Peaks are also reproducibly observed at 80, 107, and 186 mV.
They correspond to ν(C-S), δr(CH2), and δs(CH2) modes. The stretching
mode of the CH2 groups, ν(CH2), appears as a shoulder at 357 meV. The
peak at 15 mV is due to vibrations from either Si, Au, or δ(C-C-C) [61].
We note that all alkanethiolate peaks without exception or omission occur
in the spectra. Peaks at 58, 257, 277, and 302, as well as above 375 mV are
likely to originate from Si-H and N-H vibrations related to the silicon nitride
membrane [61, 62], which forms the SAM encasement. Measurement of the
background spectrum of an “empty” nanopore device with only gold contacts
to obtain background contributions from Si3N4 is hampered by either too low
(open circuit) or too high (short circuit) currents in such a device. However,
to the best of our knowledge alkanethiols have no vibrational signatures in
these regions. Similar IETS result has also been obtained using a different
test structure recently [63].

Although there are no selection rules in IETS as there are in IR and
Raman spectroscopy, certain selection preferences have been established. Ac-
cording to the IETS theory [64], molecular vibrations with net dipole mo-
ments perpendicular to the interface of the tunneling junction have larger
peak intensities than vibrations with net dipole moments parallel to the in-
terface (for dipoles close to the electrodes). Thus vibrations perpendicular to
the electrode interface, i.e., ν(Au-S), ν(C-S), ν(C-C), and γw(CH2) dominate
the IETS spectrum while modes parallel to the interface, i.e., δr,s(CH2) and
ν(CH2), are weak, as clearly shown in Fig. 12.

Linewidth Study

In order to verify that the observed spectra are indeed valid IETS data,
the peak width broadening was examined as a function of temperature and
modulation voltage. IETS was performed with different ac modulations at
a fixed temperature, and at different temperatures with a fixed ac modu-
lation. Figure 13(a) shows the modulation dependence of the IETS spectra
obtained at 4.2 K, and Fig. 13(b) shows the modulation broadening of the
C-C stretching mode at 133 meV. The circular symbols are the full widths at
half maximum (FWHMs) of the experimental peak at T = 4.2 K with var-
ious modulation voltages. A Gaussian distribution function was utilized to
obtain a FWHM and the error range [65]. The square symbols are calculated

2The symbols δ, γ, and ν denote in-plane rocking (r) and scissoring (s), out-of-
plane wagging (w) and twisting (t), and stretching modes, respectively
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Fig. 12. Inelastic electron tunneling spectra of C8-dithiol SAM obtained from lock-
in second harmonic measurements with an ac modulation of 8.70 mV (rms value) at
a frequency of 503Hz (T = 4.2 K). Peaks labeled ∗ are most probably background
due to the encasing Si3N4

FWHM values (Wtheoretical) taking into account both a finite temperature ef-
fect (Wthermal ∼5.4 kBT) and a finite voltage modulation effect (Wmodulation

∼1.7 Vacrms) [66]. These two broadening contributions add as the squares:
W 2

theoretical =W 2
thermal +W

2
modulation. The agreement is excellent over most of

the modulation range, but we note a saturation of the linewidth at low mod-
ulation bias indicating the influence of a non-negligible intrinsic linewidth.
Taking into account the known thermal and modulation broadenings, and
including the intrinsic linewidth (WI) [67] broadening as a fitting parameter,
the measured peak width (Wexp) is given by

Wexp =
√
W 2

I +W 2
thermal +W 2

modulation (8)

WI can be determined by using a nonlinear least squares fit to the ac mod-
ulation data (Fig. 13) with (8), giving an intrinsic linewidth of 3.73 ± 0.98
meV for this line. This is shown (with the error range) in Fig. 13(b) as a
shaded bar, including the thermal contribution.

We can independently check the thermal broadening of the line at fixed
modulation width. Figure 14 shows the temperature dependence of the IETS
spectra obtained with an ac modulation of 8.70 mV (rms value). In Fig. 14(b)
the circular symbols (and corresponding error bars) are experimental FWHM
values of the C-C stretching mode from Fig. 14(a), determined by a Gaussian
fit (and error of the fit) to the experimental lineshape. For simplicity we
have only considered Gaussian lineshapes [65] resulting in increased error
bars for the lower temperature range due to an asymmetric lineshape. The
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Fig. 13. (a) Modulation dependence of IETS spectra obtained at 4.2 K. (b) Line
(C-C stretching mode) broadening as a function of ac modulation. The circular
symbols are experimental FWHMs and the square symbols are theoretical calcu-
lations considering both modulation and thermal contributions. The shaded bar
denotes the expected saturation due to the derived intrinsic linewidth (including a
5.4 kBT thermal contribution) of 3.73 ± 0.98 meV

Fig. 14. (a) Temperature dependence of IETS spectra obtained at a fixed ac
modulation of 8.70 mV (rms value). (b) Line (C-C stretching mode) broadening
as a function of temperature. The circular symbols are experimental FWHMs and
the square symbols are theoretical calculations considering thermal broadening,
modulation broadening, and the intrinsic linewidth
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Table 4. Summary∗ of the major vibrational modes of alkanethiolates. Taken from
[58–60]

Modes Methods Wavenumber (cm−1) (meV)

ν(Au-S) HREELS 225 28

ν(Au-S) Raman 641 79
Raman 706 88

HREELS 715 89
δr(CH2) IR 720 89

IR 766 95
IR 925 115

HREELS 1050 130
ν(C-C) Raman 1064 132

Raman 1120 139

IR 1230 152
γw,t(CH2) HREELS 1265 157

IR 1283 159
IR 1330 165

δs(CH2) HREELS 1455 180

ν(S-H) Raman 2575 319

νs(CH2) Raman 2854 354
HREELS 2860 355

Raman 2880 357
νas(CH2) Raman 2907 360

HREELS 2925 363

∗ There is a vast amount of literature with spectroscopic assignments for
alkanethiols. The references given are representative for IR [60], Raman [58],
and HREELS [59] assignments.

square symbols are theoretical calculations considering thermal broadening,
modulation broadening, and the intrinsic linewidth determined above. The
error ranges of the calculation (due to the intrinsic linewidth error) are ap-
proximately the size of the data points. The agreement between theory and
experiment is very good, spanning a temperature range from below (× 0.5)
to above (× 10) the thermally broadened intrinsic linewidth. This linewidth
should be a sensitive test to compare to theoretical models of transmission
probabilities [68].

Similar intrinsic linewidths have been determined for the Au-S stretch-
ing mode (33 meV) and CH2 wagging mode (158 meV), and the results are
shown in Fig. 15. For the Au-S stretching mode, the deviation of experimen-
tal data from calculated values is little, indicating that its intrinsic linewidth
is small. A linewidth upper limit of 1.69 meV is determined for this vibra-
tional mode. For the CH2 wagging mode, nonlinear least squares fit to (8)
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Fig. 15. Line broadenings as function of ac modulation for IETS spectra obtained
at 4.2 K for (a) the Au-S stretching mode and (b) the CH2 wagging mode. The
circular symbols are experimental FWHMs and the square symbols are theoreti-
cal calculations considering both modulation and thermal contributions (but not
intrinsic linewidth). Nonlinear least squares fitting to (8) to determine intrinsic
linewidth is shown as the solid curve in (b)

[the solid curve in Fig. 15(b)] gave intrinsic linewidth of 13.5 ± 2.4 meV. The
linewidths and their variation throughout the molecule are potentially due
to inhomogeneous line broadening, and a more detailed understanding may
give detailed structural information of these device structures.

5 Conclusions

We present here a study of electron tunneling through alkanethiol SAMs, with
the intent that this system can serve as a simple control for the development
of well-characterized molecular junctions. The characteristics are consistent
with accepted models of M-I-M tunneling junctions, as well as presenting a
system on which tunneling spectroscopy can be performed.

The field of “molecular electronics” is rich in the proposal and promise
of numerous device concepts [69, 70] but unfortunately has an absence of
reliable data and characterization techniques upon which to test these ideas.
It is incumbent upon the experimentalist to carefully institute controls to
carefully validate claims of intrinsic molecular behavior. Systematic controls,
such as the model system presented here, should assist in guiding further
work toward a rational development of the fascinating device structures and
systems that the field promises.
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Abstract. The problem of connecting two wires to a single molecule has several
practical solutions, varying from break junctions, to gaps formed by controlled
evaporation and self-assembled structures. Here, we focus on gold nanoparticle self-
assembled junctions, and break junctions, two techniques that allow the number of
molecules in the gap to be determined. We show that the nanoparticle junctions are
affected by the electronic properties of the nanoparticles, and that corrections for
these effects tend to bring the data into closer agreement with both break-junction
measurements and ab initio calculations.

1 Introduction

How well do we understand charge transport through a molecule connected at
each end to conducting electrodes? Modern computational techniques make
quantitative predictions about molecular conduction, yet, to take one contro-
versial example, experiments show DNA to be an insulator [1], semiconduc-
tor [2], conductor [3] and even superconductor [4] (though the issue is now
probably resolved [5]).

A reliable method for contacting molecules is needed, and, if quantita-
tive comparison with theory is the goal, then the number of molecules that
are contacted should be countable. Methods for contacting molecules in-
clude scanning tunneling microscopy (STM) [6–8] conducting atomic force
microscopy (AFM) [9, 10], break junctions [11–13] (and see the discussion
by Wang, lee and Reed in [38]), fixed-gap nanojunctions [14, 15], nanopores
[16, 38], mercury drop contacts [17] and crosswire assmeblies [18]. Each
method has some particular advantage [16] but the difficulty of counting
the number of contacted molecules, and the characterization of their bond-
ing, remain difficult problems. These problems probably underlie the wide
range of data reported for similar molecules [19], though a tour-de-force as-
sembly mechanism for placing molecules into nanojunctions has produced
some striking results [20,21].

We chose to study simple (and already much studied) molecules, the
alkane dithiols [10,22], using a self-assembled system in which a well defined
number of molecules are connected, by covalent bonds, to metal electrodes.
A self-assembled monolayer of (in this case) octanethiol is placed in contact
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with a solvent so that some molecules leave (taking a gold atom with them,
such is the lability of the gold surface covered with thiols [23]). Thus, such
a surface, when placed in a solution of dithiolated molecules, will open up
spaces for the dithiolated molecules to enter the monolayer [24]. The result
is dithiolated molecules inserted into a monolayer of monothiols in a well-
defined orientation, and bonded at their lower end to the gold substrate. It is
still not easy to make an electrical contact to the inserted molecules, because
the atoms of a top contact must line up correctly with the (now fixed) upper
thiol, so that a chemical bond can form. To solve this problem, the monolayer
is next incubated with a suspension of gold nanoparticles (NPs). We used
1.5 nm diameter gold stabilized with triphenylphosphine [25] as this ligand
is readily displaced by the more reactive thiol. The NPs find the protruding
thiols and attach to them. The attached NPs then make excellent “large”
targets for a conducting atomic force microscope probe. A gold-coated probe
is pushed into the NP to complete a circuit. The result is highly reproducible
data showing a quantized series of current-voltage curves that are multiples
of the current-voltage curve for a single molecule [22]. Importantly, the single
molecule data are quite close to the results of first-principles calculations [22].
This rosy picture is clouded by further studies of transport as a function of
alkane chain length [26] which yield a value for the inverse electronic decay
length, β, that are too small and too voltage-dependent.

Xu and Tao [27] have recently introduced an elegant extension of the
break-junction method. They operate an STM as an automated break junc-
tion, pushing a gold tip (under computer control) into a gold substrate im-
mersed in a solution of dithiolated molecules. The bias between tip and sub-
strate is fixed and the current recorded as the tip is pulled away from the
surface. The current plotted vs. distance shows discrete plateaus (regions of
constant current over a significant distance of the pull). When these values
of current plateau are histogrammed, distinct peaks are seen in the conduc-
tance, probably corresponding to 1, 2, 3 etc. molecules bridging the gap [27].
The plateaus in the current vs. distance plots form because gold filaments
are very ductile, so a single molecule dominates the gap resistance as the
gold to which it is attached is drawn out from the tip and substrate [28].
This method is simple to carry out and gives reproducible data, though com-
plete current-voltage curves must be obtained through repeated experiments
at different biases. These measurements are made in solution and we expect
that the environment matters considerably for redox active molecules, but
we doubt that this is critical for simple tunnel transport.

Do these plateau regions really correspond to integer numbers of molecules
in well-defined geometries? Values of conductance measured in this way [27]
are close to, but systematically higher than, those measured by the method
of self-assembled junctions [22, 26]. Importantly, the Xu-Tao method yields
much more realistic values for β [27]. It is the aim of this paper to show that
electronic effects of the nanoparticle contact account, at least qualitatively,
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for differences between the two techniques (which are relatively small in any
case). This lends credence to the interpretation of the current-plateaus as
corresponding to integer numbers of molecules in the gap. Thus the method of
Xu and Tao [27] represents a significant improvement over our self-assembly
based method [22], yielding data that is quite close to the results of first-
principles simulation and resolving the issue of anomalous values for the
electronic decay constant [26]. Some issues remain to be resolved, but these
are minor relative to the scale of recent progress.

2 Contact Resistance in NP Contact Experiments

Our original, probably naive, interpretation of our experimental data assumed
that the contact between the gold-coated AFM probe and the NP was good
(i.e., the system acts like a bulk metal). Yet this is surely not true. The parti-
cle probably remains coated with triphenylphosphine (as evidenced by a low
measured adhesion force between the AFM probe and the NP). Any signif-
icant resistance (i.e., greater that the resistance quantum, h/2e2 ≈12.6 kΩ)
would lead to independent charging of the NP, with consequent Coulomb
blockading [29]. The matter is complicated further by the possibility that
very small (< 5 nm diameter) gold NPs may suffer from an intrinsic gap as a
consequence of quantum size effects [30].

The current-voltage curves taken via a gold NP show clear evidence of
a zero-bias gap (Fig. 1). This shows the mean, and standard deviation (as
vertical bars) for current data points for about 1000 measurements of oc-
tanedithiol molecules between a gold NP (d = 1.5 nm) and a gold (111)
surface. The derivative, dI/dV , is shown on the same plot, illustrating a zero
bias gap on the order of 0.5V. It is tempting, and probably partially correct,
to attribute this gap to a Coulomb blockade caused by charging of the gold
NP. Interpretation is, however, complicated by the fact that gold NPs of this
size show evidence of electronic structure with level spacings on the order of
100meV [30]. Unfortunately, this problem is difficult to circumvent, as the
NP technique relies on the use of (easily-displaced) triphenylphosphine lig-
and, limiting the particle size to 1.5 nm [25] (or smaller, see below). Note that
this ligand is probably not important from a strictly electronic viewpoint as
it is not easily reduced or oxidized.

The problem is not easily dealt with from a theoretical viewpoint either.
This is because it requires a detailed electronic structure calculation for the
NP with explicit inclusion of electron-electron interactions in order to deal
with the Coulomb charging problem. Simple estimates, based on “particle in
a box” pictures do not give a good account of the details of the observed
structure [30]. We therefore proceed to treat the Coulomb blockade aspect
the simplest way we can, using the results of the fits to assess the degree to
which this approach is flawed in practice.
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Fig. 1. Current vs. bias (T = 300K) for octanedithiol in a gold-molecule-gold
junction (left axis) with the corresponding derivative (right axis). Data are averages
for 1000 molecules with the standard deviation on each current shown by a vertical
bar (giving the curve its width). Despite the averaging process, noise dominated
the numerical derivative, so a 4th order polynomial fit is shown as the dashed line

At its simplest, this problem can be treated by considering the junction
as a resistance (proportional to inverse tunneling rate) in parallel with a
capacitor to represent the AFM to gold particle contact and a second parallel
resistor-capacitor combination in series with the first to represent the gold
particle to gold substrate contact (illustrated in the inset in Fig. 2a). Such
an arrangement has been treated in detail by Hanna and Tinkham [31] and
the current-voltage characteristic is calculated as follows:

With R1 corresponding to the probe-to-particle tunnel junction resis-
tance, C1 to its capacitance, R2 corresponding to the particle-to-substrate
tunnel junction resistance and C2 its capacitance, and allowing for a charge
accumulation Q0 on the nanoparticle, the current is obtained from

I(V ) = e
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[
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The residual charge on the nanoparticle, Q0, was set to zero in the fits that
follow as non-zero values give asymmetric I-V curves, contrary to experiment.
In (2), the electron distribution abides by the following ratios and equations:
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Fig. 2. Experimental single molecule current-voltage data (averages for many
molecules) are shown as the thick lines superimposed on the theoretical Coulomb-
blockade fits (thin lines) for (a) octanedithiol, (b) decanedithiol and (c) dode-
canedithiol. Fitting parameters are listed in Table 1

σ(n)
σ(n+ 1)

=
Γ−

1 (n+ 1) + Γ−
2 (n+ 1)

Γ−
1 (n) + Γ+

2 (n)
(5)

and ∞∑
n=−∞

σ(n) = 1 . (6)

C2 should be at least equal to the free space capacitance of the sphere,
4πε0R where R ≈ 1.5 nm, giving 0.08aF (1aF = 10−18F). Fits to averaged
data for octane, decane and dodecanedithiol are shown in Fig. 2 (for details
of the statistical distribution of this data see [26]). The fits are good, but we



306 J. Tomfohr et al.

Table 1. Fitting parameters for the Coulomb blockade model for the various n-
alkanes with 1.5 nm Au contacts (C8 = octanedithiol, C10 = decanedithiol, C12 =
dodecanedithiol)

Sample C1 (aF) C2 (aF) R1 (MΩ) R2 (MΩ)

C8 0.318 ± 0.02 0.085 ± 0.02 <1 128 ± 5
C10 0.318 ± 0.02 0.085 ± 0.02 <1 252 ± 10
C12 0.318 ± 0.02 0.085 ± 0.02 <1 875 ± 40

show the modeled curves over a higher bias range than the experimental data
to emphasize the fact that structure in the curves lies beyond the range of
experimental observation (set by sample stability). The parameters for these
fits are listed in Table 1. Once the octanedithiol data were fitted, the remain-
ing data could be fitted with the same values for the tip-NP capacitance, C1,
and NP-surface capacitance C2, to yield values for the molecular resistance,
R2. The tip-to-NP resistance was too low to be determined accurately by the
fits. The values of R2 are closer to those that have been calculated [22,32–35]
and the value of C2 is of the right order, but too low, given that the appropri-
ate relative dielectric constant must be > 1. The essentially constant value for
C2 is reasonable, given the small changes in the relatively large NP-surface
distance. Of more concern is the failure of the corrected data to produce a
reasonable value for β. A plot of the values of R2 vs. chain length (in units
of methylene groups) is shown in Fig. 3. The best exponential fit is shown by
the dashed line. The fit is clearly quite poor, and the corresponding value of
β(0.48) anomalously low [26]. How might the intrinsic electronic properties
of the sphere interfere with an otherwise exponential decay? A simple, if ut-
terly classical, representation would be to introduce a “contact resistance”.

Fig. 3. Resistance vs. chain length (N = number of methylene groups) shown as
the black dots. Best-fit exponential (b = 0.48) is shown by the dashed line. The
modified decay (exponential plus constant) is shown by the solid line
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This concept has no validity in a quantum system, but might be valid if the
tunneling steps (tip to NP, NP to surface) were incoherent, perhaps as a
consequence of thermal vibrations. Fitting to R0 + R1 exp(βN) produces a
much better fit and improved value for β of 0.83 (solid line in Fig. 3.) with
R0 = 98MΩ. We point this out to raise the possibility that a resolution of
the remaining inconsistencies lies with the electronic properties of the NP.
A definitive answer awaits development of an electronic structure calculation
incorporating electron interactions properly.

3 Changing the NP Size

Given the need for triphenylphosphine stabilization, the only experimentally
accessible procedure is to go down in size, and we used the method of Woerhle
et al. [36] to synthesize NPs of nominal diameter 0.7 nm. HRTEM showed that
the resulting particles were smaller than the 1.5 nm NPs originally used, but
resolution and contrast were too poor for a quantitative size distribution to
be determined. Nonetheless, it proved possible to attach these particles to
octanethiol monolayers containing inserted octanedithiols. STM images of a
monolayer with attached NPs and a control sample (no inserted dithiols and
hence no attached NPs) are shown in Fig. 4 (experimental procedures were

Fig. 4. STM image of (a) octanethiol monolayer with inserted octanedithiol mole-
cules after incubation with 0.7 nm gold particles followed by rinsing. Similar treat-
ment of an octanethiol monolayer (no inserted octanedithiol) results in a clean
surface with no gold clusters adhering (b)
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Table 2. Apparent heights and widths of the bare thiols and the two gold NPs in
STM images

Sample Height (nm) Width (nm)

Protruding thiol 0.69 ± 0.08 2.4 ± 0.4
0.7 nm particle attached 2.4 ± 0.4 5.0 ± 1
1.5 nm particle attached 2.8 ± 0.4 6.1 ± 1.5

as described in [22]). The measured dimensions of the small NPs differ from
those measured for the 1.5 nm NPs and the bare thiols (Table 2). These data
were obtained from STM images and important role of electronic structure in
the contrast is evident: The changes in dimensions trend in the right direction,
but the absolute numbers do not correspond to physical size differences.

Fig. 5. A representative sample of the range of current-voltage curves obtained
using the 0.7 nm gold spheres as contacts. Though the data are spread considerably,
the zero-bias gap is consistently larger than that obtained with a 1.5 nm diameter
contact

Current-voltage data obtained with these NPs were quite variable, and we
were unable to construct meaningful distributions corresponding to multiples
of a fundamental curve (as was done for the larger NP [22]). However, the
curves were broadly similar, as shown by the representative sample in Fig. 5.
Comparison with Figs. 1 and 2 shows quite clearly that the low bias region
of suppressed (or partially suppressed) current is roughly doubled (±1V cf.
±0.5V) as the particle size is halved. Wang et al. [30] did not explore the
effect of particle size in the region (>5 nm) where the electronic structure of
the NP becomes important, so this observation of a Coulomb-blockade-like
behavior (blockade scaling with 1/radius) is novel, and suggests that elements
of the Coulomb blockade model apply in this small size regime also.
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4 Status of Single Molecule Measurements

The results and analysis presented above suggest that (a) measurements on
NP-contacted junctions are distorted by the electronic properties of the NP,
(b) the distortions are partially explained with classical Coulomb blockade
theory, though substantial deviations indicate the importance of the intrin-
sic electronic structure of the NP and (c) the consequence is a reduction
of measured current in the low bias region corresponding to the Coulomb
blockade and/or low bias gap of the NP states. While not fully quantitative,
these factors could explain the discrepancies between the data obtained with
NP contacts [22, 26] and those obtained with break junctions [27]. Values
of the low-bias resistance for octanedithiol connected between gold contacts
are summarized in Table 3. The theoretical values come from initial DFT
simulations [22], refined calculations that dealt with the interfacial dipole
self-consistently [32, 35] and simple estimates based on the known value of
β [32, 34]. These simple estimates might be expected to work quite well for
the wide HOMO-LUMO gap of the alkane, so it appears that the break junc-
tion data and the latter two theoretical values are in reasonable agreement.
The NP raw data disagree with these data by a factor of nearly 20, improved
to about a factor 2 with the Coulomb blockade correction.

Table 3. Measured (top three entries) and calculated (lower three entries) resis-
tances at low bias for octanedithiol connected to gold electrodes

Method (Reference) Resistance (MΩ)

Self-assembled junction [22] 900 ± 50
Coulomb-blockade-corrected, this work. 128 ± 5
Break junction [27] 51 ± 5
DFT [22] 150
DFT [32,33] 40
Simple estimate [32,33] 38.5

Thus, we conclude that rather good single molecule data are available
from the method of Xu and Tao [27]. The molecule is under some strain in
these junctions, though electromechanical measurements indicate that these
effects do not dominate the data for a number of molecules [28]. In addition to
being easier to interpret, the new approach is experimentally quite simple and
flexible. For example, the use of partially-insulated STM probes [37] permits
measurement in aqueous electrolytes, a feature exploited in the measurement
of the electronic properties of DNA molecules in their native state [5].

Thus, in answer to the question posed in our title, reliable single molecule
measurements of conductance are at hand. The measurement of temperature
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dependence [16] for a well-defined single molecule junction remains as an
important experimental challenge.
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Abstract. Six unimolecular rectifiers are discussed: γ-hexadecylquinolinium tri-
cyanoquinodimethanide, 1, and two thioacetyl derivatives of 1, namely (Z)-
α-cyano-β-[N-tetradecylthioacetylquinolin-4-ylium)-4-styryl-dicyanomethanide, 2,
and (Z)-α-cyano-β-[N-hexadecylthioacetylquinolin-4-ylium)-4-styryl-dicyanometh-
anide, 3, and three other rectifiers of very different structure: 2,6-di[dibutylamino-
phenylvinyl]-1-butylpyridinium iodide, 4, dimethylanilino-aza[C60]-fullerene, 5, and
fullerene-bis-[4-diphenylamino-4”-(N-ethyl-N-2”’-ethyl)amino-1,4-diphenyl-1,3-but-
adiene] malonate, 6. Monolayers of these molecules exhibit asymmetric electrical
conductivity between Au or Al electrodes. We also suggest approaches towards
one-molecule electronic devices, useful for the ultimate reduction in circuit sizes.

Key words: “A” rectifiers; asymmetric intramolecular electron conduction;
Aviram-Ratner model; break-junction; carbon nanotubes; catenanes; combin-
ing SAMs and LB techniques; cold gold; Coulomb blockade; cryocooling sam-
ple; electromigration of Au; gold-monolayer-gold sandwich hexadecylquinolin-
ium tricyanoquinodimethanide; Inelastic Electron Tunneling Spectroscopy; Lan-
dauer quantum of conductance; Langmuir-Blodgett monolayer; Langmuir-Schaefer
monolayer; LB films; “molecule-independent”switching; Scanning Tunneling Spec-
troscopy; single-electron transistor; “S” rectifiers; stalactites and stalagmites of Au;
through-bond tunneling; through-space tunneling; “U” rectifiers; unimolecular am-
plifier; unimolecular rectification.

1 Introduction

“Molecular electronics”, or “molecular-scale” electronics, defined narrowly, is
the study of electrical and electronic processes measured or controlled on the
scale of a single molecule or cluster [1]. In contrast, molecular electronics,
defined broadly, is the “molecule-based” study of bulk electronic properties
of crystals or polymer aggregates [1]. We focus here on the former, narrower
definition; i.e. on conduction processes that involve one molecule, or very
few molecules: we baptize this area “unimolecular electronics” (UE). This
implies “reaching out and touching” individual molecules with electrodes,
without damaging them, and exploiting their chemical structure to control
the flow of electrical signals. Given the size of molecules (about 0.5 to 3 nm),
UE may be thought as the reductio ad absurdum of standard highly integrated
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electronics. The electronic properties of single molecules have been studied
by spectroscopy for almost a century, since photons can blithely interrogate
molecules in the gas phase, solid- state, or in solution, without knowing ex-
actly where the molecules are, and without electrical leads. In contrast, elec-
trical circuits using photons as control elements cannot easily be reduced to
nm dimensions! Touching single molecules electrically and without damage
is somewhat more problematical.

6, [(ϕ3N)-(CH)4-ϕ−N(C2H5)CH2O-C(O)]2C-C60

Fig. 1. Six Rectifiers. The electron donor (acceptor) regions are shown as “D” (as
“A”)

UE may have been implied or considered by Richard Phllips Feynman
(“there is plenty of room at the bottom”) [2], but he explicitly mentioned as-
semblies of atoms, and not molecules. UE was also considered in an early U.S.
Department of Defense initiative. UE saw its first serious paper when Aviram
and Ratner proposed in 1974 electrical rectification, or diode behavior, by a
single molecule with suitable electronic asymmetry [3]. In the early 1980’s,
three topical conferences organized by the late Forrest L. Carter galvanized
some interest, and, alas, some vacuous press-agentry. In the late 1990’s, the
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United States Defense Advanced Projects Agency sponsored serious attempts
towards molecular integrated circuits and UE, but this also generated some
grandiloquent publicity. Since 2000, the world-wide interest in nanotechology
has encouraged new and serious efforts in UE. Nobody doubts that molecules
may function as electronic components (as one-electron donors or acceptors),
but a huge technical challenge is how to address them electrically. The elec-
trical conductivity has been measured for individual molecules by scanning
tunneling microscopy (STM), for monolayers of molecules assembled by the
Langmuir-Blodgett (LB) method, by the Langmuir-Shaefer (LS) method, or
for “self-assembled monolayers” (SAMs) covalently bonded to an inorganic
bulk substrate (e.g. organothiols on gold). We have finally “touched” mole-
cules. A single molecule can be touched on a bulk electrically conducting sur-
face, by an STM tip, by a conducting-tip atomic force microscopy (AFM) tip,
or between two Au “break junction” tips, or by making electrical contacts to
sandwiches of organic monolayers placed between super-thin inorganic metal
pads (with areas from 1 µm2 to 1 cm2). The current vs. voltage (IV) charac-
teristics can be measured either for a single molecule, or, in parallel, for a
monolayer of molecules, or many layers, either locally, by scanning tunneling
spectroscopy (STS) or, as a macroscopic average, over a pad. The challenge
is to fabricate the “metal | organic | metal” sandwiches or cells, while not
over-heating or damaging the organic layer, or avoiding the penetration of
metal filaments into the organic layer.

UE is receiving great recent attention, in part, becase of the public-
relations discovery of “nanoscale science”, but in greater part, because there
is a hope that molecules could become technologically useful active electronic
devices. There are concerns about how small silicon-based integrated circuits
can be shrunk, to make components closer, and the speed of computing faster.
Since the mid 1960’s the computing power has doubled, at first every two
years and, presently, every 18 months or so (Moore’s “law”) [4]. This occurs,
as the “design rules” for integrated circuits (i.e. the smallest distance between
adjacent components) get smaller and smaller [5]. By now, design rules be-
low 100 nm are common in commerce, and will approach 50 nm in research;
however, this shrinkage cannot go on forever. There is a widely held opinion
that, below design rules of perhaps 20 nm, huge technical hurdles may face
silicon-based electronics, while molecules, with sizes 0.5 to 3 nm, can pre-
sumably do similar tasks with great facility. The market-driven diligence and
inventiveness of scientists and engineers advancing silicon-based electronics
may provide unexpected technical break-throughs: they may be a “moving
target” for UE. But it is fun to try to be both successful in the reductio ad
absurdum and useful to industry and commerce.

Other articles in this volume deal with the conductivity in self-assembled
monolayers of relatively symmetrical thiols and bithiols [6–9].

Here is a brief and subjective list of recent advances in UE:
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(1) STS showed that the currents across alkanethiols and aromatic thiols
bonded to Au are larger when the molecules have aromatic, rather than
aliphatic, moieties [10]. This result confirms what Henry Taube and co-
workers had established by kinetics experiments [11].

(2) By a “break junction” technique, a thin Au film, deposited above a
thinned-out Si wafer, was broken reproducibly, by restraining the Si wafer
between two static wedges, and moving a piston by a piezoelectric scan-
ner towards a thinned-out central area of the wafer. When the Si cracked,
so did the Au, and a very narrow gap between the Au shards could be
controlled by the scanner to ± 1 Å. When a benzene solution of 1,4-
benzenethiol was poured on this break junction, some bithiols bonded to
one shard, and some to both shards; the latter provided a one-molecule
conductive path, with a. measured resistance of several MΩ [12], much
larger than Landauer’s quantum of resistance (h/2 e2 )/N = 12.91/N
kΩ [15], where N is the spin degeneracy (N = 1 or 2). This technique has
been implemented elsewhere [13,14], and is discussed in this volume [9].

(3) Using a “nanopore” technique, molecules of 2’-amino-4-ethynylphenyl-
4’-ethynylphenyl-5’-nitro-benzene-1-thiolate, attached to Au on one side
and topped by a Ti electrode on the other, exhibit negative differential
resistance (NDR) [16]; this molecule, when studied by STM, shows time-
dependent oscillations in conductance, presumably due to a change in
tilt angle of the organothiolate with respect to the Au substrate [17].
If the second “top” metal is deposited at room temperature in either
high vacuum (10−6 Torr) or ultra-high vacuum (10−8 Torr), then evi-
dence of chemical reactions at the open surface of alkoxyorganothiolates
(Al, Cu, Ag, and especially the very reactive Ti) or of interpenetration
to the bottom of the SAM, close to the Au-S interface (Au), has been
presented [18, 19]. The conductivity of alkanethiolates as a function of
temperature was studied [20], and recently inelastic electron tunneling
spectroscopy was used to prove that the current has traversed the mole-
cules inelastically, exciting intramolecular vibrations and also vibrations
of the bonds to the Au surface [21]. This is reviewed in this volume [8].

(4) The Landauer quantum of resistance, 12.9 kΩ [15] was measured at room
temperature between a multi-walled carbon nanotube, glued to a con-
ducting atomic force microscope (AFM) tip, and a pool of liquid Hg [22].
Alas, this experiment does not seem to have been duplicated elsewhere.

(5) FET behavior was observed by STM for a single-walled carbon nanotube
curled over parallel Au lines, with the STM acting as a gate electrode [23].
This experiment has been implemented and extended elsewhere [24].

(6) An LB monolayer of a bistable [3] catenane closed-loop molecule, with a
naphthalene group as one “station”, and tetrathiafulvalene as the second
“station”, and a tetracationic catenane hexafluorophospate salt traveling
on the catenane, like a “train” on a closed track, was deposited on poly-Si
as one electrode, and topped by a 5 nm Ti layer and a 100 nm Al elec-
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trode. The current-voltage plot is asymmetric as a function of bias (which
may move the train on the track), and a succession of read-write cycles
shows that the resistance changes stepwise, as the train(s) move from the
lower-conductivity station(s) to the higher-conductivity station(s) [25].
However, a recent admission that LB monolayers of alkanes and rotax-
anes show “molecule-independent switching” [26] (evidenced by an ohmic
“return” current which canbe attributed to either stalactites or stalag-
mites of Au or to some chemical reaction of the monolayer with Ti [18])
may cast some doubt on the catenane result.

(7) The organometallic equivalent of a single-electron transistor (SET) was
realized at 0.1 K with an organometallic Co(II) complex, using two elec-
tromigrated Au electrodes covalently bonded to the molecule, and a Si
gate electrode at 30 nm from the molecule [27]. A new SET (again, no
gain) has been reported [28]: these devices can exhibit no power gain:
it is a well-controlled Coulomb blockade device with an elegant name to
describe the role of the gate electrode in controlling the oxidation level.
Other variants of this experiment have been reported [29,30].

(8) Unimolecular rectification across an LB monolayer of hexadecylquino-
linium tricyanoquinodimethanide, 1, (Fig. 1) was first detected between
Mg and Pt electrodes [31,32], and later thoroughly confirmed between Al
electrodes [33, 34] and, most recently, even between oxide-free Au elec-
trodes [35,36], to be a variant of the Aviram-Ratner (AR) [3] mechanism.

We focus here on unimolecular rectification, and update several recent reviews
[37–39].

As explained below, the AR proposal [3] suggested a D-σ-A molecule
connecting an electron donor moiety (D) to an electron acceptor moiety
(A) through an insulating saturated “sigma” bridge σ; the mechanism of
action involves inelastic tunneling through the molecule from its first elec-
tronic excited state D+-σ-A−to the less polar ground state D0-σ-A0 [3]. The
first confirmed rectifier [31–36] was, instead, by happenstance, a ground-
state zwitterion D+-π-A−, connected by a twisted pi bridge, rather than a
sigma bridge, and used inelastic tunneling from the lower-polarity excited
state D0-π-A0 to the higher-polarity ground state [40]. Gradual changes in
the electrical conductivity of an LB monolayer of 1 upon repeated mea-
surement led to combining the LB and SAM techniques and measuiring
two thioacetyl variants 2 and 3, which could bind strongly to Au elec-
trodes [41]. Two other LB monolayer rectifiers have been found, when sand-
wiched between Au electrodes: a pyridinium salt 4, in which the rectification
seems to be due to back-charge transfer from the anion to the pyridinium
ion [42], and dimethylaminophenylazafullerene 5, which is a moderate recti-
fier but can also exhibit a tremendous apparent rectification ratio (as high as
20,000) [43] due to a partial penetration of stalagmites of gold, which behave
ohmically [43]. Finally, very sturdy rectification was seen in a Langmuir-
Shaefer (LS monolayer of fullerene-bis-(4-diphenylamino-4”-(N-ethyl-N-2”’-



318 R.M. Metzger

hydroxyethylamino-1,4-diphenyl-1,3-butadiene malo-nate 6 between Au elec-
trodes [44].

This review will first discuss metallic contacts. Next, it re-explains the AR
proposal, and presents the assembly techniques needed to study the molecules
of interest. Then it discusses three mechanisms that can cause rectification,
and what is known about electron transport through organic films. The at-
tention then shifts to the main experimental results of asymmetric current-
voltage plots for the confirmed unimolecular rectifiers. Finally, it makes some
guesses for future progress.

2 Metal Contacts

All-organic computers have been conceived, but at present the synthetic com-
plexity of such a venture (making organic electronic components and also
making organic or polymeric interconnects) may deter even the most opti-
mistic visionaries. At the present time, only two-terminal devices, such as
resistors, insulators, or rectifiers have been studied: all these are interrogated
by inorganic metal contacts (Au, Ti, Al, Mg, graphite, etc.).

A technology of fabricating three metal electrodes, which can be brought
into simultaneous covalent contact with a single molecular device, does not
yet exist. At present, one can do binary logic with two-terminal diodes, or
with negative differential resistance devices, or by three-terminal FET logic,
which is in widespread industrial use. It would be very useful to bring three-
terminal metal filaments within 1 nm of each other, without short circuits,
then synthesize molecules with three terminations, to bridge and connect
across these narrow gaps. The goal of bringing such electrodes together has
interested several laboratories [27,45]. When that goal is reached, and power
gain is demonstrated through such three-terminal molecules, then all the
necessary molecular electronic devices needed for unimolecular electronic cir-
cuits are present, and one can construct an all-organic computer, by jetti-
soning the metal contacts and synthesizing all-organic backbones (using, for
instance, conducting oligomers and polymers or single-walled carbon nan-
otubes: another non-trivial goal!). It seems premature to worry about the
organic backbones, when the zoo of available molecular devices does not yet
include molecules with gain.

Another design criterion is that one must do with molecules what cannot
easily be done with inorganic compounds. Otherwise, a me-too competition
with proven commercial devices will always favor the existing technology.

3 The Aviram-Ratner Ansatz

The first concrete suggestion for UE was the 1974 AR proposal [3] that a one-
molecule rectifier could be achieved with a D-σ-A molecule, where D is a good
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one-electron donor with relatively first low ionization potential ID, where σ is
some saturated covalent “sigma” bridge, and where A is a good one-electron
acceptor with relatively high electron affinity EA, when this molecule is placed
between two appropriate metal contacts M1 and M2. The purpose of σ is to
decouple the molecular orbitals of the donor moiety D from the molecular
orbitals of the acceptor moiety A. Of course, this language is approximate:
the molecular orbitals belong to the whole molecule, but they often are more
localized on one moiety than the other [3]. If the decoupling between D and A
is complete, then intramolecular electron transfer becomes impossible. The
molecular ground state of D-σ-A has a lower dipole moment, and can be
written as D0-σ-A0, while the first excited state is much more polar, has a
higher dipole moment, and can be written as the zwitterionic or betaine state
D+-σ-A− [3]. Given what is known about organic molecules, it is likely that
resonant transfer would be possible (Figs. 2 and 3) when the Fermi energy
EF of M2 is resonant with the lowest unoccupied molecular orbital (LUMO)
of the A moiety or part (which is close to the negative of the electron affinity
AA of the A moiety), and the highest occupied molecular orbital (HOMO)
of the D moiety (which is close to the negative of the ionization potential
ID of the D moiety), is on resonance with EF of the metal M1 (upon the
application of a positive bias V onto M1). The intramolecular electron transfer
would be an inelastic tunneling from the excited electronic state D+-σ-A−

to the ground electronic state D0-σ-A0. The mechanism would consist of two
resonant electron transfers across metal-organic interfaces:

M1 +D0-σ-A0 +M2 →M−
1 +D+-σ −A0 +M2 (1)

M−
1 +D+-σ-A0 +M2 →M−

1 +D+-σ-A− +M+
2 (2)

followed by (or simultaneous with) an inelastic down-hill intramolecular elec-
tron transfer:

M−
1 +D+-σ-A− +M+

2 →M−
1 +D0-σ-A0 +M+

2 (3)

which achieves, overall, the migration of one electron from M2 to M1 [3].
AR suggested, for the D-σ-A molecule 7, D = tetrathiafulvalene (TTF,

9), A =tetracyanoquinodimethan (TCNQ, 13), because these were, respec-
tively, a good organic donor D, and one of the best organic acceptors A, as
evidenced by the following data (for ions at infinite separation):

TTF(g) + TCNQ(g) → TTF+(g) + TCNQ−(g)
∆UF = ID −AA = 6.83 − 3.3 = 3.5 eV (4)

TTF(g) + TCNQ(g) → TTF−(g) + TCNQ+(g)
∆UR = IA −AD = 9.6 eV(est.) (5)

The AR proposal involves an electronic transition, which should be fast (ps to
ns), compared with translations [25], conformational transitions, or molecular
rearrangements (s to µs).



320 R.M. Metzger

CNNC

CNNC

S

SS

S

M1

M2
HOMO(A)

HOMO(D)

AA
ID

vacuum level (atom or metal has lost 1 electron)

EF1

E= 0

LUMO(D)

LUMO(A)
EF2

φ1  +V φ2

electron flow for
D+-σ-A- →D0-σ-A0

Ap artDp art σ part

Fig. 2. The AR Ansatz [3], showing a proposed D-σ-Amolecule (or “Gedanken-
molekül”) 7 (which was never synthesized) and the through-molecule electron flow
from the excited zwitterion state D+-σ-A−to the undissociated ground state D0-
σ-A0 when the molecule is placed between two metal electrodes M1 and M2. Here
E = 0 is the vacuum level, φ is the work function of the metal electrodes, V is
the potential applied on the left electrode (the right electrode is grounded), ID is
the ionization potential of the donor moiety D, AA is the electron affinity of the
acceptor moiety A, and EF1 and EF2 are the Fermi levels of the metal electrodes,
and the HOMO and LUMO levels are the highest occupied molecular orbitals or
lowest unoccupied molecular orbitals of the D and A moieties

4 Three Processes for Rectification
by Organic Monolayers

There are three distinct processes for asymmetrical conduction, i.e. recti-
fication, in “metal |organic| metal” assemblies. The first process is due to
Schottky barriers [46] at the “metal |organic” interfaces: a surface dipole will
be formed at one or both interfaces, and, if these dipoles are different in
size, then the currents at positive bias will be different than those at neg-
ative bias [46]. We shall call molecules that rectify by this process “S” (for
Schottky) rectifiers [47,48].

The second process arises, if the “chromophore” (i.e. the part of the mole-
cule whose molecular orbital must be accessed during conduction) is placed
asymmetrically within a “metal |molecule| metal” sandwich, e.g. because of
the presence of a long alkyl “tail” [49,50]. We shall call molecules that rectify
by this process “A” (for “asymmetric”) rectifiers [51,52].
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Fig. 3. Energy levels: HOMOs of some donors (8-10; left), work functions φ of
some metals (middle), LUMOs of some acceptors (11-14, right)

The third process occurs when the current passing through a molecule,
or monolayer of molecules, involves electron transfers between molecular or-
bitals, whose significant probability amplitudes are asymmetrically placed
within the chromophore: this third process we think of as true “unimolecular
rectification”, and we shall call this process “U” (for unimolecular) rectifica-
tion [49]; these “U” rectifiers are what we endeavour to achieve.

The practical requirements for assembling organic molecules between two
inorganic metal electrodes may mean that the monolayer may behave simul-
taneously as an “A”, or “S”, or “U” rectifier: thus, pure “U” rectifiers are
rare [50].

5 Current and Resistance Across
a Metal-Molecule-Metal System

The electron transport from metal to organic material to metal has received
theoretical attention [49,53]. First, asymmetries in current-voltage plots (of-
ten ascribed to rectification) also occur if a chromophore is placed asymmet-
rically within the electrode gap [49] (“A” rectifiers). This has been seen in
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early STM experiments [54]. Second, elastic electron transfer between a metal
and a single molecular orbital of a molecule can be expressed by [36,53,55]:

I = I0{tan−1[θ(E0 + peV )] − tan−1[θ(E0 − (1 − p)eV )]} (6)

where E0 is the molecular orbital energy, V is the applied potential, and
p is the fractional distance of the molecule from, say, the left electrode. If
the molecule is centered in the gap, then p = 1/2. To obtain the efficiency
of the current, the prefactor I0 can be compared to Q NS , where Q is the
quantum of conductance (7.75 × 10−5 Siemens), and NS is the number of
molecules sampled simultaneously in parallel. Tunneling across molecules is
expected to be approximately exponential to some power of the potential,
so a sigmoidal curve is usually seen, symmetrical about I = 0 and V = 0.
The various models have been discussed [36]. When the connection to the
metal electrodes is macroscopic, i.e. involves a very large number of channels
(N → ∞), or if scattering occurs during the electron transport [56], then
Ohm’s law holds:

V = IR (7)

In assessing rectification, one measures the rectification ratio (RR), de-
fined as the current at a positive bias V divided by the absolute value of the
current at the corresponding negative bias −V :

RR(V ) = |I(V )|/I(−V ) (8)

There is also an interesting quantum limit: if an electron is confined to
a small quantum dot (a two-dimensional confined region, of capacitance C),
when the ratio e2/2C < kT (where k is Boltzmann’s constant, and T is the
absolute temperature), then a Coulomb blockade occurs: no more charges
can be added, for a threshhold voltage V < (kT/e). The “single-electron
transistor” (SET) [27] uses this Coulomb blockade.

6 Assembly Techniques: Physisorption
Versus Chemisorption

In designing molecules for unimolecular rectifiers or, in the future, for uni-
molecular amplifiers, one must also decide how the molecules will be as-
sembled and measured. For putting a molecule on a metal electrode, two
techniques are available, physisorption and chemisorption.

Physisorption includes the random deposition from a vapor onto a solid
substrate, or the organized transfer of an ordered monolayer (Langmuir or
Pockels-Langmuir (PL) film) from the air-water interface onto a solid sub-
strate. If this substrate is pushed vertically into the water and out of it, then
an LB monolayer or, if the transfer is repeated, an LB multilayer is formed.
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If the PL monolayer does not adhere well to a vertically insertedsubstrate,
it may, instead, adhere well whenthe substrate is lowered horizonally atop
the PL film, resulting in a Langmuir-Schaefer (LS) monolayer on the sub-
strate. LB or LS physisorption has 2 advantages: (1) the percent coverage of
the surface at the moment of transfer can be measured directly as the film
transfer ratio; (2) is that Schottky barriers due to surface dipoles, formed
during chemisorption, are avoided. Physisorption has 2 limitations: (1) after
transfer, the structure of the vapor-deposited film, or of the LB monolayer
or multilayers, may change over time, as the film tends towards a thermo-
dynamic steady state; (2) any other adsorbates already present on the metal
electrode are not displaced, but covered by the LB or LS layer(s).

Chemisorption includes the formation of a covalent bond of thiols and
similar compounds to gold and similar metals, or of chlorosilanes to hydroxyl-
covered silicon surfaces: these have been labeled as “self-assembled monolay-
ers” (SAMs). Chemisorption involves large heats of bond formation, and has
2 advantages: (1) the chemical reaction displaces from the surface any pre-
viously physisorbed adsorbates; (2) the adsorbed species, once bonded, are
difficult to remove. Chemisorption has 3 disadvantages: (1) the uncertain de-
gree of coverage, (2) the possibility of further chemical reactions, and (3) the
formation of surface dipoles. One can hope that by exposing a surface long
enough (e.g. a few days) to the adsorbate, the heat of reaction will help drive
the reaction to produce “full coverage” of a Langmuir, or monolayer, on the
solid surface. There are spectroscopic techniques to monitor this deposition,
but they are accurate to only maybe ± 0.1 Langmuir. For thiolates, the bond-
ing to Au is partially ionic, so one creates a surface dipole (1 or 2 Debyes):
i.e. an “S” rectifier. The polarity of silane links on Si is lower, but there is
also less known about ordering the silanes on Si.

7 The “Organic Rectifier Project”

As mentioned above, the AR “Ansatz” requires that one couple a strong
donor, or reducing agent D with a strong acceptor, or oxidizing agent A in
the same molecule by some covalent bridge, preferably saturated (Figs. 2
and 3): this is a difficult synthetic challenge, also encountered in artificial
photosynthetic systems. In addition, the rectifier must include appropriate
terminations for the molecule, to allow its assembly between metal electrodes.

The “Organic Rectifier Project” at the University of Mississippi (1982–
1991) was committed to the LB method. Many molecules were made which
did indeed form LB films (structures 15–23 in Fig. 4). They were all obtained
by using the carbamate coupling reaction as the last synthetic step (it was not
possible to convert a weak acceptor into a strong acceptor in the presence of
a strong donor after the covalent bridge is already built; rather, the coupling
reaction must strongly favor the bridge building over the competing formation
of an ionic charge-transfer salt). An ester coupling was also successful [57,58].
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The various D-σ-A molecules that form LB films were the carbamates 15–
23 mentioned above. Of these, 20–23 were “trial molecules” with the weak
ethoxynitrophenyl (ENP) acceptor group.

Alas, rectification experiments failed, because of primitive techniques [57,
58].
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8 Electrical Properties of Monolayers and Multilayers

It is easy enough to transfer an organic monolayer or multilayer atop a suffi-
ciently flat metal layer by the LB method [59, 60], or by chemisorption [61].
It is much more difficult to then deposit a second metal electrode atop the
organic layer, without damaging the organic layer. The electrical properties
of LB multilayers had been studied for decades [62], [63–65]. A dramatic im-
provement in the method of making “metal-LB layers | metal” sandwiches
was accomplished by J. Roy Sambles and co-workers at Exeter University,
who found that Mg vapor and thin Mg films would damage the LB films
least;they thus studied molecular rectification [31, 66]. The first molecule
studied was DDOP-C-BHTCNQ, 16a [67], which had an asymmetric current-
voltage curve [66]. However, later work [68] showed that a Schottky barrier
between Mg and the BHTCNQ termination of 16a (i.e. an interfacial Mg++

TCNQ−− or Mg++ (TCNQ−)2salt) was probably responsible for the rectifi-
cation, rather than asymmetric conduction through the molecule, as in the
AR [3] proposal: the LB multilayer of 16a yielded an “S” rectifier [68].

The second molecule studied by Sambles was γ-hexadecylquinolinium tri-
cyanoquinodimethanide, C16H33Q-3CNQ, 1, (Fig. 1) [31]. Molecule 1 isone
of a series of zwitterionic molecules synthesized by the group of Goeffrey J.
Ashwell at Cranfield University for their nonlinear optical properties [70]. The
rectification measured for LB monolayers and multilayers of 1, when sand-
wiched between a Pt electrode on one side and a Mg electrode on the other
(with an overcoat of Ag) [31] was at first put into some doubt [58,71,72]; but
it was confirmed, when insulating LB layers of tricosenoic acid were added
between the electroactive layers of 1 and the electrodes [32], and yet the
rectification persisted [32].

9 Rectification of C16H33Q-3CNQ

The work at the University of Alabama by Cava, Metzger, and co-workers
has aimed, since 1996, at confirming unimolecular rectification by eliminat-
ing asymmetries in the current-voltage plots due to electrodes of dissimilar
metals, and at seeking the mechanism for the observed asymmetries. For
instance, molecule 1 was studied by using the same metallic electrode on
both sides on an LB monolayer or multilayer (at first Al [33, 34], and more
recently Au [35, 43]), by concentrating on “metal | LB monolayer | metal”
sandwiches, rather than “metal | LB multilayer | metal” sandwiches, and by
resorting to a thorough chemical and spectroscopic characterization of the
molecular species responsible for rectification [40,42].
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10 Molecular Properties of C16H33Q-3CNQ

The synthesis was improved: a 2-fold molar excess of the reagent LiTCNQ
yielded C16H33Q-3CNQ, 1 in good yield [33]. Molecule 1 is slightly soluble
in polar solvents and insoluble in non-polar solvents. It does crystallize, but
afforded crystal habits that were so intertwined that a unit cell could not be
indexed [33]. The cyclic voltammogram of 1 showed a reversible reduction at
E1/2 = −0.54 vs SCE (this potential resembles that of p-benzoquinone, 11);
1 has a second irreversible reduction, and a single irreversible oxidation [33].
The molecular ground-state static electric dipole moment of 1 is µGS = 43±8
Debyes at infinite dilution in CH2Cl2 [33]. The absorption spectrum in solu-
tion shows a relatively narrow and hypsochromic band, peaked between 600
and 900 nm; this band is an intervalence transfer (IVT) or internal charge-
transfer band [33, 40]. This band fluoresces in the near IR region [40]. From
the Stokes shift, the experimental value of µGS, and also from a theoreti-
cal treatment of the solvation of ellipsoidal molecules in polar solvents, the
excited-state dipole moment was estimated as µES = 3 to 9 Debyes [40].
Molecule 1 does not form large enough single crystals for a structure deter-
mination, despite many efforts [33]; spectroscopic evidence shows that 1 is
clearly zwitterionic in the ground state (D+- -A−), and less dissociated (D0-
-A0) in the first excited state. In the crystal structure of the closely related pi-
colyl tricyanoquinodimethan (or picolinium tricyanoquinodimethanide) [69],
the twist angle is 30.13◦ between the picolinium ring and the benzene ring
of the tricyanoquinodimethanide moiety [69]; there should be a similar twist
angle between the benzene and the quinolinium rings in structure 1; these
angles are non-zero for steric reasons, and prevent the ultra-short pi-electron
bridge in structure 1 from allowing complete mixing of the quinolinium or
pyridinium electrons with the electrons on the 3CNQ part. Since the molecule
is hypsochromic, the ground state must be D+- -A−, and the first electroni-Au: Check symbol in

this chapter D+-π-
A− and D+-σ-A−

cally excited state must be D0- -A0. Despite the twist, the short bridge in 1
allows for an intense IVT band between the D and A ends of the molecule.

The VUV spectrum of LB multilayers of 1 on quartz, exhibits a strong
peak at 570 nm [33]; this peak was measured at 565 ± 5 nm for a monolayer at
the air-water interface; [73], but there is a long absorbance tail that extends
into the IR [33, 73]. A second peak can appear at the air-water interface, at
670 nm, which fades with time [73]. For 1 dissolved in low-polarity solvents,
there are two peaks, which were interpreted as vibronic sub-bands [40], and
which shift with solvent dielectric constant [40], but shift less, when plotted
against Reichardt’s normalized solvent polarity parameter [73,74]. In solvents
of greater polarity, 1 exhibits only one peak, whose hypsochromic shift is
pronounced [40,73]. The earlier assignment was that two vibronic sub-bands
are resolved in the lower-polarity solvents, but not in the higher-polarity
solvents [40]; the more recent assignment attributes the higher-energy sub-
band in low-polarity solvents to the formation of centrosymmetric solvated
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association dimers [73], which can survive, for some time, even in a monolayer
of 1 assembled at the air-water interface [73].

The HOMO of 1 shows a delocalized charge density, spread on both the
D+ part and the 3CNQ− part, while the LUMO is localized on the A− part,
as confirmed by EPR spectroscopy [40].

11 Film Properties of C16H33Q-3CNQ

Molecule 1 forms good amphiphilic Pockels-Langmuir monolayers at the air-
water interface, with a collapse pressure of 34 mN m−1 and collapse areas
of 50 Å2 at 20◦C [33]. It transfers well on the upstroke, with transfer ratios
around 100% onto hydrophilic glass, quartz, or aluminum [33, 75] or fresh
hydrophilic Au [35,36]. It transfers poorly on the downstroke onto graphite,
with a transfer ratio of about 50% [75]. Thereafter, the monolayers transfer
only on the upstroke, with 100% transfer ratios, onto all surfaces, forming Z-
type LB multilayers [33,70,75] (except for that first poorly transferred layer
on HOPG [75]). Some promise was shown by a derivative of 1 with R =
alkylthioacetyl [76].

The LB monolayer thickness of 1 was determined by X-ray diffraction
(23 Å [33] and 29 Å [36]), spectroscopic ellipsometry (23 Å) [36], surface
plasmon resonance (22 Å) [33,77], and by X-ray photoelectron spectrometry
(XPS) (25 Å) [77]. Assuming an average monolayer thickness of 23 Å and
a calculated molecular length of 33 Å (with an all-trans geometry for the
C16H33 “tail”), one gets a tilt angle of 46◦ from the surface normal [33]. The
XPS spectrum of one monolayer of 1 on Au shows two N(1s) peaks [77].
An angle-resolved XPS spectrum shows that the cyano nitrogens lie closer to
the Au substrate, than does the quinolinium N atom [77]. The valence-band
portion of the XPS spectrum agrees roughly with the density of molecular
energy states [40]. The contact angle of a drop of water on “hydrophilic Au”
is measured to be 40◦ (it should be zero if the gold were perfectly free of
hydrophobic adsorbates); this angle increases to 92◦ if a monolayer of 1 is
transferred atop fresh hydrophobic Au [77].

What evolves is a picture of molecules of 1 that adhere somewhat by the
two terminal CN groups onto a hydrophilic substrate, are tilted maybe 45◦

from the surface normal, and present alkyl chains to the air. This is confirmed
by a grazing-angle FTIR study of 1 on Al [33] or on Au [77]. Since a monolayer
survives in the ultra-high vacuum of an XPS instrument, it must adhere
rather well to it, i.e. it does not desorb very rapidly. The absorption spectrum
of an 11-layer LB film shows an intense IVT band at 570 nm or 2.17 eV [33].
LB multilayers of 1 have a strong second harmonic signal χ(2)

zzz = 180 pm
V−l, whose strength is partly due to resonance enhancement at 532 nm from
the tail of the absoption band [78]. The STM image of 1 on HOPG has
been measured (Fig. 5) [33]: since 1 adheres (poorly) with the alkyl chains
closest to the graphite, one sees an unresolved image of the molecule seen
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Fig. 5. STM image of a LB monolayer of C16H33Q-3CNQ, 1 on HOPG, with
Pt/Ir tip (Nanoscope III). Scan size = 4.5 nm × 4.5 nm, Z-range = 2.3 pA, bias
= −316 mV; setpoint current = 3.2 pA [33]

from the dicyanomethylene end,with a repeat distance of 6 Å × 12 Å [33],
somewhat larger than the collapse area per molecule of 50 Å2. The poor
adhesion to graphite, and the low coverage explain why the image in Fig. 5
slowly migrates across the surface [33].

12 Metal – LB Film – Metal Sandwiches
of C16H33Q-3CNQ

To perform rectification measurements, LB monolayers and multilayers of
C16H33Q-3CNQ, 1 were sandwiched between macroscopic Al electrodes [33],
and most recently using the “cold gold” technique (Fig. 6), between Au elec-
trodes [35,36]. First, the bottom electrode (either Al [33], or an adhesion layer
of Cr followed by Au [36]) is evaporated onto a glass or quartz or Si substrate;
second, the LB monolayer or multilayer of 1 is transferred above it; third,
the structure is dried for 2 days to remove any adventitious water; fourth,
the second electrode is deposited through a shadow mask [33] or a contact
mask [35, 36], to make 30 to 48 pads per substrate (most recently of area of
0.283 mm2 each [36]); fifth, a droplet of either Ag paste or Ga/In eutectic is
put above the bottom electrode and (very gently) sequentially on one of the
pads of the top electrode, and electrical measurements are made. During the
evaporation of the top electrode, a copper plate holding the sample is cooled
by a liquid nitrogen bath; this suffices for an Al deposition [33] but not for
an Au deposition. For Au deposition (Fig. 6), two additional precautions are
taken, one, to add 10−3 torr of Ar gas to the evaporation chamber [79], the
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other, to protect the substrate from direct thermal radiance from the heated
Au source by hiding the sample on the opposite side of the copper plate (al-
ways cooled to liquid nitrogen temperatures). This “cold gold” deposition [79]
forces the Au atoms to undergo multiple scattering by Ar atoms before they
reach the substrate [35,36]. The final metal-LB film-metal geometry is shown
in Fig. 7 for Au electrodes [35,36] (the geometry is similar for Al electrodes).

The Al layers are covered by its oxide, as is the Ga/In eutectic drop, while
the Au electrodes have no oxide covering.

13 Unimolecular Rectification by C16H33Q-3CNQ

A monolayer or multilayer of arachidic acid, C19H39COOH, sandwiched be-
tween Al electrodes as in Fig. 14, has a sigmoidal and almost symmetrical
curve under both positive bias and negative bias (as expected) [33]; the same
results are seen when Au electrodes are used [36]. When a monolayer of
C16H33Q-3CNQ, 1 is placed between Al electrodes (with their inevitable
patchy and defect-ridden covering of oxide), then a dramatically asymmet-
ric current is seen (Fig. 8). For 1, the rectification ratio (8) is RR = 26 at
1.5 Volts [33]. Assuming a molecular area of 50 Å2, the total current at 1.5
Volts corresponds to 0.33 electrons molecule−1 s−1 [33]. The rectification ra-
tios vary somewhat from pad to pad, as does the total current, because these
are all two-probe measurements, with all electrical resistances (Al, Ga/In or
Ag paste, wires, etc.) in series. As high potentials are scanned repeatedly, the
IV curves show progressively less asymmetry; the rectification ratios decrease
gradually with measurement, i.e. with repeated cycling of the bias across the
monolayer. One should remember that putting 1.5 Volts across a monolayer
of thickness 2.3 nm creates an electrical field of 0.65 GV m−1, which is very
large; under such fields, many zwitterionic molecules in the monolayer may
turn around, end over end, to minimize the total energy. The more “liquid”-
like the monolayer, the easier this process would be. Measurements of the
temperature dependence of rectification of 1 between Al electrodes, in the
range 105 K< T< 390 K, established that the asymmetry is not temperature-
dependent [34], but that the currents increase with temperature; this may be
due to temperature effects across the several metal-oxide-metal junctions [34].

Although the experiments with Al electrodes measured the rectification
of several molecules in parallel, or unimolecular rectification, this conclusion
rested on the assumption that the oxide covering of the Al electrodes was
sufficiently defective to allow “ohmic” contact with the molecules, in other
words, that no substantial electrical contact was made wherever the oxide
coverage was thick, and that the current measured flowed mostly through
those sites, where the oxide coating was very thin or non-existent. This con-
clusion may not have been completely convincing to all readers. With Au
electrodes the current through the pads increased dramatically, as expected,
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Fig. 6. Geometry of “cold gold” evaporation [36]

but the asymmetry persisted: this confirmed that the same asymmetric con-
duction through the molecules could be measured using either Au or Al elec-
trodes [35,36].

Figures 9 to 12 give details the dreults with Au electrodes. Figure 9 shows
the best rectification ratio at 2.2 Volts (RR = 27.53). Figure 10 shows how the
rectification ratio decreases from cycles 1 to 6. Figure 11 shows the highest
current (90,400 electrons per molecule per second). Some cells exhibit, as in
Fig. 12, a saturation in the forward current. For some other cells (not shown),
the current increases until breakdown occurs; in some cells this happens at
5.0 Volts, i.e. the cells suffer dielectric breakdown only at a field close to 2 GV
m−1 [36]. It is quite clear that rectification by a one-molecule thick layer of
C16H33Q-3CNQ, 1 is an established fact.

One plausible mechanism for rectification by C16H33Q-3CNQ, 1 is a minor
change in the AR proposal, so that (2), (2), and (3) are replaced by:

M1 +D+ –•–A− +M2 →M1 +D0 –•–A0 +M2 (9)
M1 +D0 –•–A0 +M2 →M−

1 +D+ –•–A− +M+
2 (10)
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0.4 mm, covered either by a Cr adhesion layer, or by a hydrophobic xylene covering,
followed by an evaporated Au film 50mm × 50mm × 50 nm, then the LB monolayer
or multilayer, then by 48 cylindrical Au pads, 17 nm thick and with an area of
0.283 mm2 each [36]

where the first step is the electric field-driven excitation from ground to
excited state, followed by electron transfers across the two “molecule | metal”
interfaces [33].

Independently, it was confirmed that Z-type 30-layer films of 1 rectify
between Au electrodes [73]. The currents for the multilayer [73] were three
orders of magnitude smaller than those reported for the monolayer [36], either
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sweep rate = 10 mV s−1. RR= 26 at 1.5 Volts. (b) Direction of electron flow at
V > 0 [33]

because of inefficient electron transport between adjacent layers, or because
of current contributrions from Au filaments within the LB monolayer [73].

14 Chemisorbed Monolayer Rectifiers

Thioacetyl variations of 1 have been synthesized [41, 76], with the aim of
preparing molecules that can form Langmuir (or Pockels-Langmuir) monolay-
ers at the air-water inteface, and then bind covalently to an Au substrate after
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1 | Au”. The resistance at 2.2 Volts is R = 2.47 kΩ; the current at 2.2 Volts is I =
9.83 × 103 electrons molecule−1 s−1. The rectification ratio at 2.2 V is RR = 27.53
in the first cycle (shown), but decreases to 10.1, 4.76, 2.44, and 1.86 in cycles 2, 3,
4, and 5, respectively (not shown). (b) Direction of electron flow for V > 0 [36]

either LB or LS transfer: the idea was to combine the good ordering possible
art the air-water interface, a good transfer to a substrate, and a very sturdy
chemical bond to the substrate after transfer. The first molecule [76] with an
undecyl “tail” followed by a thioacetyl termination (“C11 thioacetyl”) gave
disappointing results: the pressure-area isotherm that the Pockels-Langmuir
film collapsed at relatively low surface pressures, compared to 1, and yielded
disodered LB monlayers, with competition between strong physisorption by
the dicyanomethide end of the molecule and Au-to-thiolate chemisorption.
The monolayer rectified in either direction, depending on where in the LB
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monolayer, i.e. on which molecule (“right side up” or “upside down”) the
STM tip was probing [76]. Better results were seen with thioacetyl variants 2
(“C14 thioacetyl”) and 3 (“C16 thoacetyl”) [41]. The pressure-area isotherm
indicated much sturdier films, which transferred well to solid substrates by
either LB or LS transfer [76]. The intensity of the IVT band in monolayers
and multilayers on quartz (but not in solution) was lower for 2 and 3 than
for 1, probably because the twist angle is unexpectedly greater in 1 than in 2
or 3 [41]. The rectification is best for LS films: Fig. 13 shows the IV plot for
an LS monolayer of 2 on Au, while Fig. 14 shows the same result for 3 [41].
The enhanced current occurs at V < 0, because LS monolayers of 2 and 3
have the molecular chromophores oriented in the direction opposite to their
orientation for 1 in Figs. 8–12 [41]. The rectification for 3 and 4 persists, and
does not disappear with cycling [41].
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Fig. 11. I-V plot for a cell “Au | monolayer of C16H33Q-3CNQ, 1 | Au”, showing
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molecule−1 s−1, and RR = 6.62. The direction of electron flow for V > 0 is the
same as shown in Fig. 9 [36]

15 Three More Rectifiers

Recently three more molecules were studied at the University of Alabama:
2,6-di[dibutylamino-phenylvinyl]-1-butylpyridinium iodide, (Bu2NϕV)2 Bu
Py+I−, 4 [42] dimethylanilino-aza[C60]fullerene, DMAn-NC60, 5 [43], and
the fullerene derivative 6 (Fig. 1): all three are unimolecular rectifiers.

(Bu2NϕV)2BuPy+I−, 4 forms a Pockels-Langmuir film at the air-water
interface, and transfers to hydrophilic substrates as a Z-type multilayer.
The monolayer thickness was estimated as 0.7 nm by spectroscopic ellip-
sometry, and 1.15 nm by surface plasmon resonance (at λ = 532 nm) or
1.18 nm (at λ = 632.8 nm); X-ray diffraction suggests a layer thickness of
1.3 nm [42]. The films exhibit an absorption maximum at 490 nm (which is
slightly hypsochromic in solution), attributable to iodide-to-pyridinium back-
charge-transfer, and a second harmonic signal χ(2) = 50 pm V−1 at normal
incidence (λ = 1064 nm) and 150 pm V−1 at 45◦ [42]. X-ray photoelectron
spectroscopy of a multilayer of 4 on a gold substrate finds only 30% of the
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Fig. 12. I-V plot for a cell “Au | monolayer of C16H33Q-3CNQ, 1 | Au”, that shows
saturation in the forward current I = 20 mA at 3.2 Volts (this cell broke down at
3.4 Volts) The direction of electron flow for V > 0 is the same as shown in Fig. 9 [36]

expected signal from the iodide; it is likely that the iodide anion is partially
replaced by a more abundant hydroxide anion during LB transfer [42]. The
rectification is shown in Fig. 15: once again, there is a decrease of rectifi-
cation upon successive cycles. Some cells have initial rectification ratios as
high as 60 The favored direction of electron flow is from the gegenion to the
pyridinium ion, i.e. in the direction of “back chargetransfer”, and the rectifi-
cation in (Bu2NϕV)2BuPy+I−, 4 can be attributed to an interionic electron
transfer, rather than to an intramolecular electron transfer [43].

The azafullerene DMAn-NC60, 5 consists of a weak electron donor
(dimethylaniline) bonded to a moderate electron acceptor (N-capped C60). It
is a blue compound, with a significant IVT peak at 720 nm [43]. The pressure-
area isotherm [43] is shown in Fig. 16. The Langmuir film is very rigid, i.e.
the slope of the isotherm is relatively large. However, the molecular areas are
70 Å2 at extrapolated zero pressure, and 50 Å2 at the chosen LB film transfer
pressure of 22 mN m1 [43], whereas the true molecular area of C60 is close to
100 Å2. Therefore it is thought that the molecules 5, transferred onto Au on
the upstroke, are somewhat staggered, as is shown in the inserts of Figs. 17
and 18, with the more hydrophilic dimethylamino group closer to the bot-
tom Au electrode. The film thickness is estimated as 2.2 nm (XPS) [43]. The
monolayer is covered, as previously [35, 36, 42], with 17 nm-thick Au pads
deposited by the “cold gold” technique. The dimethylamino groups in the
LB film are probably not as close-packed as the azafullerenes. Angle-resolved
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Fig. 13. (a) I-V plot for a cell “Au | LS monolayer of S-C14H28Q-3CNQ, 2 | Au”.
(b) Direction of electron flow for V > 0 [41]

N(1s) XPS spectra confirm that the two N atoms are closer to the bottom
Au electrode than is the C60 cage [43]. The current-voltage plot shown in
Fig. 17 is a dramatic but unwelcome surprise [43]. The top pads have an
area of 0.283 mm2, as before [36, 40], and the cell now supports 1 Ampere
of current across it! (per molecule, that would be an absurdly large number
such as 5 × 1011 electrons molecule−1 s−1). Morevover, the high current be-
tween 1.5 Volts and –0.5 Volts in the “return” path (3 and 4 in Fig. 17) is
ohmic. The asymmetry decreases upon cycling (not shown here) [43]. Prob-
ably, metallic Au filaments have formed within the monolayer, which do not
pierce the fullerene ends of the monolayer, and are progressively destroyed
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Fig. 14. I-V plot for a cell “Au | LS monolayer of S-C16H32Q-3CNQ, 3 | Au”. The
direction of electron flow for V > 0 the same as for Fig. 13 [41]

by cycling the voltage: these Au stalagmites are shown in Fig. 16 as jagged
arrows or thunderbolts. In contrast, some cells show no such large current,
but a much smaller current, which is “marginally” rectifying in the forward
direction, with a rectification ratio RR of about 2 (Fig. 18) [43].

Molecule 6 is a new rectifier, based on triphenylamines (one-electron
donors) and fullerene (weak one-electron acceptor), which has a very novel
property: under conditions similar to those used for 1, 4 and 5, a Langmuir-
Schaefer monolayer of 6 rectifies (Fig. 19), but the rectification ratio does not
decrease at all upon successive cycling. The monolayer is probably very dense
and stiff, so stiff, in fact, that it cannot be transferred onto an Au substrate
by the usual vertical LB process, but adheres to Au if it is transferred by the
horizontal, or Langmuir-Schaefer process [44].

16 Direction of “Forward Current” in Rectifiers

Now a few words of interpretation. The direction of electron flow for V > 0,
shown in the insets to Figs. 8–15, 18 and 19, can be compared to the “D”
and “A” regions shown for molecules 1–6 in Fig. 1. Clearly, the “rectification
signal”, or enhanced electron flow, or “forward current” corresponds, in all six
cases, to electron flow from the electron-rich donor region D to the electron-
poor acceptor region A. That is a nice and reassuring confirmation of the
ideas proposed by Aviram and Ratner in 1974 [3]. Much work must still be
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ratios are RR = 12, 7, 5, 4, 3, 3, for cycles 1 through 6, respectively. (b) The
direction of electron flow for V > 0 [42]

done, to confirm the details of how, and how fast, these electrons flow through
the monolayers.

17 Challenges for the Near Future

Although unimolecular rectification has been fully confirmed, there are still
open questions for the near term:
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1. Can inelastic electron tunneling spectroscopy confirm that the electron
really does go through the molecule (instead of tunneling through space)?
The answer is yes [21].

2. How fast is the rectification process?
3. What is the role of the metal electrodes during a room-temperature metal

vapor deposition process [18, 19], or during the measuring process? Can
they form stalagtites and stalagmites within the monolayer [43]? Can this
process be controlled? A recent admission by the Hewlett-Packard group
that their previously well-advertised work on self-assembled monolayers
is plagued by metal filaments [26] (similar to what we reported earlier
[43] and showed above in Fig. 17) has helped to clarify what is intrinsic
conduction through molecules and what is artifact.

4. Do we know whether the currents measured scale with the area of the elec-
trodes used? This has been difficult to determine, when the measurements
may have been limited by varying resistances at the oxide-bearing Ga/In
eutetic drop – to – gold interfaces.

5. Can one investigate optically what occurs during the electrical measure-
ments? Can we “peek” under the monolayer?

6. What is the role of image dipoles induced in the metal electrodes by the
molecular dipole moments in either the ground state or the excited state?
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7. Can rectifiers and bridges and strands of conducting polymers be grafted
together to form a molecular amplifier, or transistor, with power gain
[80–82]? We show in Fig. 20 one such idea [82]: if a molecule with three
moieties A, B, and C covalently bonded together is such that either the
electron mobility from A to B is large that the mobility from C to B,
then the molecule may function as amoleuclar amplifier, as ana analog of
an npn’ bip;olar junction transistor. Alternately, if this mechanism does
not work, perhaps a field effect would function between moieties C and
B, thus narrowing the channel or conductivity of the main current from
A to B. However, it is very hard to prepare three electrodes, say two of
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Fig. 20. Proposed unimolecular amplifier, shown very schematically as molecule
ABC, contacted by two Au electrodes (Au1 and Au2) and a third, different, elec-
trode (Al3) [82]

Au (Au 1 and Au2, to bond thiol terminations of a molecule) and one
different one of Al (to bond a carboxylic acid termination) such that the
gap between all of the electrodes is molecule-sized, i.e. 1 to 2 nm. This goal
is an ongoing effort in many laboratories.

18 Conclusion

We have presented here a review of unimolecular rectification, which, thirty
years after it was first proposed, has become an established reality. May this
progress produce many new ideas for molecular devices to power the ultimate
computers of the future.

19 End-Notes

The technique of cryocooling the substrate during Al or Au vapor depo-
sition [33, 36], which may retard a chemical attack of the LB monolayer,
is acknowledged in [8]. The “U” rectifier results for 6 were explained by
proposing that the Fermi level does not move linearly with distance within
a molecule [44]: it is reassuring to see [6] that a Poisson-Schrödinger calcula-
tion also predicted a non-linear variation of the Fermi level or the chemical
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potential across a molecule [83]: see Fig. 12 of [6]. The Inelastic Electron
Tunneling Spectroscopy technique [8, 21] is being implemented in our labo-
ratory: we hope to show soon that the through-molecule current due to “U”
rectification also excites intramolecular vibrations.
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Conductance Measurements on Single Molecules. Appl. Phys. Lett. 82, 4137-
4139 (2003).



Six Unimolecular Rectifiers and What Lies Ahead 345

15. R. Landauer, Spatial Variation of Currents and Fields Due to Localized Scat-
terers in Metallic Conduction. IBM J. Res. Dev. 1, 223–231 (1957).

16. J. Chen, M. A. Reed, A. M. Rawlett, and J. M. Tour, Large On-Off Ratios
and Negative Differential Resistance in a Molecular Electronic Device. Science
286, 1550–1552 (1999).

17. Z. J. Donhauser, B. A. Mantooth, K. F. Kelly, L. A. Bumm, J. D. Monnell, J.
J. Stapleton, D. W. Price, Jr., A. M. Rawlett, D. L. Allara, J. M. Tour, and P.
S. Weiss, Conductance Switching in Single Molecules Through Conformational
Changes. Science 292, 2303–2307 (2001).

18. B. C. Haynie, A. V. Walker, T. B. Tighe, D. L. Allara, and N. Winograd,
Adventures in Molecular Electronics: How to Attach Wires to Molecules. Appl.
Surf. Sci. 203-204, 433–436 (2003).

19. A. V. Walker, T. B. Tighe, O. M. Cabarcos, M. D. Reinard, B. C. Haynie, S.
Uppili, N. Winograd, and D. L. Allara, The Dynamics of Noble Metal Atom
Penetration through Methoxy-Terminated Alkanethiolate Monolayers. J. Am.
Chem. Soc. 126, 3954–3963 (2004).

20. W. Wang, T. Lee, and M. A. Reed, Mechanism of Electron Conduction in Self-
Assembled Alkanethiol Monolayer Devices. Phys. Rev. B68, #035416 (2003).

21. W. Wang, T. Lee, I. Kretschmar, and M. A. Reed, Inelastic Electron Tunneling
Spectroscopy of an Alkanedithiol Self-Assembled Monolayer. Nano Lett. 4, 643–
646 (2004).

22. S. Frank, P. Poncharal, Z. L. Wang, and W. A. de Heer, Carbon Nanotube
Quantum Resistors. Science 280, 1744–1746 (1999).

23. S. J. Tans, M. H. Devoret, H. Dai, A. Thess, R. E. Smalley, L. J. Geerligs,
and C. Dekker, Individual Single-Wall Carbon Nanotubes as Quantum Wires.
Nature 386, 474–477 (1997).

24. V. Derycke, R. Martel, J. Appenzeller, and Ph. Avouris, Carbon Nanotube
Inter- and Intrmolecular Logic Gates. Nano Lett. 1, 453-456 (2001).

25. C. P. Collier, G. Mattersteig, E. W. Wong, K. Beverly, J. Sampaio, F. M.
Raymo, J. F. Stoddart, and J. R. Heath, A [2] Catenane Based Solid-State
Electronically Reconfigurable Switch. Science 289, 1172–1175 (2000).

26. D. R. Stewart, D. A. A. Ohlberg, P. A. Beck, Y. Chen, R. S. Williams, J. O.
Jeppesen, K. A. Nielsen, and J. F. Stoddart, Molecule-Independent Electrical
Switching in Pt/Organic Monolayer/Ti devices. Nano Lett. 4, 133–136 (2004).

27. J. Park, A. N. Pasupathy, J. I. Goldsmith, C. Chang, Y. Yaish, J. R. Petta,
M. Rinkoski, J. P. Sethna, H. D. Abruña, P. L. McEuen, and D. C. Ralph,
Coulomb Blockade and the Kondo Effect in Single-Atom Transistors. Nature
417, 722–725 (2002).

28. S. Kubaktin, A. Danilov, M. Hjort, J. Cornil, J.-L.Brédas, N. Stuhr-Hansen,
P. Hedeg̊ard, and T. Bjørnholm, Single-Electron Transistor of a Single Organic
Molecule with Access to Several Redox States. Nature 425, 698–701 (2003).

29. Y. Selzer. M. A. Cabassi, T. S. Mayer, D. L. Allara, Thermally Activated
Conduction in Molecular Junctions. J. Am. Chem. Soc. 126, 4052–4053 (2004).

30. Y. Selzer, L. Cai, M. A. Cabassi, Y. Yao, J. M. Tour, T. S. Mayer, and D. L. Al-
lara, Effect of Local Environment on Molecular Conduction: Isolated Molecule
versus Self-Assembled Monolayer. Nano Lett. 5: 61–65 (2005).

31. G. J. Ashwell, J. R. Sambles, A. S. Martin, W. G. Parker, and M. Szablewski,
Rectifying Characteristics of Mg | (C16H33-Q3CNQ LB Film) | Pt Structures.
J. Chem. Soc. Chem.Commun. 1374–1376 (1990).



346 R.M. Metzger

32. A. S. Martin, J. R. Sambles, and G. J. Ashwell, Molecular Rectifier. Phys. Rev.
Lett. 70, 218–221 (1993).
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We present a tutorial introduction into the structure and electronic properties
of carbon nanotubes which may serve as an entry point into the literature
on the field. Some of the original experiments in the field are selected to
illustrate the richness of quantum transport in single-and multi-wall carbon
nanotubes.

1 Introduction

Prior to the discovery of fullerenes, graphite and diamond were the only
known crystalline forms of carbon. The sp2 hybridization in graphite links
carbon atoms in a two-dimensional (2d) honeycomb lattice (Fig. 1a). A single
sheet of graphite is called graphene. The pz orbitals, which are perpendic-
ular to the plane of graphene, give rise to partially filled bands with the
capability of electric conduction. Diamond is sp3-hybridized and forms a
three-dimensional (3d) network of tetrahedral units (Fig. 1b). The structural
differences between graphite and diamond cause profound differences in the
electrical properties: graphite is a semimetal, while diamond is an insulator
with a band gap of ∼6 eV.

In 1985 a new form of carbon, the fullerenes, was discovered by Kroto
et al. [1]. The best known of these molecules is Buckminster fullerene, C60,
which has sixty carbon atoms forming a truncated-icosahedral structure with
twelve pentagonal rings as shown in Fig. 1c. These molecules have the struc-
ture of a soccer ball (the so-called “buckyballs”). When the fullerenes were
discovered, it became evident that graphene layers exist not only as planar
sheets but also as spherically curved and closed shells. This becomes possi-
ble by the integration of other polygons, e.g. pentagons, into the hexagonal
lattice. In 1992, Ugarte discovered that under high electron irradiation of
fullerene soot, nested giant fullerenes made of concentric spherical shells of
graphite, forming onion-like structures (Fig. 1d) can be generated [2]. The
discovery and subsequent synthesis of fullerenes in macroscopic quantities
has initiated a new field in chemistry and physics of carbon. In 1991 Iijima
discovered a cylindrical form of the “buckyball”, known as a carbon nanotube
(CNT) [3] (Fig. 1e).
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  a    b 

  c     d    e 

Fig. 1. Five different forms of carbon materials: (a) graphite structure of carbon;
(b) diamond structure of carbon; (c) C60 fullerene; (d) onion-like structure, from [4]
reproduced by permission of the Royal Society of Chemistry; (e) tubular structure
of carbon, which is regarded as an elongated fullerene

Nanotubes belong to the family of fullerenes and can be considered as
elongated buckyballs. They fall into two broad classes: single-and multi-wall.
An ideal single-wall carbon nanotube (SWNT) is a single graphene shell, that
has been rolled up to form a seamless hollow cylinder (Fig. 2a and b), while
a multi-wall carbon nanotube (MWNT) is a coaxial arrangement of numbers
of SWNTs, i.e. several concentric graphene shells (Fig. 2c and d). Both kinds
of tubes have sp2-hybridized structure, like graphite, and in the ideal case
they are terminated at the ends by perfectly fitting fullerene caps.

2 Synthesis

Carbon nanotubes can be synthesized by various methods, including arc-
discharge, laser ablation, chemical vapor deposition, and high pressure CO
conversion [5]. In the arc-discharge method, carbon atoms are evaporated in
a plasma of helium gas ignited by high currents passing through opposing
carbon electrodes. The carbon atoms nucleate on a metal catalyst and grow
up to several micrometers in length. A similar principle is adopted in the
laser ablation method where intense laser pulses are used to ablate a carbon
target containing a metal catalyst. During laser ablation, a flow of inert gas is
passed through the growth chamber to carry the grown nanotube downstream
to a cold collection finger. The produced SWNTs mostly bunch in the form
of ropes with tens of individual nanotubes close-packed via Van der Waals
interactions as shown in Fig. 2a and b. In chemical vapor deposition, a flowing
hydrocarbon gas is decomposed by metal catalysts at a growth temperature
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3 nm

a b c d

Fig. 2. High-resolution transmission electron microscope (HRTEM) micrographs of
carbon nanotubes. (a) A thin bundle of single-wall carbon nanotubes. The parallel
lines are the walls of individual tubes. The outermost boundary of the nanotube
bundle is covered by amorphous carbon. (b) Cross sectional view of a nanotube
bundle. (c) and (d) multi-wall nanotubes with five and two shells, respectively.
Below the images the cross sectional structure of the two tubes is shown. From [3],
by permission

between 500 and 1000 ◦C. The precipitation of carbon from the saturated
phase in metal particles leads to the formation of a tubular carbon solid.
The high pressure CO disproportionation process (HiPco) is a technique for
catalytic production of SWNTs in a continuous-flow gas phase using CO as
the carbon feedstock and Fe(CO)5 as the iron-containing catalyst precursor.
SWNTs are produced by flowing CO, mixed with a small amount of Fe(CO)5
through a heated reactor. Size and diameter distribution of the nanotubes
can be roughly selected by controlling the pressure of CO. This process is
promising for bulk production of CNTs.

Since their discovery and high-yield synthesis, carbon nanotubes have at-
tracted great interest among the research community due to their remarkable
mechanical and electronic properties. This comes not only from the fact that
CNTs have inherited some of the unique features of graphite, but also from
their one-dimensional (1d) character. For instance, the Young’s modulus in
CNTs can be as high as ∼1 TPa [6]. This makes the nanotube an excel-
lent candidate for strengthening the matrix in composite materials. On the
other hand, CNTs are examples of molecular wires which allow the study of
electric transport through single molecules. They may become building blocks
for nanoelectronic devices, and some day seriously compete with conventional
silicon-based microelectronics [7] in some areas.
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3 The Structure of Carbon Nanotubes

3.1 Lattice Structure

As described above, a carbon nanotube (CNT) can be considered as seamless
cylinders made of a single graphene sheet. In general, an infinite number of
nanotube geometries can exist. These differ not only in diameter, but also
in the orientation of cylinder axis with respect to the underlying honeycomb
lattice. Figure 3 is a schematic of a graphene sheet that can be cut along the
dashed lines and rolled up along an arbitrary lattice vector

→
C to construct a

tube. The vector
→
C is called the chiral vector and expressed as n

→
a1 +m

→
a2

, where
→
a1 and

→
a2 are the basis vectors of the hexagonal lattice and n, m

are integers. One specific tube is characterized by the diameter d, the chiral
angle Θ between

→
C and

→
a1 or, equivalently, by the chiral indices (n,m) which

are related to d and Θ according to:

d =
C

π
=
a

π
(m2 +mn+ n2)1/2 (1)

Θ = arctan

( √
3m

(m+ 2n)

)
(2)

Here a =
√

3 acc is the lattice constant of graphene and acc the nearest
neighbor carbon-carbon distance (0.142 nm in graphite). The shortest lattice
vector

→
T , which is perpendicular to

→
C and parallel to the nanotube axis,

defines the lattice translations along the tube axis. The lattice edges cut by
the two sets of parallel dashed lines shown in Fig. 3 can be perfectly mapped
onto each other when forming the tube. Arbitrary chiral angles Θ produce in
general chiral tubes, which have axial chiral symmetry, as can be seen in the
lowest panel in Fig. 4. There are two special chiral angles, i.e. Θ = 0◦ and
Θ = 30◦ which correspond to highly symmetric non-chiral nanotubes. These
are termed “zigzag” and “armchair”, having chiral indices (n, 0) and (n, n),
respectively. The labels zigzag and armchair refer to the pattern of carbon
bonds along the circumference, which are shown bold in Fig. 3.

3.2 Structural Investigations of Carbon Nanotubes

As grown, SWNTs usually have a dispersion of chirality and diameter [8, 9]
because the nanotube structural energy is only weakly dependent on chi-
rality [10]. Hence, a critical issue in CNT research and applications is the
determination of the chiral indices of a given individual tube [11], which
requires the measurement of both diameter and chiral angle. A complete de-
termination of the structure with enough spatial resolution to identify an
individual nanotube is in practice a difficult task. The measuring technique
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Fig. 3. Hexagonal network of a graphene sheet. The tube with index (n, m) = (4, 2)
is constructed when the dotted strip is rolled up in such a way that point O matches
point A, and point B matches point B’. Θ denotes the chiral angle of a specific tube

and varies between 0◦ ≤ Θ ≤ 30◦.
→
C is the chiral vector and perpendicular to the

translational vector
→
T which determines the length of the unit cell of the tube and

the boundary of the first Brillouin zone: −π/T ≤ k ≤ π/T

(n,m) = (5,5)

(n,m) = (9,0)

(n,m) = (10,5)

Fig. 4. Three examples of nanotubes. From top to bottom: armchair (5,5), zigzag
(9,0) and chiral (10,5). From [12], by permission
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has to provide a high enough signal to noise ratio to compare the experi-
mental data with corresponding theoretical simulations. With this in mind,
two types of techniques can be used. A first type of measurements relies on
the direct determination of d and Θ either in real space by Scanning Tun-
neling Microscopy (STM) or in reciprocal space by Selected Area Electron
Diffraction (SAED). A second type of methods exploits the physical proper-
ties connected to the structure and is based on spectroscopic measurements,
either by Scanning Tunnelling Spectroscopy (STS) or by Raman spectroscopy.
Since Iijima’s initial study, many articles have been published on structural
characterization using electron diffraction [3,13–18], STM [19,20] and Raman
spectroscopy [11, 21, 22]. STM images the lattice structure of a part of the
outer wall of carbon nanotube to measure the chiral angle. However, a unique
identification of one specific tube using STM remains difficult. Electron dif-
fraction in principle can determine more unambiguously both the chirality
and diameter of tubes.

The chiral indices (n,m) of an individual nanotube can be identified
using electron diffraction as follows: in the reciprocal space of the nan-
otubes [18, 23, 24] the intensity in a given diffraction direction is determined
by the Bragg reflections of the cylindrical graphene sheet. The diffraction
pattern depends on the chirality and the tilt angle of the tube with respect
to the incident electron beam. The intensities are localized along horizontal
lines perpendicular to the nanotube axis. Along each line, the intensity is
modulated. The diffraction pattern has an underlying hexagonal symmetry
coming from the graphene lattice. However, each reflection has several satel-
lites along the horizontal lines. These are caused by the finite diameter of
the nanotube, in close analogy with the Fraunhofer diffraction pattern of a
single slit in wave optics. This can be seen in the computer-generated dif-
fraction patterns of two non-chiral nanotubes shown in Fig. 5a and 5c. The
inner diffraction spots are located at the corners of a hexagon and represent
the first order graphite-like diffraction spots, e.g., (101̄0). There is another
larger hexagon, formed by the second order diffraction spots, e.g., (112̄0). All
reflections are elongated in the direction normal to the tube axis. This results
from the continuous shortening of the apparent lattice parameter seen by the
electrons in the direction normal to the axis when moving from the center
to the edges of the tube. The spots are the intersections of the Ewald sphere
with the rods that form the reciprocal lattice of the nanotube [23].

In chiral tubes a splitting of the diffraction reflections is observed (see
Fig. 5b). The first order diffraction spots form now two hexagons, which
are rotated against each other. This originates from the two halves of the
nanotube located on both sides of the plane through the central axis of tube,
which is perpendicular to the electron beam. The projections of the lattice
structure of the two nanotube halves in this plane are rotated with respect
to each other by twice the chiral angle. The resulting diffraction patterns
are rotated by the same angle, allowing a direct determination of the chiral
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(19,0) (17,4) (10,10)

2Θ
(1010)-

(1100)-(0110)-

(2110)- (1120)--

Fig. 5. Computer-generated electron diffraction patterns of three single-wall nan-
otubes, from left to right: (19,0), (17,4), and (10,10). Some of the spots in left panel
are labelled. The chiral (17,4) tube shows a splitting of the diffraction spots, which
allows the determination of the chiral angle. The chiral angles Θ are 0◦, 10.3◦, and
30◦, respectively. In each case, the nanotube is oriented along the vertical direction,
and the electron beam is normal to the tube axis, perpendicular to the plane of the
graph. From [27], by permission

angle of the nanotube. The helicity of the lattice structure of a nanotube
can therefore be directly extracted from the diffraction pattern [3,18]. When
the electron beam is not perpendicular to the tube axis, a correction must
be applied to determine Θ from the observed angular splitting of the (101̄0)
reflections [25].

Most of the experimental studies of nanotubes by electron diffraction
have been realized on multi-wall systems (MWNT and SWNT bundles). On
rare occasions, individual SWNTs have been investigated by this technique
[13,26], since individual SWNTs produce very low intensities.

A B
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y
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b2

b1

ky

kx
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K'

Γ

(a) (b)

Fig. 6. (a) Fractions of the graphene lattice in real space and (b) the corresponding
reciprocal lattice. A unit cell in the graphene lattice and the first Brillouin zone are
indicated by the shaded rhombus and hexagon, respectively. ai, and bi, (i = 1, 2)
are the basis vectors of the direct and the reciprocal lattice
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4 Electronic Structure of Nanotubes

4.1 Energy Dispersion and Density of States of Graphene

To understand the electronic properties of nanotubes, we begin with the band
structure of graphene, which underlies also the band structure of the nan-
otubes [28]. It is convenient to start by calculating the band structure of a
graphite sheet within the tight-binding approximation [29, 30] and then to
superimpose the periodic boundary conditions along the circumferential di-
rection, which result from the cylindric character of the nanotubes. Figure 6a
shows the hexagonal lattice of a graphene sheet in real space, with the basis
vectors

→
a1= (

√
3a/2, a/2) and

→
a2= (

√
3a/2,−a/2) where a =

√
3acc is the

graphene lattice constant. Figure 6b shows the reciprocal lattice and its basis

vectors
→
b1= (2π/

√
3a, 2π/a) and

→
b2= (2π/

√
3a,−2π/a). The first Brillouin

zone is indicted by a grey hexagon. Carbon has four valence electrons per
atom, three of which are used to form sp2 bonds with neighboring atoms
in σ orbitals. The corresponding energy bands lie far below the Fermi level
and do not contribute to the electrical conduction. The transport properties
are determined by the remaining π electrons, which occupy the bonding and
antibonding band resulting from the superposition of the 2pz orbitals. The
resulting energy dispersion for the bands reads in a tight binding approxima-
tion [30]:

E(kx, ky) = ±γ0

[
1 + 4 cos

(√
3kxa

2

)
cos
(
kya

2

)
+ 4 cos2

(
kya

2

)]1/2

(3)

where γ0 = 2.5 eV is the overlap integral between nearest neighbors [10]. This
equation describes the two bands resulting from bonding and antibonding
states. Figure 7 shows a surface plot of the energy dispersion according to
(3). The bonding and antibonding bands touch at six K points at the corners
of the first Brillouin zone, as shown in Fig. 7. We note that there are two
triplets of Fermi points, K and K’ which are inequivalent under translations
of the reciprocal lattice. On the other hand, the hexagonal lattice symmetry
provides an equivalence under 60◦-rotations. Because of this symmetry, the K
and K’ points are energetically degenerate and lead to the peculiar touching of
the conduction and the valence band. At zero temperature, the bonding bands
are completely filled and the antibonding bands are empty. Thus, undoped
graphite may be classified as a zero-gap semiconductor. The undoped state,
where the Fermi surface contains only the six K-points is called the charge
neutrality point (CNP). In practice, there will always be a little doping,
which slightly shifts the Fermi energy away from the CNP and leads to a
small density of states N(EF ), which is responsible for the relatively poor
conductivity of graphite.
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Fig. 7. Band structure of graphene. The bonding (π) and antibonding (π∗) bands
touch at the K and K′ points. Because there are two electrons in the unit cell, the
π band is completely filled and the π∗ band is empty

4.2 Band Structure and Density of States of Carbon Nanotubes

We can now obtain the band structure of nanotubes by imposing the periodic
boundary condition along the circumferential direction defined by the chiral
vector

→
C. The transversal component of the wave vector is thus quantized:

k⊥ =
→
k ·

→
C = 2πq, (q = 0, 1, 2 · · · 2n). This gives rise to a discrete number of

parallel equidistant lines, representing the allowed k⊥ modes in the reciprocal
space of the graphene. Each line corresponds to a 1d subband for conduction
along the nanotube. The distance between adjacent lines, ∆k = 2/d, is in-
versely proportional to the nanotube diameter d, and the orientation of the
lines with respect to the reciprocal lattice are given by the chiral angle Θ.
The length of these lines is 2π/T , as determined from the length T of the
translation vector

→
T . For armchair tubes we have T = a, while for zigzag

tubes holds T =
√

3 a, where a =
√

3 acc is again the graphene lattice con-
stant. Figure 8 shows a contour plot of the bonding band in the first Brillouin
zone. The quantization condition for armchair nanotubes is

√
3nakx = 2πq,

whereas naky = 2πq applies for zigzag nanotubes. In both cases q runs from
0 to 2n. The parallel lines shown in Fig. 8 are examples of allowed k modes
in armchair nanotubes. The q = n modes in this case touch the K and K ′

points, implying that armchair tubes are always metallic. The dispersion re-
lations for armchair and zigzag nanotubes can be obtained by inserting these
quantization conditions into (3):
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Fig. 8. Grey scale plot of the antibonding π∗ band of graphene. The corners of the
hexagonal Brillouin zone define the six K and K′ points. In the absence of doping,
the Fermi level is located at the corner points of the hexagonal Brillouin zone.
The periodic boundary conditions along the circumference of the tube confine the
allowed k values indicated to the parallel lines from q = 0 to q = 2n. The length of
the lines is 2π/a (here we consider an armchair tube). In general, the chiral angle
determines the orientation of the allowed k lines with respect to the reciprocal
lattice

Earmchair (ky) = ±γ0
[
1 ± 4 cos

(πq
n

)
cos
(
kya

2

)
+ 4 cos2

(
kya

2

)]1/2

(4)

Ezigzag (kx) = ±γ0

[
1 ± 4 cos

(√
3kxa

2

)
cos
(πq
n

)
+ 4 cos2

(πq
n

)]1/2

(5)

Figure 9 shows two normalized band structures plotted as E/γ0 vs. k and
the density of states (DOS) corresponding to armchair and zigzag nanotubes,
respectively. For undoped armchair nanotubes, there are two subbands which
cross the Fermi energy at EF = 0 since the 2d graphite energy bands cross
at the K point of the 2d Brillouin zone. As a rule, those tubes are metallic,
which satisfy the condition that 2n +m is a multiple of 3. As a result 1/3
of all possible structures correspond to metallic and 2/3 to semiconducting
tubes. In very thin tubes, this rule can be violated because the curvature of
the graphene layer can induce a small gap between valence and conduction
band [31].

As opposed to graphene, where the six K-points have zero weight in the
2d Brillouin zone, there is a large 1d density of states at the K point in the
armchair NTs. Away from the charge neutrality point (CNP), the onset of
the next subbands leads to van Hove singularities (VHS) in the DOS. In one
dimension the DOS diverges as 1/

√
E. The van Hove singularities appear at
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Fig. 9. Approximate one-dimensional energy dispersion relations and correspond-
ing density of states for (a) metallic carbon nanotubes and (b) semiconducting

carbon nanotubes. The number of 1d-subbands depends on the vector
→
C. The en-

ergy at the Fermi level is set to zero

points ki in the 2d Brillouin zone where the allowed k lines are tangential
to the contours of constant energy. In semiconducting nanotubes, there are
no allowed k lines passing through the K or K ′ points. The allowed k lines
closest to K contributes to the first band edge, which form again van Hove
singularities in the density of states. In this case, there is an energy gap Eg

which is inversely proportional to the nanotube diameter, i.e. Eg = 2accγ0/d.
The right-hand panel in Fig. 9a and b shows the density of states derived from
the corresponding band structure in the left panel. Both the spatial resolved
atomic structure of carbon nanotubes and the corresponding electronic den-
sity of states have been demonstrated experimentally by investigations with
a scanning tunneling microscope [19,20,32]. An example is shown in Fig. 10,
where tunneling spectra of several SWNTs with diameters around 1 nm are
displayed. The tubes with a small band gap around 0.6 eV are identified as
semi-conducting, while the metallic tubes display a significantly larger spac-
ing between the VHS around 2 eV. In the latter case, the DOS between the
VHS is finite.

5 Electron Transport Experiments

By measurements of the electronic transport properties, many features of the
electronic structure of the CNTs can be revealed. There are several classes of
experiments that can be performed, which differ by the purity of the samples
and the transparency of the interface between the tube and the metallic
contact electrodes.

5.1 Electric Contacts

Individual carbon nanotubes can be contacted using nanostructured metal
electrodes. The purified tube material is first brought into suspension and
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Fig. 10. Tunneling density of states of individual single-wall nanotubes on an
Au surface measured by scanning tunneling spectroscopy (adapted from [20], by
permission). A tunneling contact is formed between the STM-tip and the nanotube.
The measured differential conductance dI/dV is proportional to the density of
states. For clarity, curves are offset vertically by multiples of 0.4 nS. The gaps
between the van Hove singularities corresponding to the onset of 1d-subbands are
indicated by the arrows. (a) Semiconducting tubes with gap values around 0.6 eV.
(b) Metallic tubes with gaps values around 1.8 eV. (c) Variation of the measured
energy gap of different tubes with diameter. The solid line is a fit according to
Eg = 2accγ0/d with γ0 = 2.7 eV

then sprayed over a suitable substrate, e.g. oxidized silicon. If the silicon wafer
is highly doped, it can serve as a backgate to tune the number of electrons on
the tubes. Using alignment marks on the substrate, isolated nanotubes are
identified and by electron beam lithography a resist mask with the contact
pattern is written. After development of the resist, metallization and lift-off,
the samples are ready for measurement. Deposition of the metal on top of
the tubes usually results in a lower contact resistance and allows a higher
yield than the reverse sequence. An example is shown in Fig. 11. Contact
resistances down to 1 kΩ have been realized in single- and multi-wall carbon
nanotubes.

Alternatively, a scanning tunneling microscope or an atomic force micro-
scope with metallized tip can be used to probe the electrochemical potential
drop even as a function of position [33,34]. In the tunneling regime tunneling
spectroscopy allows to measure also the local density of states [20,35,36].
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Fig. 11. Scanning electron micrograph of an individual multi-wall nanotube with
four Au contacts. The contact separation is 300 nm. The SiO substrate has been
etched away to create a freely suspended nanotube (Courtesy C. Schönenberger)

5.2 Ballistic Transport

Depending on the fabrication process, the structural quality of carbon nano-
tubes can be very high. Hence, they are promising candidates for ballistic
one-dimensional conductors. For ideal, i.e., highly transparent contacts and
perfect tubes, the one-dimensional subbands as described in Sect. 4.2 form
one-dimensional conduction channels in the sense of the Landauer-Büttiker
theory of quantum transport [37]. Each of these channels contributes 2e2/h
to the conductance, if the different spin orientations are degenerate. Because
of the double degeneracy of the states at the corner points of the Brillouin
zone, two spin degenerate channels contribute to the transport, resulting in
a conductance of G = 4e2/h = (6.4kΩ)−1. In practice, the non-ideal trans-
parency of the contacts limits the conductance to about G ≈ 3e2/h.

The possibility of ballistic transport in metallic single-wall nanotubes
has been beautifully demonstrated in an electron interference experiment
by Liang et al. [38]. At the charge neutrality point (CNP), the electron states
have the wave vector k0 = π/a, where a = 0.246 nm is the graphene lattice
constant. The Fermi wave length λF can be tuned with the gate voltage UG

applied between the Si substrate and the sample. In this way the Fermi level
of the tube is shifted away from the charge neutrality point by ∆EF ; result-
ing in a corresponding shift of the Fermi wave vector: kF = k0 +∆EF /�vF .
The injected electrons travel ballistically within the tube, but are reflected
back and forth between the contacts. Depending on the ratio between Fermi
wave length λF = 2π/kF (UG) and the distance between the contacts, this is
expected to lead to the formation of transmission resonances just as in an
optical Fabry-Perot interferometer.

As a result of the alternation of constructive and destructive interference
between directly transmitted and multiply reflected waves it is expected that
the conductance as a function of gate voltage shows periodic oscillations with
UG. The measurement in Fig. 12 indeed shows such a periodic variation of
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the conductance as a function of gate voltage. Some smaller features are
superimposed on the basic oscillation, which are most probably caused by
some residual weak potential fluctuations along the tube.

A few experiments on multi-wall nanotubes succeeded in observing a con-
ductance quantized in units of 2e2/h [39, 40], similar to those of quantum
point contacts in ballistic semiconductor heterostructures [41,42]. The quan-
tization is caused by the successive opening of one conductance channel after
the other. In these measurements an STM tip is used to establish the electric
contact at room temperature. At present it is not clear, why the transport
in this configuration seems to be perfectly ballistic as opposed to experi-
ments described in the next section in which the tubes are contacted by the
lithographic methods.

5.3 Diffusive Transport

Besides the Fermi momentum pF = �kF , the magnetic field offers another
convenient possibility to control the phase of the electron wave function. The
majority of experiments on carbon nanotubes uses lithographically prepared
contacts in order to perform conductance measurements down to very low
temperatures. If the average distance between two elastic scattering events
lel is significantly smaller than the distance between the contacts, the motion
of electrons becomes diffusive and in the simplest description the conductiv-
ity of the sample is given by the Einstein relation σ = e2D(T,B)N(EF , B),
where D is the diffusion constant and N the density of states. While the clas-
sical motion of the electrons results in a value D = 1/2 vF lel, it turns out,
that there are important quantum corrections to this result, which depend
on temperature and magnetic field [43]. In addition the density of states at
the Fermi energy depends on magnetic field [44, 45]. Under these conditions
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Fig. 13. Transversal magnetoresistance R(B) of a multi-wall nanotube (solid lines)
for several temperatures. The contact separation is 1.9 µm. The central peak is well
reproduced by the theory of weak localization (dashed lines). At low temperatures
an aperiodic fluctuating background appears. The amplitude of these fluctuations
agrees well with the expected magnitude of the universal conductance fluctuations
(vertical bar) from [46], by permission

no quantized conductance is observed. The conductance gradually drops as
the temperature is decreased. This drop in conductance or increase in re-
sistance turns out to depend strongly on magnetic field. If the orientation
of the magnetic field B is perpendicular to the tube, a single peak centered
around B = 0 is observed, which becomes higher and sharper as the tem-
perature is decreased. This is illustrated in Fig. 13, where R(B) traces are
plotted for several temperatures [46]. Besides the central peak, an aperiodic
fluctuation pattern is seen. These fluctuations are reproducible as long as the
sample is kept cold, but vary upon thermal cycling up to room temperature
as well as from sample to sample. Both phenomena the central peak and
the aperiodic background are closely related to the famous Aharonov-Bohm
effect [43] and represent a hallmark of diffusive quantum transport [47–50].
Aharonov and Bohm predicted that the interference of an electron travelling
on two different paths, which connect two points in space, leads to an oscilla-
tory h/e-periodic dependence of the propagation probability on the magnetic
flux enclosed by the two paths. In a diffusive medium, electrons transferred
between two contact electrodes have a very large number of quasi-classical
trajectories to choose. All of these interfere with different Aharonov-Bohm
phases, leading to a superposition of many Aharonov-Bohm periods in the
transmission probability and thus also in the magnetoresistance. There is
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an upper limit for the length of interfering paths, which is determined by
the phase coherence length Lϕ =

√
Dτϕ, where τϕ denotes the average time

between scattering events which randomize the phase of the electron wave
function. A small value of Lϕ suppresses the interference effects. Earlier ex-
periments on thin disordered metal films have shown that several types of
interference effects emerge from this superposition [43].

One of them is known as weak localization [51] and its signature is pre-
cisely the peak in R(B) centered around B = 0, as it can be seen in Fig. 13. It
is caused by an enhanced backscattering probability of pairs of time reversed
diffusion paths. In absence of a magnetic field, the wave function of an elec-
tron travelling on a closed quasi-classical path experiences a certain phase
shift depending on the Fermi wave vector, the path length and the elastic
scattering events on the way. However, the time reversed state travelling in
opposite direction along the same path exhibits precisely the same phase shift,
provided that no interactions occur that break the time reversal symmetry.
Thus, the two paths interfere always constructively, resulting in a quantum
mechanical enhancement of the classical return probability by a factor of 2.
This corresponds to an increase of the resistance. In a finite magnetic field
the time reversal symmetry is broken and the Aharanov-Bohm oscillations
of closed loops with different area A have different periodicity 2e/hA and
average out above a certain magnetic field. The value of this field is deter-
mined by the condition B×Amax ≈ h/2e, where Amax is the area enclosed by
the longest phase coherent diffusion path. The width of the weak localization
peak is thus given by 2e/hL2

ϕ in a two-dimensional sample of width w � Lϕ

and 2e/hwLϕ in a quasi one-dimensional sample of width w � Lϕ. Depend-
ing on temperature and the degree of disorder, carbon nanotubes can be in
both limits. Using the established theory of weak localization [52], the values
of Lϕ can be extracted from fits to the magnetoresistance (dashed lines in
Fig. 13).

The contribution of the coherent backscattering has an universal ampli-
tude of ∆G = e2/h. In the classic experiments on disordered metal films and
wires with a typical resistance of the order of a few 10 Ω it used to be a
rather small effect since ∆R/R = −∆G · R ≈ 10−4. In carbon nanotubes,
however, the number of conduction channels is so small, that the quantum
interference contribution to the conductance can be 20% or even larger.

The second feature seen in Fig. 13, i.e. the aperiodic fluctuations, is an-
other quantum interference effect known as universal conductance fluctua-
tions (UCF) [43]. These result from the superposition of all transmission
channels through the sample. The random phases of the different diffusion
paths lead to an interference contribution, which varies randomly as a func-
tion of magnetic field or Fermi wave vector. These random fluctuations do not
average out to zero, but produce another universal contribution to the con-
ductance of magnitude ≈e2/h to the conductance, provided that the phase
coherence length exceeds the sample size. If Lϕ is shorter than the sample
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length, the fluctuations in the different segments of length Lϕ sum up in-
dependently and the relative amplitude δG/G of the UCF is suppressed by
stochastic ensemble averaging proportional to (Lϕ/L)1/2. Hence, Lϕ can also
be determined from the amplitude of the universal conductance fluctuations.
The resulting temperature dependence of the phase coherence length is plot-
ted in Fig. 14 [53]. The data extracted from the width of the weak localization
peak and the amplitude of the conductance fluctuations agree well. At low
bias voltage, the mean free path for electron-phonon scattering exceeds 1 µm
even at room temperature [54]. Hence, the electron-phonon interaction is neg-
ligible in carbon nanotubes at low temperatures. The measurement indeed
shows that Lϕ increases proportional to T−1/3 over the observed range of
temperatures. This is in good agreement with the theoretical prediction by
the theory of the disorder-enhanced electron-electron scattering [55].

The final proof that the scenario of diffusive quantum transport is cor-
rect is provided by measurements in a magnetic field parallel to the tube
axis. As opposed to the case of transversal field, not a single peak, but a
periodic variation in R(B) is expected. The cross section πR2 of the tube
defines a well defined magnetic field period ∆B = h/2eπR2 for all diffusion
path on the tube provided that the electric current is carried predominantly
by the outermost conducting shells. The weak localization-like contribution
from closed time-reversed paths has a fundamental period of h/2e, because
the tube is encircled twice [56], i.e., once by the two time-reversed paths.
If Lϕ is long enough to allow the contribution of multiple turns around the
tube, also higher harmonics occur and the peaks in R(B) become sharper.
This effect has been predicted by Altshuler, Aronov and Spivak (AAS) [56]
and experimentally observed by Sharvin and Sharvin [57]. In principle also
h/e-periodic contributions are expected. However, these rapidly vanish upon
ensemble averaging.
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The magnetic fields corresponding to h/2e depend strongly on the diame-
ter of the tubes. For multi-wall tubes with an outer diameter of 16 nm a h/2e
period around 9 Tesla is expected. In single-wall tubes the required magnetic
fields drastically exceed the laboratory scale. Because of these large field scales
only 1 or 1.5 periods could be observed in the earlier experiments [46, 58].
Figure 15 shows a more recent measurement of the parallel magnetoresistance
of multi-wall tube with an outer diameter around 28 nm [59]. Resistance os-
cillations with a period of 3.2 Tesla are observed. This agrees well with the
expected h/2e-period of 3.4 Tesla. The height of adjacent peaks alternates,
which indicates the presence of a h/e component superimposed on top of the
h/2e-periodic AAS-like contribution. Again, an aperiodic background result-
ing from UCF is observed. Current experiments address the dependence of
the Aharonov-Bohm phenomena on the position of the Fermi level [60].

5.4 Effects of the Electron-Electron Interaction

In macroscopic conductors the effects of the electron-electron interaction
(EEI) are usually very weak, because the long range part of the Coulomb
interaction is effectively suppressed and only an exponentially screened in-
teraction potential remains. This allows a decomposition of the interacting
electron system into weakly interacting fermionic quasi-particles. In one- and
two-dimensional conductors, or in reduced dimensions, the screening is much
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less effective, resulting in an anomaly in the density of the quasi-particle states
near the Fermi energy, while the quasi-particles still form a Fermi liquid. In
strictly one-dimensional ballistic systems such as the single-wall carbon nan-
otubes the Fermi liquid theory breaks down completely and the lowest energy
excitations are plasma oscillations with a bosonic character. This is the fa-
mous Tomomaga-Luttinger liquid. In the case of weak coupling between the
tube and fermionic contact electrodes the transport through the nanotubes
is hindered by the Coulomb energy required to put an excess electron to the
tube. In this regime, the nanotube can be considered as a one-dimensional
quantum dot, assuming simple electron tunneling and a capacitive coupling
to the leads. Below, we will briefly describe these regimes, while the interest-
ing case of a quantum dot coupled to Luttinger liquid leads is considered in
the article by Thorwart et al. in this volume [61].

Coulomb Blockade

Coulomb blockade [62] occurs, when a small metallic island is coupled to
metallic leads via tunnel junctions (see the schematic in Fig. 16a). We know
from electrostatics that a certain charging energy EC = e2/2C has to be
paid to increase the number of electrons on the island by one. Here, C is the
sum of the contact and gate capacitances. For simplicity we assume that the
tunneling resistance is much larger than h/e2 and that EC is independent of
the occupation of the single particle states (Constant Interaction model). If
the tunnel junctions are small enough, EC exceeds the thermal energy kBT at
sufficiently low temperatures and the charging energy has to be supplied by
the external voltage sources, i.e. by the bias voltage Vsd or the gate potential
UG. At small Vsd the transport through the quantum dot is blocked, unless
the gate potential is tuned to a value, where the N and N +1 electron states
are degenerate EC (see Fig. 16b).

As drawn in Fig. 16c this leads to diamond-shaped regions in the UG-Vsd –
plane, in which the current is blocked. If the island is large, the distance
between the transmission resonances on the U -axis is given by EC alone
(see Fig. 16). On the other hand, if the island is very small there is also a
finite level spacing δE, which adds on top of EC and is usually determined by
the size of the island, i.e., the length of the nanotube. In this case the distance
between the transmission resonances, the addition energy Eadd required to
add one electron to the dot is given by Eadd = EC + δE.

Because of the small diameter of the nanotubes, the capacitances are very
small and the Coulomb blockade occurs below some 10 Kelvin for single-wall
tubes [63, 64] and below 1 K for multi-wall tubes [65]. For illustration, we
show in Fig. 17 a recent example of a semiconducting tube of very high purity
[66]. The tube can be symmetrically charged with electrons and holes. The
diamonds shrink with increasing number of charges, because the capacitance
of the leads increases with the charge. This is specific for semiconducting
tubes. These are coupled to the leads via Schottky barriers, whose width
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difference in chemical potential between the two contact electrodes is tuned by the
bias voltage Vsd. The energy level of electrons on the tube are equally spaced by
the Coulomb energy EC . Electric current can flow, only if one of the levels falls
within the window Vsd between the electrochemical potentials µL and µR of the
electrodes. (c) Typical diamond pattern of the Coulomb blockaded regions in the
Vsd-UG plane. The diamonds are asymmetric if the two junctions are not identical.
(d) Coulomb resonances between the blockaded regions at Vsd = 0. The width of
the peaks is proportional to T

depends on the gate potential [67]. The additional lines of high transmission
above and below the Coulomb diamonds correspond to excited states of the
electrons in the tube. The excitation spectrum is perfectly symmetric upon
addition of electrons or holes. In many cases, residual disorder splits the
nanotube in several quantum dots. This is reflected in irregularities in the
Coulomb diamonds [68].

Similar experiment have been performed on multi-wall tubes. In [65] it
has been shown that the addition energy has a four electron periodicity with
three small steps of size EC and one large step of EC + δE. This is a direct

UG (V)

V
sd

 (m
V

)

Fig. 17. Two dimensional plot of the differential conductance dI/dVsd versus Vsd

and UG at T = 4 K (black and white correspond to G = 0 and G = 3 µS, respec-
tively). In the black diamond-shaped regions, the current is blocked and the number
of holes (indicated by the numbers) is fixed by Coulomb blockade. From [66], by
permission
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proof for the channel degeneracy at the charge neutrality point (also called
K-K’ degeneracy), which is linked to the hexagonal lattice symmetry (see
Sect. 4.2).

Kondo Effect

With increasing transparency of the contacts the wave function of the elec-
trons trapped by Coulomb blockade on the nanotubes extends into the leads.
This leads to a very peculiar even-odd effect in the Coulomb oscillations [69]:
the Coulomb valleys with an unpaired electron, i.e. an odd number of elec-
trons, show an increase of the conductance with decreasing temperature as
shown in Fig. 18a. This is opposite to the conventional Coulomb blockade
found in the valleys with an even number of electrons, where the conduc-
tance is exponentially suppressed: G ∝ exp(−EC/kBT ). The conductance
enhancement appears as a narrow horizontal ridge in the odd Coulomb di-
amonds as illustrated in Fig. 18b. The reason is the Kondo-effect, one of
the fundamental many-body effects in solid state physics. It is well known
from magnetic impurities in noble metals (e.g. Fe in Au) [70], or more re-
cently, from open semiconductor quantum dots [71, 72]. If the transparency
of the tunnel contacts is sufficiently large, the electron transport through the
quantum dot is more and more dominated by second order processes, where
the spin-up electron leaves the quantum dot, and is replaced by a spin-down
electron (see Fig. 18d). This peculiar spin flip process is resonantly enhanced
around a characteristic temperature [73,74], the Kondo temperature TK and
leads to a typical logarithmic increase of the conductance at low temperatures
as shown in Fig. 18c. The Kondo temperature sets the temperature, respec-
tively the voltage scale above which the Kondo-resonance is suppressed, i.e.
the width of the Kondo-ridges in the Vsd-UG-diagram. This is illustrated for
two Kondo-ridges (X,Y) in Fig. 18c.

At very low temperatures the spin-flip processes are suppressed again and
the tunneling model breaks down, because scattering processes of any order
contribute to the transport. The result is a very peculiar many-body state,
which couples the left and right contact electrode with a very high trans-
mission probability (i.e. much larger than the transmission probability of the
single tunnel contacts) that approaches one in the unitary limit [75]. The
many body state can be qualitatively visualized in the following way: in the
even valleys the Pauli-principle induces a repulsion of the adjacent electrons
in the leads, similar to the well known exchange hole around an electron in
the homogeneous electron gas. In the odd valleys, where the nanotube is oc-
cupied, e.g. with a spin-up electron, the adjacent spin-down electrons in the
leads do not suffer from the Pauli repulsion. This leads to an increase of the
density of the spin down electrons close to the nanotube and thus a screening
of the unpaired spin trapped on the nanotube. The antiparallel coupling be-
tween the localized spin on the nanotube and its delocalized neighbors on the
leads can be viewed as an exchange interaction like in antiferromagnetism.
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Fig. 18. Characteristics of a SWNT with contacts of intermediate transmission
probabilities. (a) Zero bias conductance vs. gate voltage of a SWNT at T = 75,
125, 180, 245, 320, 490, 560 and (thicker line) 780 mK. With decreasing temperature
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(b) Grey scale plot of the conductance in the Vsd-UG-plane. Notice the pronounced
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at points X and Y . (d) Schematic of the spin-flip process as described in the text.
From [69], by permission

The strength of the exchange interaction is again determined by the Kondo
temperature. An applied magnetic field suppresses the antiferromagnetic cou-
pling and leads to a splitting of the Kondo resonance. Using carbon nanotube
and C60 quantum dots, it very recently became possible to study the compe-
tition between the Kondo effect and other electron electron interaction effects
like superconductivity [76,77] or ferromagnetism [78].

Zero Bias Anomalies

At temperatures kBT � EC or tunneling conductancesG � EC , the Coulomb
blockade is suppressed. However, this suppression is far from being complete
and can persist in weaker form up to much higher temperature or conduc-
tance. This manifests itself in so called “zero bias anomalies”, i.e. an algebraic
suppression of the tunneling conductance with G ∝ V α

sd and Tα, respectively.
Typically, α ranges between 0.2 and 0.7. Again, we have to distinguish be-
tween single-wall nanotubes (two channels and ballistic) and multi-wall nan-
otubes (typically many channels and diffusive).

In single-wall tubes the motion of electrons is strictly one-dimensional and
the electron-electron interaction is only very weakly screened. The screening
usually suppresses the long range part of the Coulomb interaction and saves
for most purposes the simple single particles pictures. Formally, this is de-
scribed by the Fermi liquid theory, which is based on a one-to-one mapping of
free electron states and fermionic quasiparticle states. The remaining screened
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electron-electron interaction is short ranged and induces a slight change in the
Fermi velocity and a finite life time of the single particle states. In strictly one-
dimensional conductors the screening becomes so weak that the Fermi liquid
theory becomes invalid and has to be replaced by the Tomonaga-Luttinger
theory [79, 80]. Instead of electron-like fermionic quasi-particles, the lowest
energy excitations of the system are bosonic plasmon like density oscillations
without spin. In addition, there exist also spinwave-like excitations without
charge and with a different velocity. This separation of charge and spin de-
grees of freedom is a unique signature of the Luttinger liquid. To our knowl-
edge, experiments on carbon nanotubes detected up to now only the charge
degrees of freedom.

One important consequence of the unscreened electron-electron interac-
tion in Luttinger liquids is that there are no single particle states, in which
an electron from a fermionic lead can tunnel. Instead, an electron state has
to be built from many plasmons and spin waves. This requires extra energy,
which can be provided only by the external voltage source driving the tun-
neling current. As opposed to the case of tunneling between Fermi liquids,
the tunneling conductance between a Fermi liquid and a Luttinger liquid is
not linear at small bias voltages, but vanishes as a power law G ∝ V α. The
power law exponent α is dependent on the strength of the electron-electron
interaction and on the position of the tunneling contact on the tube: if it is
at the end of the tube α is smaller than in the middle, because at the end a
tunneling electron has to push away the electron in the tube in one direction,
at the center it has to push away electrons in both directions.

The suppressed tunneling density of states has been detected in several
experiments on individal SWNTs and SWNT-bundles [81, 82]. An example
is shown in Fig. 19, where dI/dVsd is plotted as a function of Vsd for end
contacted (a) and bulk contacted (b) ropes. In the first case, the contacts are
deposited on top of the tubes and are more invasive when compared to the
latter, where tube has been put on top of the contacts. At voltages Vsd <
kBT/e the curves saturate, because of thermal excitation of the tunneling
electrons. An important prediction of the theory [83,84] is an universal scaling
of the differential conductance for different temperatures. As seen from the
main panel in Fig. 19, the measurements at different temperatures indeed
follow the predicted universal curve. In addition, the dependence of α on
the location of the tunnel junction was correctly reproduced. Also the case
of tunneling between two Luttinger liquids has been investigated [82] and
resulted in reasonable agreement with the theoretical expectations.

On the other hand, similar experiments in multi-wall nanotubes have re-
vealed power law behavior of the dI/dVsd-curves as well [85–87] with very
similar values of the exponent α. In [87] it has been shown that α even rapidly
fluctuates as function of gate voltage. This can hardly be linked to Luttinger
liquid behavior because the inner shells of the MWNTs effectively screen the
electron-electron interaction [88]. An alternative explanation for the zero-bias



374 E. Thune and C. Strunk

10-2 10-1 100 101 102 103

1

 T=1.5 K
 T= 8 K
 T= 20 K
 T= 35 K

eVsd/kBT

10-1 100 101 1021

10
 

dI
/d

V
 (

µS
)

2

5

 

5010

 T=20 K
 T=40 K
 T=67 K

a
S

ca
le

d 
C

on
du

ct
an

ce
 

100 101 102
1

10

 

 

dI
/d

V
 (

µS
)

Vsd (mV)

b
10

1

2

5

10

1 5
eVsd/kBT

Vsd (mV)

2 20

Fig. 19. The differential conductance dI/dV of SWNT-ropes measured at various
temperatures. (a) inset: dI/dV traces taken on a end-contacted rope. (b) dI/dV
traces taken on an bulk-contacted rope. In both insets, a straight line on the log-
log plot is shown as a guide to the eye to indicate power-law behavior. The main
panels show these measurements collapsed onto a universal scaling curve. The solid
line is the theoretical result fit to the data using g as a fitting parameter. The values
of g resulting in the best fit to the data are g = 0.46 in (a) and g = 0.63 in (b).
After [81], by permission

anomalies observed in the tunneling conductance of MWNTs is based on a
theory by Altshuler and Aronov [89], which predicted a two-particle interfer-
ence mechanism resulting again in a power law (α = 0.5 in two dimensions)
suppression of the tunneling density of states located at the Fermi energy.
This theory has been adapted for the different regimes and dimensionalities of
MWNTs [90–92]. The resulting zero bias anomalies are difficult to distinguish
from those predicted by the Luttinger liquid theory. As a consequence, the
tunneling experiments alone cannot be taken as unambiguous evidence for
the Luttinger liquid. Very recent measurements rely on Coulomb drag effects
in order to provide more unique signatures of the Luttinger liquid state [93].
However, the “holy grail” of this field, i.e., the detection of the spin-charge
separation still remains an experimental challenge.
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6 Conclusions

The research on electron transport in carbon nanotubes continues to de-
velop very rapidly. Recent experiments investigate the connection of elec-
tric and mechanical degrees of freedom in nano-electro-mechanical systems
(NEMS) based on carbon nanotubes [94,95] as well as spin-dependent trans-
port [96,97]. Other works try to functionalize carbon nanotubes using meth-
ods of biochemistry [98]. Transistor and optoelectronic applications of carbon
nanotubes start to reach levels of perfomance that can be compared to those
of silicon and GaAs-based semiconductor devices [67,99,100]. With these new
directions nanotube research is expected to have large potential for both fun-
damental research and device applications.

Acknowledgements

We gratefully acknowledge financial support from the Deutsche Forschungs-
gemeinschaft (DFG) within the Graduiertenkolleg 638.

References

1. H. W. Kroto, J. R. Heath, S. C. O’Brien, R. F. Curl, and R. E. Smalley: C60:
Buckminsterfullerene, Nature 318, 162 (1985).

2. D. Ugarte: Curling and closure of graphitic networks under electron-beam
irradiation, Nature 359, 707 (1992).

3. S. Iijima: Helical microtubules of graphitic carbon, Nature 354, 56 (1991).
4. H. Terrones, M. Terrones: Beyond C60: Graphite structures for the future,

Chem. Soc. Rev. 24, 341 (1995).
5. M. S. Dresselhaus, G. Dresselhaus, and Ph. Avouris: Carbon nanotubes: Syn-

thesis, Structure Properties and Applications (Springer-Verlag, Berlin, 2001).
6. J.-P. Salvetat, G. A. D. Briggs, J.-M. Bonard, R. R. Bacsa, A. J. Kulik, T.
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Herrero, and A. M. Baró: Nonlinear Resistance versus Length in Single-Walled
Carbon Nanotubes, Phys. Rev. Lett. 88, 036804 (2002).

35. P. Kim, T. W. Odom, J.-L. Huang, and C. M. Lieber: Electronic Density of
States of Atomically Resolved Single-Walled Carbon Nanotubes: Van Hove
Singularities and End States, Phys. Rev. Lett. 82, 1225 (1999).
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Carbon nanotube field-effect transistors (CNFETs) are already competitive
in some respects with state-of-the-art silicon transistors, and are promising
candidates for future nanoelectronic devices. However, it is difficult to form
ohmic contacts to carbon nanotubes, and most of the CNFETs reported to
date operate as Schottky barrier transistors rather than conventional FETs.
The electrostatics at the contact of a metal to a nanotube leads to device
behavior very different from conventional transistors. In this article we discuss
the consequences of Schottky barriers in CNFETs with respect to the scaling
of transistor performance with reduced device size and the application of
CNFETs as optoelectronic devices.

1 Introduction

Aggressive down-scaling of conventional silicon transistors over the past
decades has led to characteristic device sizes below 100 nm in today’s com-
puter chips. Because of the associated problems, such as the increase of power
consumption and device leakage current densities, there is intense interest in
finding new materials and alternative devices. Carbon nanotubes are very
promising in this respect, because of their exceptional structural, electronic,
and optical properties ( [1], see also Chap. 13). In particular, they exhibit bal-
listic transport over length scales of several hundred nanometers. Nanotube
devices can be integrated with existing silicon-based structures. And recently,
optoelectronic nanotube devices of nanometer dimensions and with tunable
optical characteristics have emerged. In this chapter, we focus on the use
of single-wall semiconducting carbon nanotubes in electronic devices such as
field-effect transistors or in optoelectronic applications such as light-emitting
devices.

Since the first demonstration of carbon nanotube field-effect transistors
(CNFETs) in 1998 [2,3] intensive research has led to a great improvement of
device fabrication techniques and their transport properties. Today, CNFETs
are already becoming competitive with state-of-the-art silicon transistors in



382 S. Heinze et al.

several aspects. For example, CNFETs using a top gate led to comparable
turn-on voltages and superior transconductance [4], CNFETs with high-k
dielectrics showed subthreshold slopes close to the thermal limit [5], and
ballistic transport in CNFETs has been demonstrated [6, 7]. Even the first
logic gate – a basic building block of a computer chip – has been created from
a single carbon nanotube [8].

Despite their similarity to conventional devices, there is now ample evi-
dence that CNFETs generally operate by an entirely different principle [9–13].
This is due to the presence of a Schottky barrier at the metal-nanotube
contact, and the very different electrostatics of the quasi-one-dimensional
nanotube compared to a planar interface. Important consequences include
non-ideal switching behavior [11], unexpected scaling relations of device per-
formance as its size is reduced [14] and new applications such as light emission
from a single undoped nanotube (NT) [15].

2 Schottky Barrier Carbon Nanotube Transistors

At most metal-semiconductor contacts there is a Schottky barrier (SB), i.e.
an energy barrier for carrier transport, which can be a severe limitation for
devices. In semiconductor devices, this problem is generally avoided by re-
placing metal contacts with heavily doped regions of the semiconductor. How-
ever, nanotube devices have generally relied on direct metal-semiconductor
contacts. Nonetheless, good device performance can be obtained. The rea-
son is that the Schottky barrier represents a much less severe limitation for
CNFETs than for conventional FETs, due to the quasi-one-dimensional (1D)
geometry [11].

Another important difference is that in planar metal-semiconductor junc-
tions, the Schottky barrier height is usually a substantial fraction of the
bandgap, regardless of the metal used or other details. This is because the
Fermi level at the interface is “pinned” deep in the bandgap by “metal-
induced gap states” (MIGS)1 in the semiconductor near the interface [16].
However, because of the very different electrostatics of the quasi-1D geometry,
the MIGS are far less effective in pinning the Fermi level at nanotube-metal
contacts [17]. The barrier height at NT contacts is therefore strongly affected
by the local work functions of the metal and the nanotube. Thus the device
properties can be dramatically modified by altering the work function near
the contact, e.g. by exposure to oxygen or other gases.

Initially, only p-type transport was observed in CNFETs [2,3] and led to
the assumption that there is a vanishing barrier to the valence band of the

1MIGS possess a complex wave vector and their wave function decays expo-
nentially in the semiconductor with distance from the interface. They lie in the
semiconductor bandgap and are forbidden in the bulk because their wave function
rises infinitely in one direction. However, at an interface they can be attached to
Bloch states of the metal in this direction and become valid solutions.
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NT. Transistor action would then occur due to the modulation of the channel
conductance as depicted in Fig. 1(a). At large positive gate voltages, the holes
travelling from the drain to the source contact face a high potential barrier
in the channel and the current is suppressed. The transistor is in its off-state.
As the gate voltage is lowered and turns negative charge accumulates in the
channel and the barrier is lowered. A significant current starts to flow and
the transistor turns on. If the channel is ballistic the current modulation
with gate voltage is governed only by the number of electrons with sufficient
thermal energy to overcome the potential barrier. The current thus rises
exponentially with gate voltage in the regime between the off- and the on-
state (turn-on regime). The ratio between on- and off-current can be several
orders of magnitude.

However, the finding of ambipolar conduction in CNFETs [9, 10], the
transition from p- to n-type conduction upon gas adsorption [8,18], and local
gating of the CNFET at the contact [19] led to the notion that SBs must
play a significant role. Transistor action due to the modulation of a SB has
already been proposed for silicon based FETs [20] and has been demonstrated
experimentally. In a SB-FET, the conduction of the device results from the
modulation of the contact resistance as shown in Fig. 1(b). A SB of height
φB at the nanotube-metal contact represents a potential barrier to charge
carriers trying to enter from the source.2 At zero gate voltage, only charge
carriers thermally excited above the SB can enter the NT, the current is
marginal, and the NT transistor is off. Upon a positive gate voltage, the SB
to the conduction band is thinned down and thermally assisted tunneling of
electrons from the source sets in. This tunneling current becomes significant
only if the electric field due to the applied gate voltage can shrink the SB
width down to a few nanometers. Analogously, holes can tunnel into the
valence band at negative gate voltages. The transistor thus turns on at both
negative and positive gate voltages and is in the off-state at intermediate
voltages.

The SB assumption qualitatively explains ambipolar conduction, however,
the observed output characteristics (I vs. Vd) of CNFETs show a linear slope
at low drain voltages typical for a conventional transistor. For a SB transistor
in the planar silicon geometry such a linear regime – desirable for many
device applications – is unattainable. Thus an adequate model of the SB-
CNFET must explicitly take the special properties of the NT such as quasi-
1D electrostatics and the NTs electronic structure into account.

Recently, devices with small or vanishing Schottky barrier heights have
been reported using Pd or Al contacts [6,21]. However, relatively large diam-
eter NTs (2 to 3 nm) with correspondingly small bandgaps (0.4 to 0.3 eV)
have to be used so far. Due to their small NT bandgaps these devices suffer

2For a single-wall NT in a typical device the bandgap is about 0.6 eV and for
a metal Fermi energy located at the middle of the NT gap (at midgap line-up,
cf. Fig. 1(b)) the SB is about 0.3 eV.



384 S. Heinze et al.
E

ne
rg

y

Position along NT
D

ra
in

S
o

u
rc

e

Vgate>0, OFF

Vgate<0, ON

hole current

(a)

Position along NT

S
o

u
rc

e

φB

Vgate=0

Vgate>0

Vgate<0

hole injection

electron injection

(b)

Fig. 1. (Color online) Working principle of (a) a conventional transistor with ohmic
contact to the valence band and (b) a Schottky barrier transistor at midgap line-up
of the metal Fermi energy with the semiconductor bands. The conventional tran-
sistor turns on at negative gate voltages due to the enhanced channel conduction.
The SB transistor is ambipolar, i.e. it turns on at both negative and positive gate
voltage due to the thinning of the SB width and thermally assisted tunneling

from large off-currents. These leakage currents result from minority carrier
injection at the drain contact and will be explained below based on the SB
model of a CNFET. Another very promising route to create conventional
FETs from a carbon nanotube is to dope both ends of the NT and use these
ends as source and drain contacts [22]. This device setup prevents the for-
mation of SBs and leads to transistor action from the modulation of the
channel resistance. Subthreshold slopes close to the thermal limit and high
on-currents have been observed in such devices [22]. Because of the required
extended regions of doped NT it is not clear so far to which size these devices
can be scaled down. Very recently, Lin et al. have used a double-gate device
geometry to fabricate CNFETs with unipolar n- and p-type bulk switching
and excellent performance in the subthreshold regime [23].

Due to the difficulty to achieve ohmic contacts to carbon nanotubes,
a good understanding of the consequences and implications of SBs on the
transport properties of CNFETs is necessary for further exploration of these
promising devices. In addition, new optoelectronic applications are possible
due to their existence [15,24] and can be understood based on the transport
model introduced in the following.

2.1 Needle-Like Contact Model

In order to study the operation principle of a SB-CNFET we begin with
the idealized model of the CNFET shown in Fig. 2. We assume that the
metal electrode is a cylinder with the same diameter as the NT forming a
perfectly sharp needle-like contact to the NT. The gate electrode is a metal
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Fig. 2. (Color online) Geometry of the needle-like contact model. A cylindrical gate
surrounds the nanotube-metal junction. The metal electrode consists of a cylinder
of the same diameter as the NT, i.e. on the order of 1 nm

cylinder surrounding the contact. This device geometry is advantageous as
the electrostatic kernel G(z) is known analytically [25, 26]. Thus for a given
charge distribution ρ(z) on the metal-nanotube junction we can evaluate the
electrostatic potential V (z) along the NT:

V (z) = Vg +
Rg

4π

∫
G(z − z′)ρ(z′) dz′ , (1)

where Rg is the gate radius and Vg is the applied gate voltage. We further
assume that an electrostatic potential along the NT rigidly shifts the valence
and conduction bands of the NT. Thus the local density of states (DOS) of
the NT, D(E) [27], is shifted and the charge on the NT can be found by
integration over energy:

ρ(z) = −e
ε

∞∫

Ec(z)

F (E)D(E − V (z)) dE +
e

ε
f , (2)

where F (E) is the Fermi distribution and Ec(z) is the local position of the
conduction band. We have chosen the case where additional electrons popu-
late the NT conduction band. The case for holes in the valence band is easily
obtained as well. The second term on the right hand side is added in order
to take uniform doping into account. Hereby, f is the fraction of dopants per
atom of the NT and ε is the dielectric constant of the surrounding oxide.

Equations (1) and (2) need to be solved self-consistently. Transport over
the short length of the NTs used in CNFETs is ballistic [6,7] and the current
through the transistor is calculated from the Landauer-Büttiker formula:
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I =
4e
h

∫
T (E)[F (E) − F (E + eVd)]dE , (3)

where Vd is the drain voltage (assumed to be small) and F (E) is the Fermi
distribution. The transmission T (E) through the SB is calculated within the
WKB approximation:

lnT (E) = − 4
3bVπ

zf∫

zi

(∆2 − [E + eV (z)]2)1/2 dz , (4)

where b = 0.144 nm is the bond length, ∆ is half the NT bandgap, and Vπ =
2.5 eV is the tight-binding parameter. The integration is performed along the
NT between the classical turning points zi and zf . For the calculations we
used a NT with a bandgap of 0.6 eV corresponding to a diameter of 1.4 nm.
We neglect screening on the NT as it is negligible for a quasi-1D wire [28].
For the dielectric constant ε we choose a value of 3.9 as for SiO2.

For a midgap line-up of the metal Fermi level with the NT bands, the
calculated conductance, displayed in Fig. 3, is symmetric with respect to the
applied gate voltage Vg. At large gate voltages the SB is thinned down to
a few nanometers due to the high electric field at the contact. The barrier
then allows a significant electron tunneling current into the NT conduction
band at positive gate voltages and hole tunneling into the valence band at
negative gate voltages (cf. Fig. 1(b)). The gate voltage required to turn the
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Fig. 3. (Color online) Calculated conductance as a function of the applied gate
voltage for the needle-like contact and an oxide thickness of 50 nm. The Fermi
energy of the metal is assumed to be at midgap of the NT bands. Solid red (dashed
blue) curve is the conductance on a logarithmic (linear) scale
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transistor from off (Vg = 0, low conductance) to on (high conductance) is
about V on

g = 0.5 V which is on the order of the bandgap (0.6 eV). The
calculated transfer characteristic (I vs. Vg) is in good qualitative agreement
with experimental data [9]. However, the turn-on gate voltage V on

g is much
smaller than in the experiment (typical values range from 1 to 20 V). This
discrepancy is due to the ideal focusing of the electric field at the needle-
like contact. In an actual device, planar gate geometries are used and we
need to take this geometry explicitly into account for a realistic model of the
transistor.
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Fig. 4. Comparison of different approximations for the electrostatic potential
caused by charge on the NT. All calculations are performed within the needle-like
contact model

It is instructive to compare various approximations for the description
of the electrostatic potential resulting from charge on the NT. In Fig. 4 the
calculated conductance within the needle-like contact model is displayed for
the exact treatment and two approximations. In the turn-on regime up to
about 0.3 V, charge on the NT can be completely neglected (see the zero-
charge approximation in Fig. 4) because the barrier shape which controls the
conductance is only weakly affected by charge while the bulk of the NT does
not affect the conductance in this voltage regime. However, in the on-state the
position of the bulk conduction band limits the current and the zero-charge
approximation breaks down. A strictly local approximation, i.e. if we assume
that the potential due to charge on the NT is given by Vlocal(x) = Uρ(x), is
valid even far beyond the turn-on regime because the potential in the bulk
of the NT is modelled sufficiently accurately.
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bottom electrode is grounded. Potential contour lines in steps of 0.2 V are shown
for Vg = +2 V. (b) Calculated conduction band along the NT at midgap line-up for
Vg = +4 V (solid line) and Vg = +10 V (dashed line). The resulting conductance
is displayed in Fig. 6 (tox = 100 nm)

2.2 Influence of the Contact Geometry

To obtain a better understanding of the experimentally observed transport
characteristics the carbon nanotube transistor has to be explored within a
planar geometry displayed in Fig. 5(a). The gate voltage is applied to a top
gate as in [4] and a grounded bottom electrode has been added for a conve-
nient electrostatic calculation. The source and drain contacts possess a finite
thickness in our device. The two-dimensional electrostatic boundary problem
can be solved by standard techniques and we treat the potential due to charge
on the NT in a local approximation. This is sufficiently accurate even beyond
the turn-on regime as we have demonstrated within the needle-like contact
model (see Fig. 4). We focus on a midgap line-up. The band bending for two
gate voltages is shown in Fig. 5(b). At Vg = 4 V there is already considerable
charge on the NT, however, the SB at the contact is still about 10 nm wide at
0.1 eV above the Fermi energy. Consequently, the tunneling probability and
the current are negligible. With a very large gate voltage of Vg ≥ 10 V, it is
possible to thin down the SB to a few nanometers sufficient for considerable
injection of electrons.

In Fig. 6 the conductance is plotted versus gate voltage for several top
gate devices with varying oxide thickness and contact geometries. (Due to
the symmetric form of the curves only positive gate voltages are considered,
i.e. transport due to electron injection.) The shape of the conductance curves
is similar to the needle-like contact, however, much larger gate voltages are
required to turn on the transistors. As the oxide thickness is reduced a steady
increase of the device performance, i.e. turn-on at lower gate voltage, can be
observed. The crucial importance of the contact geometry for a SB-CNFET
becomes apparent when the thickness of the source and drain contacts is
reduced from 50 nm to 5 nm keeping all other parameters, in particular the
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oxide thickness, fixed. Due to the sharper edge of the source contact a larger
electric field can be achieved at a given top gate voltage and the device turns
on at lower gate voltage. This is in contrast to a conventional transistor
which turns on due to the modulation of charge carriers in the channel. For
the needle-like contact geometry the improvement due to field focusing at the
contact is dramatic as shown in Fig. 6. Thus the contact plays a key role for
the transport characteristics of a SB-CNFET. Its precise control is crucial to
fabricate devices with excellent and reproducible performance.

The transport curves for top gate devices can be scaled to a single func-
tional form as demonstrated in the inset of Fig. 6. Even the conductance of
the needle-like contact CNFET with a very different geometry can be scaled
onto the other curves within the turn-on regime. In conclusion, the main
effect of a specific contact geometry is to scale the gate voltage range. A
quantitative study of scaling issues will be given in Sect. 2.4. Here we note
that for problems which require an accurate treatment of the potential from
charge on the NT, e.g. to include dopants on the NT or dipoles at the NT-
metal contact, the idealized needle-like contact model is more appropriate. A
comparison with experiments is obtained by scaling the gate voltage range.
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Fig. 7. (Color online) Effect of gas adsorption and doping on a SB-CNFET. (a)
and (b) are experimental data and (c) and (d) calculations within the needle-like
contact model. In (a) the vacuum annealed (n-type) FET (red, open circles) has
been exposed to increasing amounts of oxygen until the ambient is reached (blue,
filled circles). In (b) the curves from right to left correspond to increasing deposited
amounts of potassium. In (c) the work function difference ∆φ between metal and
NT is changed from −0.2 eV (solid red line) to +0.2 eV (dashed blue line) in steps
of +0.1 eV. In (d) the doping atomic fraction is from left to right n-type 10−3

(red), 5 × 10−4 (orange), and 10−4 (green), and p-type 10−4 (dashed blue line),
respectively. More details can be found in [11] and [18]

2.3 Effect of Gas Adsorption

A longstanding puzzle has been the effect of gas adsorption on the nanotube
electronic structure. It has been proposed that e.g. oxygen adsorption leads
to doping of the nanotube [29,30]. However, as shown in Fig. 7(a), the effect
of oxygen on the transport properties of a CNFET is a reversible transition
from p-type (devices prepared in air) to n-type after annealing the transistor
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in vacuum [18]. In contrast, the deposition of an n-type dopant atom such
as potassium, Fig. 7(b), shifts the transfer characteristics with respect to the
gate voltage. It is known that the work function of a metal surface is altered
significantly upon the adsorption of gases due to the formation of interface
dipoles. Thus the local work function of the metal electrode can be modified
considerably by the adsorption of oxygen at the contacts. If the work function
of the metal electrode changes the line-up of the metal Fermi energy with the
NT bands will shift [17]. (Note that this is unique for the contact between
a metal and a nanotube. In a conventional, planar semiconductor device the
position of the Fermi energy is pinned by metal-induced gap states [16].)

Within the needle-like contact model it is straight forward to compare
the effect of doping with that of a shift in the line-up, i.e. a reduction of
the SB to the conduction band and an increase of the SB to the valence
band or vice versa. The results of such calculations are shown in Figs. 7(c)
and (d). Apart from the gate voltage scale there is a compelling agreement
between the calculation and the experimental data. While n-type doping
shifts the transport curves to more negative gate voltages, a change in the
work function promotes either the p- or the n-type branch of conduction and
reduces the other but the minimum conductance occurs at zero gate voltage
for all line-ups.

The characteristic modifications of the conductance in the two cases can
be explained based on the band bending at the NT-metal contact. Figure 8(a)
shows the diagram for an increased metal work function. In this case, a lower
SB forms to the valence band of the NT than to the conduction band. At zero
gate voltage, there is a negligibly small current due to thermionic emission
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Fig. 8. (Color online) Calculated NT band bending at gate voltages of Vg =
+500 mV, 0 mV, and −500 mV in the case of (a) a metal work function increase of
∆φ = +0.2 eV and (b) n-type uniform doping of the NT with a fraction of 5×10−4
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into the valence band. Its magnitude is equal to the off-conductance for a
midgap line-up as the thermal barrier is still half the NT bandgap, i.e. 0.3 eV
in our calculation. Thus there is no change of the conductance at Vg = 0
(cf. Fig. 7(c)). When a negative gate voltage is applied the conductance in-
creases exponentially due to a thermal hole current above the reduced barrier
to the valence band. At larger negative gate voltages holes can also tunnel
into the NT valence band. However, the SB for electrons is much larger in
this case than for a midgap line-up which lowers the tunneling probability
according to (4). The achievable conductance at positive gate voltages due
to electron tunneling is thus reduced (see Fig. 7(c)).

For a uniformly n-type doped NT at midgap line-up, as shown in Fig. 8(b)
for comparison, there is a considerable band bending even at zero gate voltage
and correspondingly the conductance increases compared to an undoped NT
(Fig. 7(d)). Upon a positive gate voltage the SB to the conduction band
can be further thinned and electron tunneling is promoted. However, larger
negative gate voltages are needed compared to the undoped NT to achieve
the same band bending of the valence band and accordingly for the same
amount of hole current. Hence the entire conductance curve shifts to the left
upon n-type doping and analogously to the right for p-type doping.

The change of the local work function difference between a metal elec-
trode and a carbon nanotube that we have assumed above has been observed
directly in experiments by scanning probe methods [31]. Because the work
function depends sensitively on the local environment one cannot simply
take the metal and nanotube work function from a textbook and compute
the band line-up. A microscopic picture of the creation of oxygen dipoles
and the charge rearrangement at the interface is crucial for a quantitative
understanding [31].

The controlled transition from p- to n-type transistors by gas adsorption
and doping has been used to fabricate the first logic gates from single carbon
nanotubes [8]. Figure 9(a) shows the device geometry of an inverter created
from a single carbon nanotube which lies above three metal contacts. After
the first preparation step in air both transistors display p-type transport. The
right CNFET was then protected by a photo resist and subsequent potassium
doping turned only the unprotected device to an n-type FET. By applying
the in-voltage to the common back gate of the two CNFETs and taking the
out-voltage at the central metal contact the device operates as a voltage
inverter (see Fig. 9(b) for a sketch of the electronic circuit). The measured
device characteristic, Fig. 9(c), demonstrates the voltage inversion and the
achievement of a voltage gain , i.e. a ratio of output to input voltage larger
than one. This is an essential prerequisite to use a logic gate in a real circuit
consisting of many gates.
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Fig. 9. (Color online) Inverter created from a single carbon nanotube [8]. (a)
shows a 3D SEM image of the device in which the blue line marks the single-wall
carbon nanotube. Three metal electrodes contact the carbon nanotube creating
two transistors. The right transistor is protected by a resist (PMMA, shown by
transparent blue boxes) from potassium (K) doping and remains p-type (as prepared
in air) while the left changes to n-type upon doping. The bias voltage is applied to
the outer metal contacts while the out-voltage is taken from the central contact.
The in-voltage is applied to the back gate. (b) is a schematic plot of the electronic
circuit of an inverter created from an n- and p-type FET. In (c) the measured
voltage characteristic of the carbon nanotube inverter is displayed

2.4 Scaling of the SB-CNFET Performance

In the last sections, we have demonstrated that the SB model explains tran-
sistor action in CNFETs and solves the puzzle of gas adsorption. We con-
cluded that the contact geometry plays a key role for turn-on performance
at low bias voltage. In this section we consider the consequences of opera-
tion as a SB transistor for device performance, in particular the scaling with
reduced device size. An understanding of the scaling relations is a basic in-
gredient to judge the technological potential of carbon nanotube transistors.
The first extrapolation of the performance [13] has been based on CNFETs
with fairly thick (bottom) oxides (≥20 nm). From that data it seemed that a
subthreshold slope , S = (d log I/dVg)−1 [32], below 100 meV/decade should
be possible at ultra-thin oxides between 5 and 2 nm. Surprisingly, the actual
devices did not fulfill this prediction. Instead a levelling off of S at low oxide
thickness was observed [14].
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To study the turn-on performance we need to extend our model to finite
drain voltages. At finite bias voltage, a Fermi energy cannot be defined for
the NT anymore and a non-equilibrium model such as the Greens function
method described in [33] (or in Chaps. 4 to 6) must in principle be applied.
Therefore, it may seem surprising at first that an adequate model of the
turn-on regime, i.e. as the device is turned from the off-state (low current) to
the on-state (high current), can be developed neglecting charge on the NT
as shown below. The key observation is that the current is limited by the
transmission through the SB and thus by the electrostatic potential in the
vicinity of the contact. The main effect of charge on the NT, in contrast, is to
change the electrostatic potential within the channel. In the turn-on regime,
the channel limits the current only when there is negligible charge on the NT.
(In that case the current is due to thermionic emission and not tunneling.)
Therefore, we can neglect charge on the NT if we are interested only in the
current through the device in the off-state and turn-on regime. However, in
the on-state, i.e. as the SB becomes transparent, the non-equilibrium charge
on the NT and the capacitance of the gate to NT may become important for
the magnitude of the on-current and cannot be neglected [34].

Neglecting charge on the NT simplifies the electrostatics significantly. In
particular, we can reduce the problem to solving the Laplace equation in two
dimensions fixing the boundary conditions by the given drain and gate volt-
age [35]. From the electrostatic potential we can calculate the transmission
and the current as in the previous sections. The electronic structure of the
NT is treated as before.

For the calculation we choose the regime of current saturation , i.e. Vd =
Vg shown in Fig. 10, where the barrier at the drain contact vanishes. In this
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Fig. 10. Band diagram of a SB-CNFET in the regime of current saturation, i.e. if
drain and gate voltage are equal (the source is held at zero potential). All electrons
injected at the source can be collected at the drain contact where they face no
potential barrier
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Fig. 11. (Color online) Calculated transfer characteristics for bottom gate SB-
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voltage has been plotted versus oxide thickness. A square-root fit is indicated by
the dashed line in the inset

case there is only a voltage drop and an electric field at the source contact
held at Vs = 0. Thus all charge carriers injected at the source are collected
at the drain and the current saturates. The scaling relations of the turn-on
performance are unaffected by this choice. Experimentally the independence
of the subthreshold slope on the applied drain voltage has been confirmed [13,
14]. We use the saturation regime in the following to derive an analytic model
and to give explicit scaling relations for the turn-on performance.

The left panel of Fig. 11 displays the results obtained for bottom gate
CNFETs with different oxide thicknesses tox. A continuous improvement of
the subthreshold slope with decreasing tox is observed. However, even for an
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ultra-thin oxide of 2 nm and with an ideal sharp corner contact as in our
calculation, the thermal limit of a conventional transistor is not reached. In
a similar way as in the low bias voltage limit (cf. Fig. 6) we can scale the
gate voltage for every device from the left panel of Fig. 11 to find a single
functional form of the saturation current, shown in the right panel. Deviations
are seen only for tox = 2 nm. The extracted scaling gate voltages which are a
measure of the required turn-on voltage are plotted in the inset of the right
panel of Fig. 11 as a function of tox. A square-root fit (dashed line in the
inset) gives an excellent description.

In order to understand whether the square root behavior of the turn-on
voltage is of general validity we consider a simple analytic model. Note, that
only the electrostatic potential close to the source (metal) contact is needed
to evaluate the saturation current. While there is no analytic solution in
the bottom gate device geometry, we can solve the electrostatic boundary
problem for a device with two planar gates both at a distance tox from an
infinitely thin sheet contact [36]. The potential as a function of distance z
from the contact is V (z) = 2Vgπ

−1/2(z/tox)1/2. In the thick oxide limit we
can further replace the lower integration boundary, ∆ − eVd, by −∞. We
can directly insert the potential into (3) and (4) and solve for the saturation
current:

Isat =
4e∆
h
H

(
Vg

V dg
scale

,
∆

kT

)
, (5)

where H(x, y) is

H(x, y) =

∞∫

−∞

exp (−h(s)/x2)
1 + exp (sy)

ds (6)

and h(s) is

h(s) =

1−s∫

max (0,−1−s)

t [1 − (s+ t)2]1/2 dt . (7)

The “scaling voltage” for this double-gate device is

V dg
scale =

(
2π∆3

3be2Vπ

)1/2

t1/2
ox . (8)

Since the saturation current depends only on Vg/V
dg
scale a change of tox leads

merely to a scaling of the gate voltage. With a single empirical parameter
we can use this idealized model to reproduce the results for the bottom gate
devices. If we choose the scaling voltage for the bottom gate geometry as
V bg

scale = 2.2V dg
scale the saturation current can be calculated for all tox as shown

in the left panel of Fig. 11 by dashed lines. An excellent agreement is achieved
within the whole range of oxide thicknesses. Thus the scaling with tox of the
ideal double gate device applies also for the bottom gate device.
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From (8) we conclude that the turn-on voltage scales as the square-root of
the oxide thickness which is in agreement with our previous empirical finding.
By differentiating the saturation current with respect to the gate voltage we
obtain the subthreshold slope:

S =
(
d log Isat
dVg

)−1

= Vscale F

(
Vg

V dg
scale

,
∆

kT

)
(9)

where

F (x, y) = ln 10
H(x, y)

∂H(x, y)/∂x
. (10)

The subthreshold slope is evaluated at its minimum value in the turn-on
regime, i.e. at a fixed Vg/Vscale. Thus the subthreshold slope scales as Vscale

which is as the square-root of tox.
In Fig. 12 the inverse subthreshold slope is plotted versus the inverse ox-

ide thickness. For the experimental data a levelling off is seen as the oxide
thickness decreases. The performance does not approach the thermal limit of
a conventional transistor, a value of about 60 meV/decade. Results for calcu-
lated bottom gate devices show a very similar qualitative behavior, however,
at lower values of S, i.e. better performance. (The better performance for
the calculated devices is probably due to the sharper contact geometry. Ex-
perimentally, the contact geometry cannot be characterized accurately on
the nanometer scale.) The crucial impact of the contact geometry on device
performance is emphasized by a calculation for a planar double gate device
with contacts that are only as thick as the NT diameter, i.e. 1.4 nm. The
dependence of the subthreshold slope on tox shows a similar functional form,
however, at significantly enhanced performance. For infinitely thin oxides,
the subthreshold slope must saturate at the thermal limit. We can thus use a
fitting function S =

[
αtox + (kT ln 10)2

]1/2, with α a fitting parameter which
depends on the specific contact geometry. Both the experiment and the cal-
culations in the two device geometries can be fitted with this interpolation
function as shown in Fig. 12.

From our scaling analysis we conclude that a precise control of the NT-
metal contact geometry is essential for SB-CNFETs with high turn-on perfor-
mance and reproducible properties. The creation of a sharp contact geometry
can be much more effective for superior performance than reducing the oxide
thickness for a given device design.

For a conventional transistor the subthreshold slope decreases linearly at
low temperatures. However, from (9) we find a decrease which levels off to a
non-vanishing value at zero temperature as shown in Fig. 13. This unusual
low temperature behavior of S has been observed experimentally [13] and
provides an experimental way to distinguish a SB-CNFET from a CNFET
with ohmic contacts. The evaluation of the temperature dependence of S can
also be used to determine the height of the SB in a given device [37].
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gate device (filled orange circles)

2.5 Scaling of the Drain Voltage

The scaling relations for the turn-on performance of a SB-CNFET have
important consequences for the operation of such devices, especially when
ultra-thin gate oxides are used. Because the turn-on voltage decreases as the
square-root of tox it is below 1 V for an oxide thickness of 5 nm. This voltage
is comparable to typically applied drain voltages in the operation regime of a
transistor. Both the SB at the source and at the drain contact are therefore
affected and charge carriers can be injected at both contacts at the same
time.

In a typical experiment, the source contact is held at zero potential and
the bias (drain) voltage is applied to the drain contact. In this case there
is a voltage drop of Vg at the source contact and of Vg − Vd at the drain
contact. Figure 14(a) displays the situation of a symmetric potential drop at
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the source and drain contact, i.e. for Vg = Vd/2, and for midgap SB-CNFETs
with oxide thicknesses of 20 nm and 2 nm. At the source contact, electrons
can be injected into the NT conduction band while holes can tunnel into
the valence band from the drain contact. For an oxide thickness of 20 nm,
however, the barriers are very wide at the contacts and the tunneling current
is negligibly small (see Fig. 14(b)). For an ultra-thin oxide of 2 nm, on the
other hand, the barriers are only a few nanometers wide and a significant
current flows which consists of equal electron and hole contributions injected
at the source and drain contact, respectively.

A symmetric potential drop at source and drain contact as in Fig. 14(a)
corresponds to the minimum device current (the off-state of the transistor)
for a given drain voltage. The full transfer characteristics (I vs. Vg) are shown
in Fig. 15(a) to (d) for both devices at positive and negative drain voltages.
A midgap line-up has been assumed which leads to symmetric, ambipolar
transport curves. The right branch of the transfer characteristics is dominated
by electron injection while the left branch results from hole injection. In
Fig. 15(a) the electron and hole current have been included explicitly for
Vd = −0.8 V. At the minimum of the total current there are equal hole
and electron contributions. At general gate voltages, either holes or electrons
dominate the current and we can consider the other type as minority charge
carriers.

In Fig. 15 we observe a shift of the minimum current with Vd according
to the relation V min

g = Vd/2. (Thus at negative Vd, (a) and (c), the curves
shift to the left with increased |Vd|, and at positive Vd, (b) and (d), they shift
to the right.) In addition, the off-current increases with Vd. For the CNFET
with a moderate oxide thickness of 20 nm, Fig. 15(c) and (d), the change of
the transfer curves with Vd is rather small up to Vd = 0.8 V and there is only
a small increase of the off-current. However, for a device with an ultra-thin
oxide (tox = 2 nm, Fig. 15(a) and (b)) the turn-on voltage is much smaller and
thus the increase of the off-current is dramatic. Even at a low drain voltage
of Vd = 0.4 V the on/off ratio, Ion/Ioff , is only three orders of magnitude and
at larger drain voltages the device becomes inoperable as a transistor due to
the decreasing on/off ratio. The calculated transfer characteristics displayed
in Fig. 15 are in excellent agreement with experimental data. Both the shift
of the transport curves with drain voltage and the exponential increase of
the off-current have been confirmed experimentally [38].

We can apply the analytic model introduced in the previous section for
the saturation current to calculate the off-current and derive explicit scal-
ing relations with tox and Vd. From a comparison of the band diagrams in
Fig. 14(a) and Fig. 10 we observe that the electron and the hole currents in
the off-state correspond to the saturation current at a voltage of Vg = Vd/2.
The off-current which consists of an equal hole and electron current is then
given by:

Ioff(Vd) = 2 Isat(Vg = Vd/2) , (11)
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and we can use (5) to analyze the scaling of the off-current. From (11) and
Fig. 11(b) it is apparent that the off-current must also increase exponentially
with the applied drain voltage.

In Fig. 16 we have plotted the off-current as a function of the applied
drain voltage for bottom gate CNFETs with tox = 2 and 20 nm, respec-
tively. If we require a minimum on/off ratio for the transistor we obtain
a square-root scaling as tox for the maximum allowed drain voltage. Nu-
merically, we have determined the maximum drain voltage Vd for an on/off
ratio of 104 or better and typical NT bandgaps (0.3 eV ≤ Eg ≤ 1.2 eV)
to Vd ∼

{
(Eg[eV])1.3 − 0.2

}√
tox[nm] V for the simulated bottom-gate de-

vices with midgap line-up. For CNFETs with ultra-thin oxides this constraint
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limits the achievable on-current as it is proportional to the maximum drain
voltage. Using NTs with larger bandgaps, i.e. smaller diameters, is one obvi-
ous option to achieve higher drain voltages.

The injection of minority charge carriers limits the device performance. It
is important to note that the effect is present even for CNFETs with (nearly)
ohmic contacts [6, 39] and can be large if the bandgap of the NT is small,
i.e. up to about 0.4 eV. If there is an ohmic contact e.g. to the valence band
there will be a SB with a height of the bandgap to the conduction band. Thus
for a device with an ultra-thin oxide, which is required for high performance,
there will be electron tunneling into the conduction band in the off-state. This
limits the off-current in the same way as for a midgap ambipolar CNFET.

A possible way to solve this problem is to fabricate a device with an
asymmetric gating of the source and drain contact, e.g. by a variation of
the oxide thickness [39, 40]. Such a device geometry allows to suppress the
injection of minority charge carriers at the drain contact. Consequently, there
is no exponential increase of the off-current with drain voltage. In addition, an
asymmetric SB-CNFET can be operated either as an p- or n-type transistor
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with the same (excellent) performance which is determined by the source
contact geometry [39].

2.6 Light-Emission from a SB-CNFET

While the injection of minority charge carriers at the drain contact can make
a CNFET inoperable as a transistor it allows to inject holes and electrons
into the NT at the same time. By operating the CNFET in the off-state,
i.e. choosing the gate and drain voltages according to Vg = Vd/2, we can
achieve equal amounts of hole and electron current in the nanotube as shown
in Fig. 14(a). If the applied drain voltage is chosen above the turn-on voltage
of the transistor high electron and hole currents (exactly half of the off-
current shown in Fig. 16) are achieved. Electrons which are injected at the
source contact can recombine with holes injected at the drain contact with
the emission of a photon . This is illustrated in Fig. 17(a). Experimentally,
Misewich et al. have recently demonstrated that biasing a CNFET in the
off-state indeed leads to the emission of polarized infra-red light [15].

Within our transport model of a SB-CNFET we can calculate the ob-
served bias and gate voltage dependence of light emission from a NT if we
assume an energy independent recombination probability. Figure 18 shows a
calculation for a CNFET with an ultra-thin oxide of tox = 2 nm. (The trans-
port characteristics of this device are given in Figs. 15 and 16.) We assume
two different models for the recombination of electrons and holes with emis-
sion of a photon. The first is efficient recombination, i.e. every electron-hole
pair leads to the emission of a photon, and the number of emitted photons is
proportional to the minimum of the hole and electron current.

For inefficient recombination, on the other hand, there is only a finite
(small) probability of an electron and a hole to recombine under photon
emission. In that case the number of photons is proportional to the number
of electrons (the electron current) and the number of recombination attempts
(given by the number of holes, i.e. the hole current). Thus the number of
emitted photons is proportional to the product of hole and electron current.

Both models lead to an exponential increase of the number of emitted
photons with applied drain voltage (at the maximum value for Vg = Vd/2).
This follows naturally from the variation of the off-current because the voltage
requirement for maximum light emission is identical to the off-state. Thus
the maximum number of photons is proportional to Ioff(Vd) or [Ioff(Vd)]2 for
efficient or inefficient recombination, respectively. Consequently, Fig. 16 can
be viewed as the drain voltage dependence of the maximum photon emission
from a CNFET. The SB transport model of the CNFET describes the gate
and drain voltage dependence of light emission well and can be used to guide
the scaling of these optoelectronic devices. However, it cannot be used to
determine which mechanism of electron-hole recombination prevails [15].

Recently, the recombination yield per electron-hole pair has been deter-
mined to 10−6 to 10−7 depending on NT length by measurements of the
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Fig. 17. (Color online) Schematic plot of a light-emitting device from a single
carbon nanotube. (a) shows the device geometry and illustrates how electrons and
holes are injected from the source and drain contact, respectively. The recombina-
tion via exciton intermediate states leads to the emission of infrared light. (b) For a
CNFET with a long NT channel (about 50µm) one can spatially resolve the regime
of light emission due to electron-hole recombination [41]. The position of the spot
depends on the voltage gating [41]
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spectrum of the light emitted from a CNFET [42]. Due to the confinement
of electron-hole pairs on the cylindrical nanotube the Coulomb interaction
is very strong resulting in excitons with large binding energies. Perebeinos
et al. have used a tight-binding model to derive explicit scaling laws for the
exciton binding energies with nanotube radius, effective mass, and dielectric
constant of the oxide [43]. Concerning the recombination mechanism, these
calculations suggest that the direct interband transition is weakened and the
transition via an exciton state dominates light-emission. Thus the measured
photon energy is determined by the bandgap reduced by the exciton bind-
ing energy which can be up to several 100 meV. Such large binding energies
have been confirmed by very accurate but computationally intensive ab-initio
calculations of excitons performed for selected carbon nanotubes [44,45].
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By spatially resolving the light emission from a long channel device (about
50 µm), Freitag et al. [41] have very recently demonstrated that electron-hole
recombination occurs only in a small portion of the NT (see Fig. 17(b)). This
novel approach to map the ambipolar domain of a CNFET is very promising
for future studies as it gives complementary information to existing trans-
port data. In combination with simulations a more detailed understanding of
transistor action in one-dimensional devices may be possible.

3 Conclusions and Outlook

Carbon nanotube electronics remains a very promising route to solve future
down-scaling problems of conventional silicon technology. Field-effect transis-
tors with performance that is competitive to state-of-the-art devices [4–6] and
even logic gates from single nanotubes [8] have been demonstrated. However,
the physics of carbon nanotube electronic devices can be quite different from
conventional ones. In particular, carbon nanotubes show ballistic transport
over typical device length [6,7], they have electronic properties linked to their
structure [1], and their cylindrical quasi-one-dimensional structure leads to
unusual electrostatics e.g. weak screening and no Fermi level pinning [17,28].

For transistor action in CNFETs Schottky barriers at the metal-nanotube
interface play a crucial role [9–13]. Already semiclassical transport models ex-
plain key observations of CNFETs such as the effect of gas adsorption [11].
Consequences are the importance of contact geometry for high performance,
unusual scaling relations as the device size is reduced [14, 34], and leakage
currents due to injection of minority charge carriers at the drain contact [38].
The device physics of CNFETs allows performance control by new parame-
ters e.g. by the material of the metal electrodes which determines the SB
height. On the other hand, limitations unknown in conventional transistors
occur [34, 38] and require new device designs [39, 40]. To eliminate SBs at
the metal-nanotube contacts is a key challenge for future research. For small
bandgap nanotubes Javey et al. have recently achieved negligible small bar-
riers by choosing Palladium or Aluminum electrodes [6, 21]. However, the
understanding of the favorable contacts is still limited and remains an im-
portant issue for further investigations. Controlled doping of the contacts [22]
or new device designs [23, 39, 40] may provide a different route to enhanced
performance of CNFETs.

Due to their unique optical properties such as equal effective masses of
electrons and holes and tunable bandgap carbon nanotubes can be utilized
in novel nanoscale optoelectronic devices such as light emitters [15] or photo
detectors [24]. We have shown that light emission can be observed from a
CNFET by an appropriate choice of gate and drain voltages due to the si-
multaneous injection of electrons and holes [15]. From the transport models
developed for CNFETs we can explain the experimental data and estimate
the optimization potential by future down-scaling of the devices. Modelling
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of the electron-hole interaction, on the other hand, demonstrates that light
emission occurs predominantly via the formation of excitons which can have
large binding energies due to the quasi-1D electrostatics [43–45]. Very recent
studies have even allowed to spatially resolve the position of light emission
for long channel devices [41]. Future research along those lines will provide a
wealth of complementary information on transport in 1D devices.

Carbon nanotube electronics still faces a number of serious problems such
as the fabrication of large scale arrays of devices before becoming a serious
technological alternative to silicon devices. However, considering the short
time CNFETs have been investigated the achieved results are very impressive
and fuel the hope of powerful carbon nanotube based nanoelectronics. For
example, the possibility to use the same carbon nanotube transistor as an
electronic or optoelectronic device depending on the applied voltages opens
the door to new applications.
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Abstract. DNA is probably the molecule that carries the highest possible den-
sity of information. Information comes along with structuring and recognition that
offer the possibility of using DNA to build self-assembled molecular circuits for
nanoelectronics applications. This, however, must be complemented by suitable
conductivity, which was tested in a series of experiments on charge migration along
DNA molecules. These issues together with reports on possible high rates of charge
transfer between donor and acceptor through the DNA, obtained in the last decade
from solution chemistry experiments on large numbers of molecules, triggered a
series of direct electrical transport measurements through DNA single molecules,
bundles and networks. These measurements are reviewed and presented here. From
these experiments we conclude that electrical transport is feasible in short DNA
molecules, in bundles and networks, but blocked in long single molecules that are
attached to surfaces.

Key words: DNA, Molecular Electronics, Bio-Molecular Nanowires, Conductance,
Direct Electrical Transport.

1 Introduction

1.1 Devices Go Molecular – the Emergence
of Molecular Electronics

The progress of the electronic industry in the past few decades was based
on the delivery of smaller and smaller devices and denser integrated cir-
cuits, which ensured the attainment of more and more powerful computers.
Such a fast growth is, however, compromised by the intrinsic limitations of
the conventional technology. Electronic circuits are currently fabricated with
complementary-metal-oxide-semiconductor (CMOS) transistors. Higher tran-
sistor density on a single chip means faster circuit performance. The trend
towards higher integration is restricted by the limitations of the current litho-
graphy technologies, by heat dissipation and by capacitive coupling between
different components. Moreover, the down-scaling of individual devices to the
nanometer range collides with fundamental physical laws. In fact, in conven-
tional silicon-based electronic devices the information is carried by mobile
electrons within a band of allowed energies according to the semiconductor
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band structure. However, when the dimensions shrink to the nanometer scale,
and bands turn into discrete energy levels, then quantum correlation effects
induce localization.

In order to pursue the miniaturization of integrated circuits further [1], a
novel technology, which would exploit the pure quantum mechanical effects
that rule at the nanometer scale, is desired. The search for efficient molecular
devices, that would be able to perform operations currently done by silicon
transistors, is pursued within this framework. The basic idea of molecular
electronics is to use individual molecules as wires, switches, rectifiers and
memories [2–6].

Another conceptual idea that is advanced by molecular electronics is the
switch from a top-bottom approach, where the devices are extracted from a
single large-scale building block, to a bottom-up approach in which the whole
system is composed of small basic building blocks with recognition, structur-
ing and self-assembly properties. Different candidates for molecular devices
are currently the subject of highly interdisciplinary investigation efforts, in-
cluding small organic polymers [6–11], large bio-molecules [12–20], nanotubes
and fullerenes [21–24]. In the following, we focus on the exploration of DNA
bio-molecules as prospective candidates for molecular electronic devices. For
the scientists devoted to the investigation of charge mobility in DNA, a no
less important motivation than the strong technological drive is that DNA
molecules comprise an excellent model system for charge transport in one-
dimensional polymers. This well-known polymer enables an endless number of
structural manipulations in which charge transport mechanisms like hopping
and tunneling may be studied in a controlled way.

The topic of charge transport in DNA and the feasibility of constructing
DNA-based devices, though being a relatively young field of research, has
kindled a heated debate within the scientific community. Charge transport
in DNA has been reviewed by D.P. et al. [25] as well as by Ventra et al. [26]
and by Enders et al. [27]. These reviews cover the results obtained by several
groups who developed different approaches and techniques to the handling
and measurement of charge transport through native and synthetic DNA
molecules. These different methods, each with its own unique advantages, dif-
ficulties and drawbacks, yielded a wide range of results that fueled a scientific
debate over the conduction properties of DNA molecules. We feel, however,
that additional works published recently give a better insight into the factors
governing the measurements techniques and the handling of DNA molecules
and warrant further discussion. Here, we review the important results ob-
tained at the early stage (between 1998 and 2003) and then we emphasize
the newer results that were published in late 2003 and 2004 that shed more
light on this topic.
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1.2 The Unique Advantages of DNA-based Devices –
Recognition and Structuring

In the frame of molecular electronics DNA possesses two unique and appeal-
ing properties: recognition and a special structuring that suggests its use for
self-assembly. Molecular recognition describes the capability of a molecule
to form selective bonds with other molecules or with substrates, based on
the information stored in the structural features of the interacting partners.
Molecular recognition processes may play a key role in molecular devices
by: (a) driving the fabrication of devices and integrated circuits from ele-
mentary building blocks, (b) incorporating them into supramolecular arrays,
(c) allowing for selective operations on given species potentially acting as
dopants, and (d) controlling the response to external perturbations repre-
sented by interacting partners or applied fields. Self-assembly, which is the
capability of molecules to spontaneously organize themselves in supramole-
cular aggregates under suitable experimental conditions [28], may drive the
design of well-structured systems. Self-organization may occur both in solu-
tion and in the solid state, through hydrogen-bonding, Van der Waals and
dipolar interactions, and by metal-ion coordination between the components.
By virtue of their recognition and self-assembling properties, DNA molecules
seem particularly suitable as the active components for nano-scale electronic
devices [29–31]. However, despite the promising development that has been
recently achieved in controlling the self-assembly of DNA [32–35] and in cou-
pling molecules to metal contacts [12, 36], there is still a great controversy
around the understanding of its electrical behavior and of the mechanisms
that might control charge mobility through its structure [37].

The idea that double-stranded DNA may function as a conduit for fast
electron transport along the axis of its base-pair stack, was first advanced
in 1962 [38]. Later low-temperature experiments indicated, however, that
radiation-induced conductivity can be due to highly mobile charge carriers
migrating within the frozen water layer surrounding the helix, rather than
through the base-pair core [39]. The long lasting interest of the radiation
community [40] in the problem of charge migration in DNA was due to its
relevance for the mechanisms of DNA oxidative damage, whose main tar-
get is the guanine (Gua) base [41]. Recently, the interest in DNA charge
mobility has been revived and extended to other interdisciplinary research
communities. In particular, the issue of electron and hole migration in DNA
has become a hot topic for a number of chemistry scholars [42, 43] following
the reports that photoinduced electron transfer occurred with very high and
almost distance-independent rates between donor and acceptor intercalators
along a DNA helix [44, 45]. This evidence suggested that double-stranded
DNA may exhibit a “wire like” behavior [46]. From the large body of exper-
imental studies on the solution chemistry that becameavailable in the last
decade and appeared in recent reviews [47,48], several mechanisms were pro-
posed for DNA-mediated charge migration, depending on the energetics of
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the base sequence and on the overall structural aspects of the system under
investigation. These mechanisms include single-step superexchange [44], mul-
tistep hole hopping [49], phonon-assisted polaron hopping [50] and polaron
drift [51]. The above advances drove the interest in DNA molecules also for
nanoelectronics. In this field, by virtue of their sequence-specific recognition
properties and related self-assembling capabilities, they might be employed to
wire the electronic materials in a programmable way [12, 13]. This research
path led to a set of direct electrical transport measurements. In the first
reported measurement, µm-scale λ-DNA molecules were found to be “prac-
tically insulating” [12]. However, the possibility that double-stranded DNA
may function as a one-dimensional conductor for molecular electronic devices
has been rekindled by other experiments, where e.g. anisotropic conductivity
was found in an aligned DNA cast film [52], and ohmic behavior with high
conductivity was found also in a 600-nm-long λ-DNA rope [53].

The above measurements, complemented by other experiments which are
discussed in Sect. 2, highlight that despite the outstanding results that have
been recently achieved in controlling the self-assembly of DNA onto inorganic
substrates and electrodes, there is currently nor unanimous understanding
neither consensus of its electrical behavior or of the mechanisms that might
control charge mobility through its structure. Our purpose in this chapter is
to review the main experiments that have been performed to measure directly
the conductivity of DNA molecules. The reader may find the theoretical as-
pects of charge transport through molecular wires and through DNA in the
theory parts of this volume (see Chaps. 2,4,8) and in [25–27]. For theory of
transport in polymers in general, one may find a nice review by Breads and
Street [54].

1.3 Charge Transport in Device Configuration

Conductivity experiments in the solid state are based on several techniques,
including imaging, SPM spectroscopy, and electrical transport measurements
that reveal the electric current flux through the molecule under an external
field. The results pertain to single molecules (or bundles) and can be re-
measured many times. In parallel to electron transfer experiments in solution,
the roles of the “donor” and the “acceptor” are played either by the metal
leads, or by the substrate and a metal tip. In solid state experiments, the
“donor” and “acceptor” are referred to as “contacts”. In contrast to the
“donor-acceptor” scheme, where the donor is excited and usually a single
charge is injected and transferred to the donor, the Fermi level at one of
the leads may be elevated and fixed such that a very large number of charge
carriers can be injected and transported along the molecule.

The interpretation of the experiments is generally given in terms of con-
ductivity, determined by the electronic energy-levels (if the molecular struc-
ture supports the existence of localized orbitals and discrete energy levels)
or band-structure (if the intra-molecular interactions support the formation
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of delocalized states described by continuous energy levels, i.e. dispersive
bands). The metal contacts are reservoirs of charges and this fact allows
leaving the charge state along the helix unaltered. It is not specified a-priori
if the mobile charges are electrons or holes: this depends on the availability
of electron states, on their filling, and on the alignment to the Fermi levels
of the reservoirs.

The electronic structure of the investigated molecules is important [55,56]
in indirect electrochemical measurements, as well as in the direct transport
measurements. It determines the occurrence of direct donor-acceptor tunnel-
ing or of thermal hopping of elementary charges or polarons as discussed
by Di Felice et al. in this collection [57]. Direct tunneling can occur either
“through-space” if the DNA energy levels are not aligned with the initial and
final charge sites or reservoirs, or “through-bond” if they are aligned and mod-
ulate the height and width of the tunneling barrier. In the case of tunneling,
the bridging bases do not offer intermediate residence sites for the moving
charges. Contrary to that, in the case of thermal coupling and incoherent
hopping, the moving charges physically reside for a finite relaxation time in
intermediate sites at base planes between the donor and the acceptor along
their path, although this may cost structural reorganization energy. Whether
the inherent DNA electronic structure is constituted of dispersive bands or
of discrete levels may be revealed only in the solid-state experiments. In fact,
for the motion of individual charges injected into free molecules in solution,
probed by electrochemistry tools, it is not important whether such charges
find in the molecules a continuum of energy levels or discrete levels available
to modulate the tunneling barrier. This is because only the modulation of
the tunneling barrier or the donor-bridge-acceptor coupling can be detected.
Alternatively, in direct electrical transport measurements, where charges are
available in reservoirs (the metal electrodes), it makes a difference if there is
a continuum of electron states or discrete levels in the molecular bridge that
are available for mobile carriers. For the ideal case of ohmic contacts, a con-
tinuum in the molecule will be manifested in smoothly rising current-voltage
curves, whereas for discrete levels the measured I-V curves will be step-like
revealing quantization (for appropriate contacts). This chapter reviews the
latter class of experiments.

2 Direct Electrical Transport Measurements in DNA

A series of direct electrical transport measurements through DNA molecules
that commenced in 1998 was motivated by new technological achievements
in the field of electron beam lithography and scanning probe microscopy, as
well as by encouraging experimental data suggesting high electron-transfer
rates. The latter were based on the interpretation of results of charge-transfer
experiments conducted on large numbers of very short DNA molecules in so-
lution, in particular by Barton’s group at Caltech and by other colleagues
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[42–50, 58–63]. In perspective it seems now that care should be taken when
projecting from those experiments on the electron transport properties of
various single DNA molecules in different situations and structures, e.g. long
vs. short, on surfaces vs. suspended, in bundles vs. single, in various environ-
mental conditions like dry environment, or in other exotic configurations.

Several works have been published since 1998 describing direct electrical
transport measurements conducted on single DNA molecules [12, 14, 36, 53,
64–71,75,76,79]. In such measurements one has to bring (at least) two metal
electrodes to a physical contact with a single molecule, apply voltage and
measure current (or vice versa). Poor conductivity, which seems to be the
case for long DNA attached to surfaces, provides a small measured signal. In
such cases the electrode separation should be small, preferably in the range
of few to tens of nanometers, yet beyond direct tunneling distance and with-
out any parallel conduction path. Performing good and reliable experiments
on single segmented molecules is a demanding task and the interpretation
of the experiments on the basis of the current data is even harder. Not only
that – each segmented molecule – a polymer – is intrinsically different from
the others in the specific details of its structure. Consequently the details of
its properties also bear some uniqueness and result in molecule-to-molecule
differences. Furthermore, the properties of these molecules are sensitive to the
environment and environmental conditions, e.g. humidity, buffer composition
etc. Another difficulty that arises in these measurements is that the contacts
to a single molecule, as to any other small system, are very important for
the transport but difficult to perform and nearly impossible to control mi-
croscopically as shown in this collection by Lindsay et al. [80]. For example,
the electrical-coupling strength between the molecule and the electrodes will
determine whether a Coulomb blockade effect (weak coupling) or a mixing
of energy states between the molecule and the electrodes (strong coupling) is
measured. In the case of weak coupling, the size and chemical nature of the
molecule between the electrodes will determine the relative contributions of
Coulomb blockade phenomena and of the intrinsic energy gap of the mole-
cule to the current-voltage spectra. For the outlined reasons, we find a large
variety in the results of the reported experiments, most of which done by
excellent scientists in leading laboratories.

The question whether DNA is an insulator, a semiconductor or a metal is
often raised. This terminology originates from the field of solid-state physics
where it refers to the electronic structure of semi-infinite periodic lattices.
It has been successfully applied to describe the electrical behavior of one-
dimensional wires like carbon nanotubes, where a coherent band- structure is
formed. However, it is questionable whether or not this notion describes well,
with a similar meaning, the orbital-energetics and the electronic transport
through one-dimensional soft polymers, which are formed of a large num-
ber of sequential segments. In these polymers the number of junctions and
phase-coherent “islands” is large and may determine the electronic structure
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and the transport mechanisms along the wire. In some cases it may be those
junctions that constitute a bottleneck for the transport. These junctions will
then determine the overall electric response of the polymer. In the case of
a strong coupling between the islands along the polymer, a complex combi-
nation of the molecular electron states and of the coupling strengths at the
junctions will determine the electrical response of the wire.

DNA in particular is sometimes said to be an insulator or a semiconduc-
tor. In the bulk the difference between a wide band-gap semiconductor and
an insulator is mainly quantitative with regard to the resistivity. For DNA
and other one-dimensional polymers we may instead introduce the following
distinction. If we apply a voltage (even high) across a wide-band-gap poly-
mer and successfully induce charge transport through it without changing
the polymer structure and its properties in an irreversible way then it would
be a wide-band-gap semiconductor. However, if the structure is permanently
damaged or changed upon this voltage application then it is an insulator.
This distinction is important with regard to the relevant experiments, where
very high fields are present, and to the methods to check whether or not the
conduction properties of the molecule are reproducible.

In Sects. 2.1 and 2.2 we will review the direct electrical transport experi-
ments reported on DNA single molecules, bundles, and networks.

2.1 Single Molecules

The first direct electrical transport measurement on a single, 16 µm long
λ-DNA, was published in 1998 by Braun et al. [12]. In this fascinating ex-
periment the λ-DNA was stretched on a mica surface and connected to two
metal electrodes, 12 µm apart. This was accomplished using the double-strand
recognition between a short single-strand (hang-over) in the end of the long
λ-DNA and a complementary single-strand that was connected to the metal
electrode on each side of the molecule (see Fig. 1). Electrical transport mea-
surements through the single molecule that was placed on the surface yielded
no observable current up to 10 V.

Later on in 1999 Fink et al. [53] reported nearly ohmic behavior in λ-
DNA molecules with a resistance in the MΩ range. The molecules were a
few hundred nanometers long and were stretched across ∼2 µm wide holes
in a metal-covered transmission electron microscope (TEM) grid, as shown
in Fig. 2. This fantastic technical accomplishment was achieved in a high-
vacuum chamber where a holographic image was created with a low-energy
electron point source (LEEPS) claimed not to radiatively damage the DNA.
Note, however, that the bright parts of the DNA in the images may suggest
scattering of the beam electrons from the molecule, which may indicate the
presence of scattering points along the DNA that could affect the charge
transport along the molecule. The actual measurement was performed be-
tween a sharp tungsten tip, which was connected to the stretched molecule
in the middle of one of the grid holes, and the metal covering the TEM
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Fig. 1. (a–c) 16 µm long λ-DNA was stretched between two metal electrodes
using short hang-over single strands complementary to single-strands that were
pre-attached to the metal electrodes. (d) A fluorescent image of the DNA molecule,
connecting the metal electrodes. (e) The flat, insulating current-voltage that was
measured (from [12], by permission; c© 1998 by Nature Macmillan Publishers Ltd)

grid. The tungsten tip was aligned using the holographic image. A nearly
ohmic behavior was observed in the current-voltage (I-V) curves, sustained
up to 40 mV and then disappeared. The resistance division between two DNA
branches appeared consistent with the ohmic behavior. This result seemed
very promising. However, while conduction over long distances was observed
later in bundles, it was not repeated in further measurements of single DNA
molecules with one exception of a superconducting behavior that is discussed
later [66]. The resolution of the LEEPS in this measurement did not enable
to determine whether it was a single molecule or a bundle that was suspended
between the metal tip and the metal grid.

In a further experiment published in 2000 by Porath et al. [14], electrical
transport was measured through 10.4-nm-long (30 base-pairs) homogeneous
poly(dG)-poly(dC) molecules that were electrostatically trapped [72, 73] be-
tween two Pt electrodes (see Fig. 3). The measurements were performed at
temperatures ranging from room temperature and down to 4 K. Current was
observed beyond a threshold voltage of 0.5–1 V suggesting that the molecules
transported charge carriers. At room temperature in ambient atmosphere, the
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Fig. 2. (a) The LEEPS microscope used to investigate the conductivity of DNA.
The atomic– size electron point source is placed close to a sample holder with holes
spanned by DNA molecules. Due to the sharpness of the source and its closeness
to the sample, a small voltage Ue (20–300 V) is sufficient to create a spherical low-
energy electron wave. The projection image created by the low-energy electrons
is observed at a distant detector. Between the sample holder and the detector,
a manipulation-tip is incorporated. This tip is placed at an electrical potential
Um with respect to the grounded sample holder and is used to mechanically and
electrically manipulate the DNA ropes that are stretched over the holes in the
sample holder. (b) A projection image of λ-DNA ropes spanning a 2-µm-diameter
hole. The kinetic energy of the imaging electrons is 70 eV. (c) SEM image, showing
the sample support with its 2-µm-diameter holes. (d) SEM image of the end of
a tungsten manipulation-tip used to contact the DNA ropes. Scale bar 200 nm.
(e) The metal tip is attached to the λ-DNA molecule. (f) I-V curves taken for a
600-nm-long DNA rope. In the range of ± 20 mV, the curves are linear; above this
voltage, large fluctuations are apparent. A resistance of about 2.5 MΩ was derived
from the linear dependence at low voltage (from [53], by permission; c© 1999 by
Nature Macmillan Publishers Ltd)

general shape of the current-voltage curves was preserved for tens of samples
but the details of the curves varied from curve to curve. The possibility of
ionic conduction was ruled out by measurements that were performed in vac-
uum and at low temperature, where no ionic conduction is possible. High
reproducibility of the I-V curves was obtained at low temperature for tens
of measurements on an individual sample, followed by a sudden switching
to a different curve-shape (see inset of Fig. 4) that was again reproducible
(e.g. peak position and height in the dI/dV curves, Fig. 4). This variation of
the curves in different samples can originate from the individual structural
conformation of each single molecule, or from the different formation of the
specific contact. The variation of the curves measured on the same sample
may be also due to switching of the exact overlap of the wavefunctions that
are localized on the bases. A rather comprehensive set of control experiments
helped to verify the results and ensure their validity. The existence of the
DNA between the electrodes was verified by incubating the DNA devices with
DNase I, an enzyme that specifically cuts DNA (and not any other organic
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or inorganic material). Following incubation of the sample with the enzyme
the electrical signal was suppressed, indicating that the molecule through
which the current was measured before is indeed DNA. The procedure was
cross-checked by repeating this control experiment in the absence of Mg ions
in the enzyme solution so that the action of the enzyme could not be acti-
vated. In this case the signal was not affected by incubation with the enzyme.
This procedure ensured that it was indeed the enzyme that did the cut (see
Fig. 3b), thus confirming again that it was the DNA between the electrodes.
This experiment clearly proves that short DNA molecules with homogeneous
structure are capable of transporting charge carriers over a length of at least
10 nm.

In another attempt to resolve the puzzle around the DNA conduction
properties, de Pablo et al. [64] applied a different technique to measure single
λ-DNA molecules on the surface in ambient. They deposited a large number
of DNA molecules on mica, covered some of them partly with gold and using
a metal covered AFM tip as a second mobile electrode, measured the conduc-
tance along individual molecules. Note that the minimum distance between
the macroscopic gold electrode and the AFM tip was 70 nm. (see Fig. 5). No
current was observed in these experiments suggesting that charge transport
through DNA molecules longer than 70 nm which are attached to surfaces is
blocked. Furthermore, they covered ∼1000 parallel molecules on both ends
with metal electrodes (∼2 µm apart) and again no current was observed.

Additional experiments were performed in 2001 by Storm et al. [65], in
which DNA molecules (longer than 40 nm) with various lengths and sequence
compositions were stretched on different surfaces between planar electrodes
in various configurations (see Fig. 6). No current was measured in these ex-
periments, suggesting again that charge transport through DNA molecules,
longer than 40 nm and adsorbed on the surface, is blocked.

Yet another negative result published in 2002 was obtained in a similar
experiment by Zhang et al. [36] who stretched many single DNA molecules
in parallel between metal electrodes, covalently bonded to them with thiols
and measured no current upon voltage application. Both results [36,65] were
consistent with the de Pablo et al. experiment [64].

In parallel, Kasumov et al. [66] reported ohmic behavior of the resis-
tance of λ-DNA molecules deposited on a mica surface and stretched be-
tween rhenium-carbon electrodes (see Fig. 7). This behavior was measured
at temperatures ranging from room temperature and down to 1 K. Below 1 K
a particularly unexpected result was observed: proximity-induced supercon-
ductivity. The resistance was measured directly with a lock-in technique and
no current-voltage curves were presented. This surprising proximity-induced
superconductivity is in contrast to all the other data published so far, and
with theory. No similar result was reported later by this or any other group.

Beautiful and quite detailed measurements with different results on
shorter molecules were reported in a series of papers by Watanabe et al.
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Fig. 3. (a) Current-voltage curves measured at room temperature on a 10.4-nm-
long DNA molecule [30 base-pairs,double-stranded poly(dG)-poly(dC)] trapped be-
tween two metal nanoelectrodes that are 8 nm apart. Subsequent I–V curves (differ-
ent curves) show similar behavior but with a variation of the width of the gap. The
upper inset shows a schematic of the sample layout. Using electron-beam lithogra-
phy, a local 30 nm narrow segment in a slit in the SiN layer is created. Underetching
the SiO2 layer leads to two opposite freestanding SiN “fingers” that become the
metallic nanoelectrodes after sputtering Pt through a Si mask. The lower inset
is a SEM image of the two metal electrodes (light area) and the 8 nm gap be-
tween them (dark area). Deposition of a DNA molecule between the electrodes
was achieved with electrostatic trapping. A 1 µl droplet of dilute DNA solution is
positioned on top of the sample. Subsequently, a voltage of up to 5 V is applied
between the electrodes. The electrostatic field polarizes a nearby molecule, which is
then attracted to the gap between the electrodes due to the field gradient. When a
DNA molecule is trapped and current starts to flow through it, a large part of the
voltage drops across a large (2 GΩ) series resistor, which reduces the field between
the electrodes and prevents other molecules from being trapped. Trapping of DNA
molecules using this method is almost always successful. (b) Current-voltage curves
that demonstrate that transport is indeed measured on DNA trapped between the
electrodes. The solid curve is measured after trapping a DNA molecule as in (a).
The dashed curve is measured after incubation of the same sample for 1 hour in a
solution with 10 mg/ml DNase I enzyme. The clear suppression of the current indi-
cates that the double-stranded DNA was cut by the enzyme. This experiment was
carried out for 4 different samples (including the sample of Fig. 4). The inset shows
two curves measured in a complementary experiment where the above experiment
was repeated but in the absence of the Mg ions that activate the enzyme and in the
presence of 10 mM EDTA (ethylenediamine tetraacetic acid) that complexes any
residual Mg ions. In this case, the shape of the curve did not change. This obser-
vation verifies that the DNA was indeed cut by the enzyme in the original control
experiment (from [14], by permission; c© 2000 by Nature Macmillan Publishers Ltd)
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Fig. 4. Differential conductance dI/dV versus applied voltage V at 100K. The
differential conductance manifests a clear peak structure. Good reproducibility can
be seen from the six nearly overlapping curves. Peak structures were observed in
four samples measured at low temperatures although details were different from
sample to sample. Subsequent sets of I–V measurements can show a sudden change,
possibly due to conformational changes of the DNA. The inset shows an example of
two typical I–V curves that were measured before and after such an abrupt change.
Switching between stable and reproducible shapes can occur upon an abrupt switch
of the voltage or by high current (from [14], by permission; c© 2000 by Nature
Macmillan Publishers Ltd)

[67, 69], Shigematsu et al. [68] and Shimotani et al. [70], using a rather so-
phisticated technique. A short, single DNA molecule was laid on the surface
and contacted with a triple probe AFM consisting of 3 conducting CNTs (see
Figs. 8a and 8b). Two of them, 20 nm apart, were attached to the DNA (see
Fig. 8c). A third carbon nanotube was attached to the AFM tip. In one case
voltage was applied between the nanotube on one side of the molecule and
the tip-nanotube that contacted the DNA molecule at a certain distance from
the side electrode, so that the dependence of the current on the DNA length
was measured under a bias voltage of 2 V between the two electrodes. The
current dropped from 2 nA at ∼2 nm to less than 0.1 nA in the length range
of 6 to 20 nm. In a second experiment [68], current was measured between
the side nanotubes (20 nm apart) under a bias voltage of 2 V while moving
the tip-nanotube that served this time as a gate along the DNA molecule. A
clear variation of the current due to the effect of the gate electrode, repro-
ducible forwards and backwards, was observed. The current-voltage curves in
this experiment are measured through carbon nanotubes. Their conductivity
is indeed much higher that that of the DNA molecule and therefore likely to
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Fig. 5. (a) Three-dimensional SFM image showing two DNA molecules in contact
with the gold electrode. The image size is 1.2 µm2. A scheme of the electrical circuit
used to measure the DNA resistivity is also shown. (b) λ-DNA strands connecting
two gold electrodes spanned on a bare mica gap. The image analysis leads to the
conclusion that at least 1000 DNA molecules are connecting the electrodes. From
the (absence of) current between the electrodes, a lower bound of 105 Ωcm per
molecule is obtained for the resistivity of DNA at a bias voltage of 10 V (from [64],
by permission; c© 2000 by the American Physical Society)

have only a small effect on the I–V’s. However, this and the contacts of the
nanotubes to the AFM tip and metal electrodes might still have an effect on
the measured results.

Watanabe et al. [69] further demonstrated the operation of a single DNA
molecule transistor in which three CNT terminals were connected with the
DNA molecule, as outlined in Fig. 9 (CNTs used as source, drain and gate).
At room temperature, they observed quantum steps in the current measured
while scanning the source-drain voltage, when the distance between the source
and drain was less than 10 nm.

From the direct electrical transport measurements on single DNA mole-
cules reported so far one can draw some very interesting conclusions. First, it
is possible to transport charge carriers through single DNA molecules. This
was observed however, only for short molecules in the range of up to 20 nm
in the experiments of Porath et al. [14], Watanabe et al. [67, 69] and Shige-
matsu et al. [68]. All the three experiments demonstrated currents of order
1 nA upon application of voltage of ∼1 V. The experiments by Fink et al. [53]
and Kasumov et al. [66] showed higher currents and lower resistivities over
longer molecules (hundreds of nm) but they were never reconfirmed for indi-
vidual molecules. In all the other experiments, by de Pablo et al. [64], Storm
et al. [65] and Zhang et al. [36] that were conducted for molecule length
longer than 40 nm on single DNA molecules attached to surfaces, no current
was measured.
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Fig. 6. AFM images of DNA assembled in various devices. (a) Mixed-sequence
DNA between platinum electrodes spaced by 40 nm. Scale bar 50 nm. (b) Height
image of poly(dG)-poly(dC) DNA bundles on platinum electrodes. The distance
between electrodes is 200 nm, and the scale bar is 1 µm. (c) High magnification
image of the device shown in b. Several DNA bundles clearly extend over the two
electrodes. Scale bar 200 nm. (d) Poly(dG)-poly(dC) DNA bundles on platinum
electrodes fabricated on a mica substrate. Scale bar 500 nm. For all these devices,
no conduction was observed (from [65], by permission; c© 2001 by the American
Institute of Physics)

cba

Fig. 7. (a) Schematic drawing of themeasured sample, with DNA molecules combed
between Re/C electrodes on a mica substrate (b) AFM image showing DNA mole-
cules combed on the Re/C bilayer. The large vertical arrow indicates the direction
of the solution flow. The small arrows point towards the combed molecules. Note
the forest structure of the corban film. (c) DC resistance as a function of tempera-
ture on a large temperature on a large temprature scale for three different samples,
showing the power law behavior down to 1K (form [66], by permission c© 2001 by
Science)



Charge Transport in DNA-based Devices 425

a b c

d e

Fig. 8. (a) Schematic of the electric current measurement. Two CNT probes (p1
and p2) of the nanotweezers were set on a DNA. In a two-probe dc measurement,
one of the CNT probes (p1) was used as the cathode. A CNT-AFM probe was
contacted with the DNA as the anode. The electric current between the source
and the drain was measured while varying the distance between the anode and
cathode dCA. (b) AFM image (scale bar, 10 nm) of a single DNA molecule attached
with two CNT probes (p1 and p2) of the nanotweezers, which was obtained by
scanning the CNT-AFM probe. (c) dCA-Length dependence, dCA, of the electric
current (ICA) between the electrodes, measured with the electrode configuration
shown in (a). (d) Schematic of the electric measurement under applied gate bias.
Two nanotweezer probes (p1 and p2) and the CNT-AFM probe were used as source,
drain, and gate electrodes, respectively. The electric current between the source and
drain was measured with varying the distance between source and gate dGS. (e)
dGS- dependence of the electric current (IDS) between the source and the drain
electrodes measured with the electrode configuration shown in (d). The solid gray
line shows the electric current for the CNT-AFM probe moving from the source
electrode to the drain electrode. Dashed black line is for the case of the opposite
moving direction (from [68], by permission; c© 2003 by the American Institute of
Physics)

The conclusion of poor conductivity in long single molecules on surfaces
is further supported by indirect electrostatic force microscope (EFM) mea-
surements, reported by Bockrath et al. [74] and Gómez-Navarro et al. [75]. In
these measurements no attraction was found between a voltage-biased metal-
tip and the λ-DNA molecules lying on the surface. This indicates that the
electric field at the tip failed to induce long-range polarization in the mole-
cules on the surface, which would in turn indicate charge mobility along the
molecule, as was found for carbon nanotubes.
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(b)

(a)

Fig. 9. (a) A schematic of the DNA transistor. A single DNA molecule deposited on
SiO2 (10 nm)/n-Si(100)/Au(20 nm, gate terminal) was connected with source and
drain terminals using T-AFM. (b) AFM image of a single molecule DNA transistor.
The source-drain distance, dDS, is ∼20 nm. (c) The IDS-VDS curves of the DNA
transistor for several dDS = ∼5, ∼10, ∼20, ∼28 nm at gate voltage, VG = 2 V.
The white circles indicates the leak current plots at dDS = ∼5 nm. (from [69] by
permission; c© 2003 by the publisher of thin solid films)

The absence of conductance over the 40 nm length is not too surprising
if we recall that DNA is a soft segmented molecule and is therefore likely to
have distortions and defects when subjected to the surface force field. This is
also manifested in AFM imaging where the measured height of the molecule
is different from its “nominal height” [65, 74–76], partly due to the effect of
the pushing tip and partly due to the effect of the surface force field. This
force field may be the culprit for blocking current transport through DNA
strands when attached to surfaces (though there may be other reasons for it
as well).

In later experiments to evaluate in depth the conduction properties of
DNA, various investigators tried to address specific issues that may have a
crucial impact on the measured results. Such issues include the surface force
field and its affects on the DNA structure, the influence of humidity and
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temperature on the deposited DNA structure and on possible conduction
mechanisms as well as the type of contact between the DNA molecules and
the electrodes (physical vs. chemical bonding) and its contribution to the
overall measurement. The issue of contact to the molecules is widely discussed
in Chap. 12 of this book.

Kasumov et al. confirmed that the height of DNA deposited on mica is
about half the height that is expected based on DNA crystal structure (about
1 nm vs. about 2.4 respectively), using TEM to image a sample prepared by
a shadow evaporation technique [76]. This finding supports numerous reports
by various groups who measured the height of DNA deposited directly on solid
substrate (i.e. mica or gold) by AFM. Kasumov and his co-workers tried to
improve the DNA conductivity by minimizing the surface interaction with the
DNA. This was achieved by depositing an intermediate thin, discontinuous
layer between the DNA strands and the underlying mica. The layer was
formed by glow discharge of pentylamine vapor. The obtained film constitutes
mainly of ionized NH+

3 on which the negatively charged phosphate groups
of the DNA backbone get attached. They report that the height of DNA
molecules deposited on this film is 2.4±0.5 nm, close to the value expected
from X-ray structure of B-form DNA. Over the organic “elevation layer”,
Kasumov et al. deposited native DNA to obtain between 1 and 5 molecules
that lay between two platinum contacts. They concentrated in their study
on charge transport at the very low temperature range between 0.1 and 1 K
(ionic conduction can be neglected below ∼250 K). They report scaling of the
conductance obtained under low bias (10−5 to 4 × 10−4 V) that is similar to
the scaling obtained with CNT, and conclude from that the DNA behaves
like a 1D conductor.

Yang et al. [77] tried to evaluated the effects of drying DNA helices on
its structure and on the stacking of base pairs, as required for utilization of
DNA as molecular wire in electronic devices. For that purpose, they studied
the X-ray diffraction of aligned films of DNA complexed within a surfactant,
under different conditions: dry, wet and at low temperature. They find that
dehydration of pre-hydrated samples causes the base pairs to go from planar
to edge stacking and vice versa. The base-pair spacing within the DNA helix
are 0.41 nm in dry sample in air at 50% relative humidity, while it is 0.34 nm
in aqueous environment at room temperature. At low temperatures, below
−16oC, the wet sample becomes dehydrated by crystallization and phase
separation of the weakly bound water. This leads to rotation of the bases
from planar to edge stacking, which corresponds to poor π-electron overlap.
Their findings indicate that the structure of the DNA helix when deposited
on dry surfaces may be very different than that found by crystallization of
DNA in solution, and may be another reason for the poor conductivity found
in a non-aqueous environment.

The issue of type and transmission quality of the contact point between
the DNA strands and the metal electrodes was also recognized as a major
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factor in performing conductivity measurements in single DNA molecules.
Several groups tried to address this issue through chemical bonding of func-
tionalized DNA molecules to the metal surface [36, 71, 79]. This is usually
done by attaching a thiol or an S-S end group to the DNA strands, utilizing
the well known tendency of sulfur to form a covalent bond with gold surfaces
and with gold nanoparticles (GNP) [78]. (See also Chap. 12 in this volume).

Xu et al. [71] used a very elegant method for measuring electrical trans-
port through dsDNA in aqueous solution, where the native form of the DNA
in preserved. Their measurement approach enables to accumulate larger sta-
tistics than most previous experiments. In additions they vary the DNA se-
quences by comparing measurements where AT base-pairs replace the GC
base-pairs. They studied short sequences of DNA (8, 10, 12 and 14 base-
pairs) that are modified at their 3′ end with C3H6SH. The experimental
approach they present addresses the two issues emphasized above: the con-
tact is formed through a chemical bond between the electrode and the DNA
molecule, and the DNA molecules are suspended in a buffer solution that
maintains their native structure. Their approach presents a powerful inves-
tigational tool for short molecules. They allowed thiolated dsDNA to adsorb
to a gold electrode in a buffer solution that supports annealing of the two
strands and gives preference to the B-form structure of the double helix over
other possible structures. In the same buffer solution, they bring into contact
a gold STM tip, which is covered with an insulating layer over most of the
tip surface except for its end. Once contact is formed – a junction – the tip
is pulled backwards and the current is monitored (see Fig. 10). They observe
distinct steps in the current when the tip is pulled away, which they interpret
as consecutive breaking of junctions (e.g. the number of DNA strands that
connect both electrodes is gradually reduced until none remain and the cur-
rent drops). Xu et al. provide statistics of over 500 individual measurements.
They observed some dispersion in the values of the peaks, which is attributed
to variations in the microscopic details of the strands. A control experiment
is carried out in buffer solution with no DNA, and does not show any cur-
rent steps. To measure a single molecule, they halt the tip retraction at the
position of the last peak (assuming that only one dsDNA connects both elec-
trodes at that position) and measure I-V curves through the molecule. The
curves obtained through 3 different single molecules show a rather smooth
ohmic profile, coinciding with the average values of conductivity obtained
from the pulling experiments.

We note that although STM was used here, no imaging characterization
of single molecules or the structure and organization of the molecules on
the surface is reported. No similar experiment with ssDNA that can only
connect to one side is reported as a control. Such a control could validate
the transport of charge through the double stranded helix, and shed light
on the role of the chemical contact between the electrode and the measured
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Fig. 10. (a) Schematic illustration of a single DNA conductance measurement.
(bp Formation of molecular junctions shown as discrete steps in the conductance
(eight-bp DNA duplex). (c) Conductance histogram constructed form more than
500 individual measurements revealing well – defined peaks near integer multiples of
a fundamental value, 1.3×10−3 G0 (0.1 µS), which is identified as the conductance
of a single eight-bp DNA duplex. (d) Conductance histogram in buffer solution
revealing a smooth background. (e) Current-voltage characteristic curves of a single
eight-bp DNA. Lines with different colots are obtained by recording current vs.
bias voltage for three different DNA junctions. The open squares are from the
peak positions of the conductance histograms obtained at different bias voltages
(From [71] by permission; c© 2003 by the publishers of Nano Letters)

molecule. Nevertheless, we find this report to be one of the most elegant and
informative experiments done on electrical transport in DNA so far.

Recently, Nogues et al. [79] published a different experimental approach
which is also based on measuring current through dsDNA molecules con-
necting between a metal substrate and a metal tip. This approach allows
measurement of conductivity in a systematic manner through many short
DNA molecules and obtaining a large statistics. They form well-characterized
monolayers of 5′ end thiol-modified 26 bases long ssDNA. The complemen-
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tary oligomer, which is also modified with a thiol at its 5′ end, is adsorbed
onto a GNP of 10 nm in diameter. Hybridization of the two strands affords
an insulating ssDNA monolayer in which some of the ssDNA were hybridized
with their complementary strands to form dsDNA that can be easily identi-
fied by the GNPs connected to them and where a direct contact of the GNP
and the metal substrate is prevented. The formed monolayer is scanned with
AFM to locate the GNPs indicating the dsDNA. A conductive tip is used
to form contact to the GNP, and through this contact the I-V curves are
measured through the dsDNA while approaching the tip to the GNP in con-
tact mode. The control over the tip motion and the possible pressing of the
GNP towards the surface during the electrical measurement is limited in this
way but during the approach, current of a few nA can be measured through
the dsDNA. The experimental setup and the measured I-Vs are presented
schematically in Fig. 11. It is estimated that up to 10 dsDNA molecules can
connect simultaneously between the GNP and the underlying gold surface al-
though it is likely that the number of connecting molecules is smaller. Further
investigations and controlled current-voltage measurements are underway in
collaboration with us, to utilize this tool for the investigation of various DNA
sequences and DNA derivatives.

(a) (b)

(c)

(d)

Fig. 11. (a) Schematic of a single-strand DNA monolayer on gold electrode and
the double-strand DNA bridge between the gold substrate and the GNP formed
through hybridization. (b,c) Consecutive I-V curves characteristic of the Au-DNA-
GNP bridge measured by conductive tip AFM. (c) I-V curve measured directly
on the single-strand DNA monolayer. Note the expanded scale relative to a, b
(from [79] by permission, c© 2004 by the publishers of PCCP)
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2.2 Bundles and Networks

A few measurements of direct electrical transport were performed also on
single bundles. Other measurements were done on networks formed of either
double-stranded DNA [80] or alternative poly-nucleotides [81]. All the re-
ported measurements showed current flowing through the bundles. We will
show a few examples here.

The most productive group in the “networks field” is the group of Tomoji
Kawai from Osaka that published an extended series of experiments on differ-
ent networks and with various doping methods [82–84] and references therein.
In one of their early experiments they measured the conductivity of a single
bundle [80]. This was done in a similar way to the de Pablo experiment [64]
(see Fig. 7), i.e., covering part of the bundle by a metal (electrode) and at-
taching a metal-covered AFM tip to the molecules at a various distances
from the metal electrode along the molecule (see Fig. 12). The conductivity
of a poly(dG)-poly(dC) bundle was measured as a function of length (50–250
nm) and was compared with that of a poly(dA)-poly(dT) bundle. The results
showed a very clear length-dependent conductivity that was about an order
of magnitude larger for the poly(dG)-poly(dC) bundle.

Fig. 12. (a) Schematic illustration of the measurement with a conducting-probe
AFM. (b) Relationship between resistance and DNA length for poly(G)-poly(c)
(dark marks) and for poly(A)-poly(T) (empty marks). The exponential fitting plots
of the data are also shown. (c) Typical I-V curves of poly(dG)-poly(dC), the linear
Ohmic behaviors on L = 100 nm at the repeat measurement of five samples. (d)
Rectifying curves of poly(dG)-poly(dC) at L = 100 nm (from [80], by permission;
c© 2000 by the American Institute of Physics)



432 D. Porath et al.

More recently [84] Kawai’s group investigated the dependence of electri-
cal resistivity of poly(dG)-poly(dC) thin films on humidity. This study was
carried out using AC impedance and DC time dependence measurements
at various humidity levels (40–80% relative humidity). In these experiments
they report strong dependence of the conductivity on the relative humid-
ity, in agreement with the findings of Jo et al. [86]. They also conclude that
ionic conduction through the water layers dominates the total resistivity. In
another study [85] Kawai’s group studied the electrical properties of the con-
tact between a gold-coated AFM tip and networks of 50 bases long oligomers
of poly(dA-dT)-poly(dA-dT) and poly(dG-dC)-poly(dG-dC) that form on a
highly oriented pyrolytic graphite (HOPG) surface. In this study, the resis-
tance of DNA in air was found to be inversely proportional to the contact
area at tip forces between 0 and 50 nN, as seen in Fig. 13. When higher force
was applied a direct contact with the HOPG was established. The resistance
of the DNA networks at 40 nN was found to be 1 to 5 MΩ. They conclude
that in order to utilize DNA in molecular devices, it is necessary to modify
the DNA so as to enable improved conductivity at the interface to the metal
electrode with a lower potential barrier.

One of the interesting measurements among the “bundle experiments”
was done by Rakitin et al. [87]. They compared the conductivity of a λ-
DNA bundle to that of an M-DNA bundle [88–90] (DNA that contains an
additional metal ion in each base-pair, developed by the group of Jeremy
Lee [88–90] from Saskatchewan). The actual measurement was performed
over a physical gap between two metal electrodes in vacuum (see Fig. 14).
Metallic-like behavior was observed for the M-DNA bundle over 15 µm, while
for the λ-DNA bundle a gap of ∼0.5 V in the I-V curve was observed followed
by a rise of the current.

Another measurement that follows the line of the Porath et al. [14] exper-
iment was performed by Yoo et al. [91]. In this experiment, long poly(dG)-
poly(dC) and poly(dA)-poly(dT) molecules were electrostatically trapped be-
tween two planar metal electrodes that were 20 nm apart (see Fig. 15) on a
SiO2 surface, such that a bundle, ∼10 nm wide, was formed. A planar gate
electrode added another dimension to this measurement. The current-voltage
curves showed a clear current flow through the bundle and both temperature
and gate dependencies. The resistivity for the poly(dG)-poly(dC) was calcu-
lated to be 0.025Ωcm.

Very high currents are measured in an experiment reported by Jo et
al. [86], who attempted to measure conductivity of λ-DNA versus the con-
ductivity of poly(dG)-poly(dC) and poly(dA)-poly(dT) in vacuum and under
controlled humidity conditions. They used electrostatic trapping to attach the
molecules to gold electrodes separated by a gap of 150 nm. They present I-V
curves obtained immediately after dropping the solution containing the DNA
samples, after drying the sample and then putting it in a controlled humid-
ity chamber and in vacuum. S-shaped curves (∼1 µA at 1 V) are reported
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(a)

(b)

Fig. 13. Relationship between tip force and the resistance of DNA in the vertical
direction for: (a) poly(dA-dT)-poly(dA-dT) and (b) poly (dG-dC)-poly (dG-dC).
Broken lines show the cureve for DNA. The solid line shows the curve for HOPG
(from [85] by permission, c© 2003 by the publishers of Jpn J Appl Phys)

for all types of DNA at relatively high humidity, which they relate to ionic
charge transport by the H+ ion. Under vacuum the conductivity of poly(dG)-
poly(dC) for a given bias (∼300 nA at 1 V) is found to be three and four
orders of magnitudes larger than that of λ-DNA and poly(dA)-poly(dT), re-
spectively, with a rectifying behavior. The authors relate all the changes in the
curves to the changes in the humidity conditions. No information is provided
regarding the number of molecules that are attached between the electrodes
or independent evidence that DNA only is connecting the electrodes. Since
the molecules are much larger than the gap between the electrodes, it is likely
that bundles are measured in this experiment.

Hwang and co-workers [92] investigated conductivity of thiol-modified
poly(dG)-poly(dC) of 60 base pairs. They adsorbed the dsDNA onto gold
nanoparticles of 20 nm in diameter. These DNA coated nanoparticles were
then dropped onto a 50 nm gap between two gold electrodes, and the I-V of
the system was measured. Hwang et al. report currents of about 100 nA for
1 V bias for this system. The curves are generally gapless with some non-
linearity. The number of parallel molecules bridging the GNPs and the metal
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(a)

Fig. 14. (a) Current-voltage curves measured in vacuum at room temperature on
M-DNA (◦) and B-DNA (•) molecules. The DNA fibers are 15 µm long and the
inter-electrode spacing is 10 µm. In contrast to the B-DNA behavior, M-DNA ex-
hibits no plateau in the I-V curve. The lower inset shows the schematic experimental
layout. The upper inset shows two representative current-voltage curves measured
in vacuum at room temperature on samples of Au-oligomer-B-DNA-oligomer-Au
in series. (b) AFM Image of a M-DNA bundle on the surface of the gold electrode
(scale bar: 1 µm). (c) Cross section made along the white line in (b) using tapping-
mode AFM giving a bundle height of 20–30 nm and width of about 100 nm, which
implies it consists of ∼300 DNA strands (from [87], by permission; c© 2001 by the
American Physical Society)

Fig. 15. (a) SEM image of an Au/Ti nanoelectrode with a 20 nm spacing. Three
electrodes are shown, S and D stand for source and drain. (b) I-V curves measured
at room temperature for various values of the gate voltage (Vgate) for poly(dG)-
poly(dC). The inset of (b) is the schematic diagram of electrode arrangement for
gate dependent transport experiments. (c) Conductance versus inverse temperature
for poly(dA)-poly(dT) and poly(dG)-poly(dC), where the conductance at V = 0
was numerically calculated from the I-V curve (from [91], by permission; c© 2001
by the American Physical Society)

electrodes is, however, not clear but quite large. Therefore, this experiment
may reflect a network behavior.

Heim et al. [93] followed the experimental approach of de Pablo [64] as
well, to examine conductivity in λ-DNA bundles and ropes, and to study
the effects of the underlying solid surface and the electrode contacts on the
DNA and its ability to transport charge. They report high resistivity of DNA
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bundles, in the range of 109 for large bundles (>∼1000 DNA strands) to 1015

for smaller (few hundreds of DNA strands) bundles. This group aimed to re-
duce the flattening effect that the underlying surface has on the DNA height,
by modifying SiO2/Si substrate with self assembled monolayers of various hy-
drophobic/hydrophilic character, and with different end-groups. They formed
and characterized monolayers of octadecyltrichlorosilane (OTS), oct-70-en-1-
trichlorosilane (OETS) and 3-aminopropyltrimethoxysilane (APTMS). They
also covered the SiO2 surface with a spin-casted layer of polystyrene. The
height of single DNA molecules that they measured is still about half of the
expected crystallographic value of 2.4 nm. For OTS, APTMS and polystyrene
the average heights were 1.58, 1.06 and 1.17 respectively. In contrast, Ka-
sumov et al. [76] reported that modification of mica surface with pentylamine
resulted in average height of about 2.4 nm. Both pentylamine and APTMS
present ammonium groups towards the deposited DNA, and are expected to
attract the polyanionic DNA molecules. It is not understood at this stage
why the former resulted in height which is similar to that expected from X-
ray crystallography, while the latter afforded height which is similar to that
obtained on an unmodified surface. In any case, it seems that the underlying
surface may play a crucial role by altering the structure and hence on the
electrical properties of the DNA molecules.

Lei et al. [94] reported high resistivity of λ-DNA network (≥ 1×107Ωcm),
as measured by EFM using a method similar to that of Gómez-Navarro [75].

An experiment on a DNA-based network embedded in a cast film was
done by Okahata et al. already in 1998 [52]. In this pioneering experiment
the DNA molecules were embedded (with side groups) in a polymer matrix
that was stretched between electrodes (see Fig. 16). It was found that the
conductivity parallel to the stretching direction (along the DNA) was ∼4.5
orders of magnitude larger than the perpendicular conductivity.

Measurements on a different type of DNA-based material were reported
by Rinaldi et al. [95–97] (see Fig. 17). In this experiment they deposited a
few layers of deoxyguanosine ribbons in the gap between two planar metal
electrodes, ∼100 nm apart. The current-voltage curves showed a gap followed
by rise of the current beyond a threshold of a few volts. The curves depended
strongly on the concentration of the deoxyguanosine in the solution.

2.3 Conclusions from the Experiments about DNA Conductivity

More and more evidences accumulating from the direct electrical transport
measurements show that it is possible to transport charge carriers along short
single DNA molecules, in bundles of molecules and in networks, although the
conductivity is rather poor. This is consistent with the picture that emerges
from the electron-transfer experiments. However, transport through long sin-
gle DNA molecules (>40 nm) that are attached to the surface is apparently
blocked. It may be due to the surface force field that induces many defects
in the molecules and blocks the current or any additional reason.
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(a) (b)

Fig. 16. (a) Schematic illustration of a flexible, aligned DNA film prepared from
casting organic-soluble DNA-lipid complexes with subsequent uniaxial stretch-
ing. (b). Experimental geometries and measured dark currents for aligned DNA
films (20 × 10mm, thickness 30 ± 5 µm) on comb-type electrodes at 25◦C. In the
dark-current plot, the three curves represent different experimental settings and en-
vironments: (a) DNA strands in the film placed perpendicular to the two electrodes
(scheme in the upper inset) and measured in ambient; (b) the same film as in (a)
measured in a vacuum at 0.1 mmHg; (c) DNA strands in the film placed parallel
to the two electrodes, both in a vacuum and in ambient (from [52], by permission;
c© 1998 by the American Chemical Society)

Therefore, if one indeed wants to use DNA as an electrical molecular wire
in nanodevices, or as a model system for studying electrical transport in a
single one-dimensional molecular wire, then there are a few possible options.
The first is to optimize the contacts by chemical bonding and minimize the
surface-molecule interaction by an “elevation layer” (a pre-designed surface
layer) that will reduce the surface affinity of the DNA molecules and hence
the effect of the surface force field on the attached DNA. In addition it is
possible to enhance the intrinsic conductivity of the DNA by doping, e.g., by
one of the methods that are described in the literature [82, 87–90] (addition
of intercalators, metal ions or O2 etc.). Yet another way could be to use
more exotic structures such as DNA quadruple-helices instead of the double-
stranded structure. Such constructions may offer an improved stiffness and
electronic overlap that would enhance the conductivity of these molecules.

3 Conclusions and Perspectives

Charge migration along DNA molecules has attracted a considerable scientific
interest for over half a century. Results of solution chemistry experiments on
large numbers of short DNA molecules indicated high charge-transfer rates
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Fig. 17. (a) Schematic of the device used in the experiment. (b) SEM image of
the gold nanoelectrodes, fabricated by electron beam lithography and lift-off onto
a SiO2/Si substrate. (c) Schematics of the ribbon-like structure formed by the de-
oxyguanosine molecules connected through hydrogen-bonds. R is a radical contain-
ing the sugar and alkyl chains. (d) AFM micrograph of the ordered deoxyguanosine
film obtained after drying the solution in the gap. Regular arrangement of ribbons
ranges over a distance of about 100 nm. The ribbon width of about 3 nm is con-
sistent with that determined by X-ray measurements. (e) I-V characteristics of the
device (from [95], by permission; c© 2001 by the American Institute of Physics)

between a donor and an acceptor located at distant molecular sites. This, to-
gether with the extraordinary molecular recognition properties of the double
helix and the hope to realize the bottom-up assembly of molecular electronic
devices and circuits using DNA molecules, have triggered a series of direct
electrical transport measurements through DNA. In this chapter we provided
a comprehensive review of these measurements.

After the appearance of some initial controversial reports on the conduc-
tance of DNA devices, recent results seem to indicate that native DNA does
not possess the electronic features desirable for a good molecular electronic
building block, although it can still serve as a template for other conducting
materials [12, 13, 98]. Particularly, it is found that short DNA molecules are
capable of transporting charge carriers, and so are bundles and DNA-based
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networks. However, electrical transport through long single DNA molecules
that are attached to surfaces is blocked, possibly due to the attachment to
the surface.

In a molecular electronics perspective, however, the fascinating program
of further using the “smart” self-assembly capabilities of the DNA to real-
ize complex electronic architectures at the molecular scale remains open for
further investigation. To enhance the conductive properties of DNA-based
devices there have been already interesting proposals for structural manipu-
lation. These include intrinsic doping by metal-ions incorporated into the
double helix (such as M-DNA [87–90, 99, 100], exotic structures like G4-
DNA [101,102], along with the synthesis of other novel helical structures.

A last comment is due on needs for progress in the investigation tools.
Further development in the study of potential DNA nanowires requires the
advancement of synthesis procedures for the structural modifications, and
an extensive effort in X-ray and NMR characterization. Concerning direct
conductivity measurements, techniques for deposition of the molecules onto
inorganic substrates and between electrodes must be optimized. Moreover,
the experimental settings and contacts must be controlled to a high degree
of accuracy in order to attain an uncontroversial interpretation and high re-
producibility of the data. On the theoretical side, a significant breakthrough
might be the combination of mesoscopic theories for the study of quantum
conductance and first-principle electronic structure calculations, suitable for
applications to the complex molecules and device configurations of inter-
est. Given this background, we believe that there is still plenty of room to
shed light onto the appealing issue of charge mobility in DNA, for both the
scientific interest in conduction through one-dimensional polymers and the
nanotechnological applications. The high interdisciplinary content of such a
research manifesto will necessarily imply a crossing of the traditional borders
separating solid-state physics, chemistry and biological physics.
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Abstract. This chapter is a brief review of the recent work on various aspects of
the prospective hybrid semiconductor/nanowire/molecular (“CMOL”) integrated
circuits. The basic idea of such circuits is to combine the advantages of the cur-
rently dominating CMOS technology (including its flexibility and high fabrication
yield) with those of molecular devices with nanometer-scale footprint. Two-terminal
molecular devices would be self-assembled on a pre-fabricated nanowire crossbar
fabric, enabling very high function density at acceptable fabrication costs. Prelimi-
nary estimates show that the density of active devices in CMOL circuits may be as
high as 1012 cm−2 and that they may provide an unparalleled information process-
ing performance, up to 1020 operations per cm2 per second, at manageable power
consumption. However, CMOL technology imposes substantial requirements (most
importantly, that of high defect tolerance) on circuit architectures. In the view of
these restrictions, the most straightforward application of CMOL circuits is terabit-
scale memories, in which powerful bad-bit-exclusion and error-correction techniques
may be used to boost the defect tolerance. The implementation of Boolean logic
circuits is more problematic, though our preliminary results for reconfigurable, uni-
form FPGA-like CMOL circuits look very encouraging. Finally, CMOL technology
seems to be uniquely suitable for the implementation of the “CrossNet” family of
neuromorphic networks for advanced information processing including, at least, pat-
tern recognition and classification, and quite possibly much more intelligent tasks.
We believe that these application prospects justify a large-scale research and devel-
opment effort focused on the main challenge of the field, the high-yield self-assembly
of molecular devices.

1 Introduction

The recent spectacular advances in molecular electronics (for reviews see, e.g.,
1–3 and other chapters of this collection), and especially the experimental
demonstration of molecular single-electron transistor by several groups [4–8]
give hope for the practical introduction, within the next 10 to 20 years, of
the first integrated circuits with active single- or few-molecule devices.

This long-expected breakthrough could not have arrived more timely. In-
deed, the recent results [9,10] indicate that the current VLSI paradigm, based
on a combination of lithographic patterning, CMOS circuits, and Boolean
logic, can hardly be extended into a-few-nm region. The main reason is that
at gate length below 10 nm, the sensitivity of parameters (most importantly,
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the gate voltage threshold) of silicon field-effect transistors (MOSFETs) to in-
evitable fabrication spreads grows exponentially. As a result, the gate length
should be controlled with a few-angstrom accuracy, far beyond even the long-
term projections of the semiconductor industry [11]. Even if such accuracy
could be technically implemented using sophisticated patterning technolo-
gies, this would send the fabrication facilities costs (growing exponentially
even now) skyrocketing, and lead to the end of Moore’s Law some time dur-
ing the next decade.

The main alternative nanodevice concept, single-electronics [10,12], offers
some potential advantages over CMOS, including a broader choice of possi-
ble materials. Unfortunately, for room-temperature operation the minimum
features of these devices (single-electron islands) should be below ∼1 nm [12].
Since the relative accuracy of their definition has to be between 10 and 20%,
the absolute fabrication accuracy should be of the order of 0.1 nm, again far
too small for the current and realistically envisioned lithographic techniques.

This is why there is a rapidly growing consensus that the impending crisis
of the microelectronics progress may be resolved only by a radical paradigm
shift from the lithography-based fabrication to the “bottom-up” approach.
In the latter approach, the smallest active devices should be formed in a
special way ensuring their fundamental reproducibility. The most straight-
forward example of such device is a specially designed and chemically syn-
thesized molecule comprising of a few hundreds of atoms, including the func-
tional parts (e.g., acceptor groups working as single-electron islands and short
fragments of non-conducting groups as tunnel junctions [4–8]), the groups
enabling chemically-directed self-assembly of the molecule on prefabricated
electrodes (e.g., thiol or isocyanide groups [1–8]), and very probably some
additional groups ensuring sufficient rigidity and stability of the molecule at
room temperature.

Unfortunately, integrated circuits consisting of molecular devices alone
are hardly viable, because of limited device functionality. For example, the
voltage gain of a 1-nm-scale transistor, based on any known physical effect
(e.g., the field effect, quantum interference, or single-electron charging), can
hardly exceed one, i.e. the level necessary for sustaining the operation of vir-
tually any active analog or digital circuit.1 This is why we believe that the

1The very recent suggestion [13] to replace transistors with the so-called Goto
pairs of two-terminal latching switches in crossbar circuits runs into several prob-
lems, most importantly the relation between the retention time and switching speed.
In order to be useful for most electronics applications, the latches should be switched
very fast (in a few picoseconds in order to compete with advanced MOSFETs), but
retain their internal state for the time necessary to complete the calculation (ideally,
for a few years, though several hours may be acceptable in some cases). This means
that the change of the applied voltage by the factor of two (the difference between
the fully selected and semi-selected crosspoints of a crossbar) should change the
switching rate by at least 16 orders of magnitude. However, even the most favor-
able physical process we are aware of (the quantum-mechanical tunneling through
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only plausible way toward high-performance nanoelectronic circuits is to inte-
grate molecular devices, and the connecting nanowires, with CMOS circuits
whose (relatively large) field-effect transistors would provide the necessary
additional functionality, in particular high voltage gain.

Recently, several specific proposals of such circuits were published and
several groups made initial steps toward the experimental implementation
of semiconductor-molecular hybrids [15–17]. (Detailed reviews of this, and
some other previous work on molecular electronics circuitry may be found
in [18, 19]) The goal of this chapter is to review the recent work in one
promising direction toward hybrid semiconductor-molecular electronics, the
so-called CMOL approach. We will start from a discussion (in Sects. 2 and 3)
of the hardware aspects of this concept. The remainder of the chapter is de-
voted to a discussion of possible architectures and applications of the CMOL
circuits. Section 4 describes the results of our recent analysis of their most
straightforward application, digital memories. In Sect. 5 we discuss the sit-
uation with possible CMOL logic circuits. One more promising direction of
CMOL work, toward mixed-signal neuromorphic networks, is reviewed in
Sect. 6. Finally, in the Conclusion (Sect. 7) we briefly summarize the results
of our discussion.

2 Devices

The first critical issue in the development of semiconductor/molecular hybrids
is making a proper choice in the trade-off between molecule simplicity and
functionality. On one hand, simple molecules (like the octanedithiols [20]),
which may provide nonlinear but monotonic I − V curves with no hysteresis
(i.e. no internal memory), are hardly sufficient for highly functional integrated
circuits, because a semiconductor memory subsystem would hardly be able
to store enough data for processing by more numerous molecular devices.
On the other hand, a very complex molecule (like a long DNA strand [21])
may have numerous configurations that can be, as a matter of principle, used
for information storage. However, such molecules are typically very “soft”,
so that thermal fluctuations at room temperature (that is probably the only
option for broad electronics applications) may lead to uncontrollable switches
between their internal states, making reliable information storage and usage
difficult, if not totally impossible.

This is why we believe that relatively short and rigid molecules (with
the number of atoms of the order of one hundred), having two (or a few)
metastable internal states, are probably the best choice for the initial devel-
opment of molecular electronics. Our own best choice is the binary “latching

high-quality dielectric layers like the thermally-grown SiO2) may only produce, at
these conditions, the rate changes below 10 orders of magnitude, even if uncom-
fortably high voltages of the order of 12 V are used [14].
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switch”, i.e. a two-terminal, bistable device with I − V curves of the type
shown in Fig. 1a.2 Such switch may be readily implemented, for example,
as a combination of two single-electron devices: a “transistor” and a “trap”
(Fig. 1b).3 If the applied drain-to-source voltage V = Vd − Vs is low, the
trap island in equilibrium has no extra electrons (n = 0), and its net elec-
tric charge Q = −ne is zero. As a result, the transistor is in the virtually
closed (OFF) state, and source and drain are essentially disconnected. If V
is increased beyond a certain threshold value V+, its electrostatic effect on
the trap island potential (via capacitance Cs) leads to tunneling of an addi-
tional electron into the trap island: n→ 1. This change of trap charge affects,
through the coupling capacitance Cc, the potential of the transistor island,
and suppresses the Coulomb blockade threshold to a value well below V+. As
a result, the transistor, whose tunnel barriers should be thinner than that
of the trap, is turned into ON state in which the device connects the source
and drain with a finite resistance R0. (Thus, the trap island plays the role
similar to that of the floating gate in the usual nonvolatile semiconductor
memories [14].) If the applied voltage stays above V+, this connected state is
sustained indefinitely; however, if V remains low for a long time, the thermal
fluctuations will eventually kick the trapped electron out, and the transistor
will get closed, disconnecting the electrodes. This ON → OFF switching may
be forced to happen much faster by making the applied voltage V sufficiently
negative, V ≈ V−.4

Figure 1c shows a possible molecular implementation of the device shown
in Fig. 1b. Here two different diimide acceptor groups play the role of single-
electron islands, while short oligo-ethynylenephenylene (OPE) chains are used
as tunnel barriers. The chains are terminated by isocyanide-group “clamps”
(“alligator clips”) that should enable self-assembly of the molecule across a
gap between two metallic electrodes.

This immediately brings us to possibly the most important challenge
faced by the development of VLSI molecular electronics, the reproducible
self-assembly of the molecules on prefabricated electrodes. To the best of our
knowledge, no group has yet succeeded to achieve acceptable yield of such
process even for single devices. Moreover, even successful (conducting) sam-
ples differ by the current scale and sometimes the general shape of their I−V
curves. This is not entirely surprising, because the used clamp groups (like
those shown in Fig. 1c) can hardly ensure a unique position of the molecule

2Multi-terminal devices would be immeasurably more complex for the
chemically-directed self-assembly.

3Low-temperature prototypes of this device have been implemented and suc-
cessfully tested experimentally, with electron trapping times beyond 12 hours [22].

4A virtually similar functionality may be achieved using configurational changes
of specially selected molecules [13,23,24], however, such molecules are rather com-
plex, and their switching may be too slow for most applications.
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Fig. 1. Two-terminal latching switch: (a) I − V curve (schematically), (b) single-
electron device schematics [25], and (c) a possible molecular implementation of the
device (courtesy A. Mayr)

relative to the electrodes, and hence a unique structure and transport prop-
erties of molecular-to-electrode interfaces.

One possible way toward high self-assembly yield is the chemical synthe-
sis of molecules including relatively large “floating electrodes” (large acceptor
groups or metallic clusters – see Fig. 2). If the characteristic internal resis-
tance R0 of such a molecule is much higher than the range of possible values
of molecule/electrode resistances Ri, and the floating electrode capacitances
are much higher than those of the internal single-electron islands, then the
transport through the system will be determined by R0 and hence be repro-
ducible.5

Another possible way toward high yield is to form a self-assembled mono-
layer (SAM) on the surface of the lower nanowire level, and only than deposit
and pattern the top layer. Such approach has already given rather repro-
ducible results (in the nanopore geometry) for simple, short molecules [20].
The apparent problem here is that each crosspoint would have several parallel
devices even if the nanowire width is scaled down to a few nanometers, and

5Actually, this approach to interfaces is very much parallel to that accepted de
facto in semiconductor electronics. Indeed, despite decades of research, properties
of silicon-to-metal interfaces (in particular, the Fermi level pinning due to surface
traps) are still neither completely understood nor fully predictable. This is why in
most semiconductor circuit technologies, metal-semiconductor junctions are used
only as passive Ohmic contacts, while active devices are built around much better
explored p − n junctions formed inside the semiconductor.
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Fig. 2. A molecule with “floating electrodes” (a) before and (b) after its self-
assembly on “real electrodes”, e.g., metallic nanowires (schematically)

this number may not be somewhat different from crosspoint to crosspoint.
However, all circuits discussed below can function properly even in this case.

The potentially enormous density of molecular devices can hardly be used
without individual contacts to each of them. This is why the fabrication of
wires with nanometer-scale cross-section is another central problem of molec-
ular microelectronics. The currently available photolithography methods, and
even their rationally envisioned extensions, will hardly be able to provide
such resolution. Several alternative techniques, like the direct e-beam writing
and scanning-probe manipulation can provide a nm-scale resolution, but their
throughput is forbiddingly low for VLSI fabrication. Self-growing nanometer-
scale-wide structures like carbon nanotubes or semiconductor nanowires can
hardly be used to solve the wiring problem, mostly because these structures
(in contrast with the specially synthesized molecules that have been discussed
above) do not have means for reliable placement on the lower integrated cir-
cuit layers with the necessary (a-few-nm) accuracy. Fortunately, there are
several new patterning methods, notably nanoimprint [26] and interference
lithography [27], which may provide much higher resolution (in future, down
to a few nanometers) than the standard photolithography.

3 Circuits

These novel patterning technologies cannot be used, however, for the fabrica-
tion of arbitrary integrated circuits, in particular because they lack adequate
layer alignment accuracy. This means that the nanowire layers should not
require precise alignment with each other and with the CMOS subsystem.
While the former requirement may be readily satisfied by using the “crossbar”
nanowire structure (i.e., two layers of similar wires perpendicular to those
of the other layer), the solution of the latter problem (CMOS-to-nanowire
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interface) is much harder. In fact, the interface should enable the CMOS
subsystem, with a relatively crude device pitch 2βFCMOS (where β ∼ 1 is
the ratio of the CMOS cell size to the wiring period), to address each wire
separated from the next neighbors by a much smaller distance Fnano.

Several solutions to this problem, which had been suggested earlier, seem
either unrealistic, or inefficient, or both. In particular, the interface based on
statistical formation of semiconductor-nanowire field-effect transistors gated
by CMOS wires [28, 29] can only provide a limited (address-decoding-type)
connectivity. In addition, the resistivity of semiconductor nanowires would
be too high for high-performance hybrid circuits. Even more importantly,
the technology of ordering chemically synthesized semiconductor nanowires
into highly ordered parallel arrays has not been developed, and the authors
of this review are not aware of any promising idea that may allow such
assembly.

A more interesting approach was discussed in [30](see also [18]). It is based
on cutting the ends of nanowires of a parallel-wire array, along a line that
forms a small angle α = arctan(Fnano/FCMOS) with the wire direction. As a
result of the cut, the ends of adjacent nanowires stick out by distances (along
the wire direction) differing by 2FCMOS, and may be contacted individually
by the similarly cut CMOS wires. Unfortunately, the latter (CMOS) cut has
to be precisely aligned with the former (nanowire) one, and it is not clear from
[30] how exactly such a feat might be accomplished using available patterning
techniques.

Figure 3 shows our approach to the interface problem. (We call such
circuits CMOL, standing for CMOS/nanowire/MOLecular hybrids.) The dif-
ference between the CMOL approach (based on earlier work on the so-called
“InBar” networks [31, 32]), and the suggestion discussed above [30] is that
in CMOL the CMOS-to-nanowire interface is provided by pins distributed
all over the circuit area.6 In the generic CMOL circuit (Fig. 3), pins of each
type (contacting the bottom and top nanowire levels) are located on a square
lattice of period 2βFCMOS. Relative to these arrays, the nanowire crossbar is
turned by a (typically, small) angle α which satisfies two conditions (Fig. 3b):

sinα = Fnano/βFCMOS , (1)

cosα = rFnano/βFCMOS , (2)

where r is a (typically, large) integer. Such tilt ensures that a shift by one
nanowire (e.g., from the second wire from the left to the third one in Fig. 3c)
corresponds to the shift from one interface pin to the next one (in the next
row of similar pins), while a shift by r nanowires leads to the next pin in
the same row. This trick enables individual addressing of each nanowire even
at Fnano � βFCMOS. For example, the selection of CMOS cells 1 and 2

6Such sharp-pointed pins may be fabricated similarly to the tips used in field-
emission arrays – see, e.g., [33].
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Fig. 3. The generic CMOL circuit: (a) a schematic side view; (b) a schematic top
view showing the idea of addressing a particular nanodevice via a pair of CMOS cells
and interface pins, and (c) a zoom-in top view on the circuit near several adjacent
interface pins. On panel (b), only the activated CMOS lines and nanowires are
shown, while panel (c) shows only two devices. (In reality, similar nanodevices are
formed at all nanowire crosspoints.) Also disguised on panel (c) are CMOS cells
and wiring

(Fig. 3c) enables contacts to the nanowires leading to the left one of the
two nanodevices shown on that panel. Now, if we keep selecting cell 1, and
instead of cell 2 select cell 2’ (using the next CMOS wiring row), we contact
the nanowires going to the right nanodevice instead.
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It is also clear that if all the nanowires and molecular devices are simi-
lar to each other (the assumption that will be accepted in all the following
discussion), a shift of the nanowire/molecular subsystem by one nanowiring
pitch with respect to the CMOS base does not affect the circuit properties.
Moreover, a straightforward analysis of Fig. 3c shows that at an optimal
shape of the interface pins, even a complete lack of alignment of these two
subsystems leads to a circuit yield loss about 75%. Such loss may be ac-
ceptable, taking into account that the cost of the nanosystem fabrication,
including the chemically-directed assembly of molecular devices (e.g., from
solution [1–3, 34]) may be rather low, especially in the context of an unpar-
alleled density of active devices in CMOL circuits. In fact, the only evident
physical limitation of the density is the quantum-mechanical tunneling be-
tween parallel nanowires. Simple estimates show that the tunneling current
becomes substantial at the distance between the wires Fnano ≈ 1.5 nm. Even
by accepting a more conservative value of 3 nm, we get the device density
n = 1/(2Fnano)2 above 1012 cm−2, i.e. at least three orders of magnitude
higher than any purely CMOS circuit ever tested.

4 CMOL Memories

The similarity of all molecular devices, that seems necessary for the simplic-
ity of CMOL circuit fabrication, imposes substantial restrictions on architec-
tures and hence possible applications of the circuits. An even more essen-
tial restriction comes from the anticipated finite yield of chemically-directed
self-assembly of molecular devices, that will hardly ever reach 100%. As a re-
sult, all practical CMOL architectures should be substantially defect-tolerant.
This tolerance may be most simply implemented in embedded memories and
stand-alone memory chips, with their simple matrix structure. In such mem-
ories, each molecular device (for example the single-electron latching switch –
see Fig. 1) would play the role of a single-bit memory cell, while the CMOS
subsystem may be used for coding, decoding, line driving, sensing, and in-
put/output functions.7

7It may seem that a large problem in such memories is the necessity for the
latching switches to combine a sufficient retention time and write/erase speed (see
Footnote 1 in the Introduction). However, in memories the speed requirements may
be substantially relaxed: a-few-microsecond write/erase time may be acceptable for
some, and a-few-nanosecond time, for most applications. Moreover, the periodic
memory refresh (similar to that used in the present-day DRAM) may allow to use
cells with retention time as low as a few seconds. Hence, the switching speed ratio (at
the doubling of applied voltage) should be from about 5 to 9 orders of magnitude.
The former requirement may be easy to satisfy, while the latter challenge may
possibly be met using single-electron trap barriers with an appropriate structure
[35].
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We have carried out [36] a detailed analysis of such memories, includ-
ing the application of two major techniques for increasing their defect tol-
erance: the memory matrix reconfiguration (the replacement of several rows
and columns, with the largest number of bad memory cells, for spare lines),
and error correction (based on the Hamming codes). Figure 4 shows the top
structure of the CMOL memory, accepted at that analysis. It is essentially
a matrix of L memory blocks, each block in turn being a rectangular array
of (n + a) × (m + b) memory cells. Here a and b are the numbers of spare
rows and columns, respectively, while n ×m is the final block size after the
reconfiguration. (With the account of error correction, the total number of
useful bits in the memory is slightly below the product n × m × L.) A p-
bit word addressed at each particular time step is distributed over p blocks.
Each of these bits has the same external word and bit addresses in its block,
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block address decoders allow to send the cell row and column addresses to a single
row of blocks. The cell addresses are then processed by decoders of each block
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though due to the internal line re-routing during the initial reconfiguration
process (see below), the real physical location of the used memory cell may
be different in each block.

Each block is a CMOL matrix, so that at each elementary operation, the
block decoders address two vertical and two horizontal lines implemented in
the CMOS layers of the circuit, thus selecting a pair of CMOS cells (Fig. 3b).
Each cell has a simple “relay” structure (using either one or two pass tran-
sistors [36]) and connects one of CMOS-level wires leading to the cell to the
corresponding nanowire. As has been explained in Sect. 3 above, this allows
the four cell address decoders of each block to reach each memory cell, even
if the cell density is much higher than 1/(FCMOS)2.

We have started our analysis with the calculation of the block yield y
and the full memory yield Y for several combinations of various reconfigu-
ration techniques with Hamming code error correction (assuming so far only
one type of defects: the absence of molecular devices at certain crosspoints,
formally equivalent to the “stuck-on-open” faults). Figure 5 shows typical
results of such calculation for the following cases:

(i) no reconfiguration, no error correction;
(ii) simple “Repair Most” reconfiguration algorithm, in which a worst rows

of the array (with the largest number of bad bits) are excluded first, and
b worst columns of the remaining matrix next; and

(iii) upper bound for the best possible, but exponentially complex “Exhaus-
tive Search” reconfiguration.

The figure shows that the array reconfiguration (“repair”) may improve
the yield rather dramatically, while the difference between the two repair
methods is not too large, especially if the number of redundant lines is not
too high – below, or of the order of the final memory size. (The difference is
somewhat larger if the array reconfiguration is used together with the error
correction.)

Our next step was to use the yield calculation results to evaluate the ad-
ditional memory area necessary to achieve a certain fixed yield, as a function
of the memory parameters, in particular the block size (at fixed total memory
size). The area is contributed by spare lines necessary for the array configura-
tion, additional parity bits necessary for the Hamming-code error correction,
and CMOS components including the decoders, drivers, sense amplifiers and
a relatively small CMOS-based memory storing the reconfiguration results.

Figure 6 shows a typical result for the total chip area (per useful bit) as
a function of the linear size n of the block. At small n, the area per bit grows
because of the contribution of the peripheral CMOS circuits (mostly, the cell
address decoders), while at large n it grows because the necessary number
of redundant array lines becomes too large. As a result, there always exist a
certain block size (and hence the number of blocks in the full memory) that
minimizes the area.
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Figure 7 shows this optimized area per bit as a function of the molecular
device yield, for two values of the FCMOS/Fnano ratio and two defect toler-
ance boost techniques. (Results for purely CMOS memories are also shown
for comparison.) The results show that the array reconfiguration, especially
applied in synergy with error correction, can increase the memory defect tol-
erance very substantially, however, the single bit yield still has to be close to
100%. For example, in a realistic case FCMOS/Fnano = 10, the hybrid memo-
ries can overcome a perfect CMOS memory only if the fraction of bad bits is
below ∼15%, even using the Exhaustive Search algorithm of bad bits exclu-
sion, which may require an impracticably long time. For the simple and fast
Repair Most algorithm, the bad bit fraction should be reduced to ∼ 2%. If one
wants to obtain an order-of-magnitude density advantage from the transfer
to hybrid memories (such a goal seems natural for the introduction of a novel
technology), the numbers given above should be reduced to approximately
2% and 0.1%, respectively.

These results for the required single device yield do not look overly opti-
mistic,8 but this should not obscure the fact that when this threshold has been
achieved, extremely impressive memories will become available. For example,

8Our plans are to look for different CMOL memory architectures with a com-
parable density, but better fault tolerance.
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the normalized cell area a ≡ A/N(FCMOS)2 = 0.4 (Fig. 7) at FCMOS = 32 nm
means that a memory chip of a reasonable size (2 × 2 cm2) can store about
1 terabit of data – crudely, one hundred Encyclopedia Britannica’s.9

5 CMOL FPGA: Boolean Logic Circuits

The situation with digital (Boolean) logic is even more complex. In the
usual custom logic circuits the location of a defective gate from outside is
hardly possible, while spreading around additional logic gates (e.g., provid-
ing von Neumann’s majority multiplexing [37]) for error detection and cor-
rection becomes very inefficient for fairly low fraction q of defective devices.
For example, even the recently improved von Neumann’s scheme requires a
10-fold redundancy for q as low as ∼10−5 and a 100-fold redundancy for
q ≈ 3 × 10−3 [38].

This is why the most significant previously published proposals for the
implementation of logic circuits using CMOL-like hybrid structures had
been based on reconfigurable regular structures like the field-programmable
gate arrays (FPGA).10 Before our recent work, two FPGA varieties had

9Comparable densities may be achieved in prospective magnetic and electrosta-
tic data storage systems [10], however, in contrast with random access memories
they do not allow a virtually instant (nanosecond-scale) access to every data bit.

10See [18,40] for their detailed reviews.
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been analyzed, one based on look-up tables (LUT) and another one using
programmable-logic arrays (PLA).

In the former case, all possible values of an m-bit Boolean function of
n binary operands are kept in m memory arrays, of size 2n × 1 each. (For
m = 1, and some representative applications the best resource utilization is
achieved with n close to 4 [39], while the famous reconfigurable computer
Teramac [40] is using LUT blocks with n = 6 and m = 2.) The main problem
with this approach is that the memory arrays of the LUTs based on realistic
molecular devices cannot provide address decoding and output signal sensing
(recovery). This means that those functions should be implemented in the
CMOS subsystem, and the corresponding overhead may be estimated using
our results discussed in the previous section. In particular, Fig. 6 shows that
for a memory with 26 × 2 bits, performing the function of a Teramac’s LUT
block, and for a realistic ratio FCMOS/Fnano = 10 the area overhead would
be above four orders of magnitude (!), and would even loose the density (and
hence performance) competition to a purely-CMOS circuit performing the
same function.11

The PLA approach is based on the fact that an arbitrary Boolean function
can be re-written in the canonical form, i.e. in the two-level logical represen-
tation. As a result, it may be implemented as a connection of two crossbar
arrays, for example one performing the AND, and another the OR func-
tion [18]. The first problem with the application of this approach to the
CMOS/molecular hybrids is the same as in the case of LUT’s: the optimum
size of the PLA crossbars is finite, and typically small [42], so that the CMOS
overhead is extremely large. Moreover, any PLA logic built with diode-like
molecular devices faces an additional problem of high power consumption. In
contrast with LUT arrays, where it is possible to have current only through
one molecular device at a time, in PLA arrays the fraction of open devices is of
the order of one half [18]. Let us estimate the static power dissipated by such
an array. The specific capacitance of a wire in an integrated circuit is always of
the order of 2×10−10 F/m.12 With Fnano = 3 nm, this number shows that in
order to make the RC time constant of the nanowire below than, or of the or-
der of the logic delay in modern CMOS circuits (∼10−10s), the ON resistance
R0 of a molecular device has to be below ∼ 7× 107 ohms. For reliable opera-
tion of single-electron transistor (and apparently any other active electronic
nanodevice) at temperature T , the scale V0 of voltage V = Vs − Vd across
it has to be at least 10 kBT [10]. For room temperature this gives V0 > 0.25

11Increasing the memory array size to the optimum shown in Fig. 6 is not an
option, because the LUT performance scales (approximately) only as a log of its
capacity [41].

12For example, for a simple geometric model of the nanowire crossbar, in which
both the width and the thickness of the wire, and both the vertical and the horizon-
tal distances between the nanowires are all equal to Fnano, the specific capacitance
is close to C ≈ 0.48 × 10−10ε [F/m], where ε is the relative dielectric constant of
the insulating environment (3.9 for SiO2) [36].
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Volt, so that static power dissipation per one open device, P0 = V0
2/R0 is

close to 10 nW. With the open device density of 0.5/(2Fnano)2 ≈ 1012 cm−2,
this creates a power dissipation density of at least 10 kW/cm2, much higher
than the current and prospective technologies allow to manage [11].

As a matter of principle, power consumption may be reduced by using
dynamic logic, but this approach requires more complex nanodevices. For
example, [42, 43] describe a dynamic-mode PLA-like structure using several
types of molecular-scale devices, most importantly including field-effect tran-
sistors formed at crosspoints of two nanowires. In such transistor, one (semi-
conductor) nanowire would serve as a drain/channel/source structure, while
the perpendicular nanowire would play the role of the gate. Unfortunately,
such circuits would fail because of the same fundamental physical reason that
provides the fundamental limitation the Moore’s Law (see the Introduction):
any semiconductor MOSFET with a-few-nm-long channel is irreproducible
because of exponential dependence of the threshold voltage on the transistor
dimensions [45].

Recently, we suggested [46, 47] an alternative approach to Boolean logic
circuits based on CMOL concept, that is close to the so-called cell-based
FPGA [48]. In this approach (Fig. 8a, b), an elementary CMOS cell includes
two pass transistors and an inverter, and is connected to the nanowire/ mole-
cular subsystem via two pins.13 During the configuration process the inverters
are turned off, and the pass transistors may be used for setting the binary
state of each molecular device, just like described above for CMOL memory.
Each pin of a CMOS cell can be connected through a nanowire-nanodevice-
nanowire link to each of M ≡ 2r2 − 2r− 1 other cells within a square-shaped
“connectivity domain” around the pin (painted light-gray in Fig. 8a). Fig-
ure 8c shows how such fabric may be configured for the implementation of a
fan-in-two NOR gate. This is already sufficient to implement any logic func-
tion (see, e.g., Fig. 9), though gates with larger fan-in and fan-out are clearly
possible.

Note that during the circuit operation the switching latches should not
change their state, working just either as diodes if they are in the ON state
or open circuits with some (parasitic) high resistance if they are turned OFF
(Fig. 1a). This is why the switching speed to retention time requirement (see
Footnote 1) is relaxed even more than in CMOL memories: while the reten-
tion time should be long (at least a few hours, better a few years), the pro-
gramming time as long as a few seconds may be acceptable, because the
programming of the whole circuit requires just ∼M sequential steps.

Generally, there may be many different algorithms to reconfigure the
CMOL FPGA structure around known defects, including quasi-optimal,

13For convenience of signal input and output, the nanowire crossbar is turned by
additional 45◦ in comparison with the generic CMOL (Fig. 3), so that (1), (2) now
take the form sin α = (r − 1)Fnano/βFCMOS, cos α = rFnano/βFCMOS. Also note
the breaks in each nanowire in the middle of its contacts with the interface pins.
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Fig. 9. (a) The 32-bit Kogge-Stone adder and (b) its single (16th) bit slice imple-
mented with NOR gates only

exhaustive-search options which are impracticable, because the resources
required for their implementation are exponential in circuit size. We have
developed a simple approach, linear in M , in which the CMOL FPGA con-
figuration is carried out in two stages. First, the desired circuit is mapped
on the apparently perfect (defect-free) CMOL fabric.14 At the second stage,
the circuit is reconfigured around defective components using a simple algo-
rithm [46,47].

Our Monte Carlo simulation (again, so far only for the “no-assembly”-
type defects) has shown that even this simple configuration procedure may

14We have found it highly beneficial, from the view of defect tolerance, to confine
the cell connections to a smaller square shaped domain of M ′ ≡ 2r′2 − 2r′ − 1 cells,
with r′ slightly below the maximum connectivity radius r.
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Fig. 10. Mapping of the 32-bit Kogge-Stone adder on CMOL FPGA fabric: (a)
the initial cell map, (b) the corresponding initial map of cell connections, and (c)
a typical connection map after a successful reconfiguration of the circuit around
as many as 50% of randomly located bad nanodevices. Gates of the 16th bit slice
(Fig. 9) are painted yellow
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ensure very high defect tolerance. For example, Fig. 10c shows that the re-
configuration of a simple logic circuit, the 32-bit Kogge-Stone adder [49],
mapped on the CMOL fabric with realistic values of parameters r = 12 and
r′ = 10, may allow to make fully functional a system with as many as 50%
of missing nanodevices. Under a more strict requirement of the 99% circuit
yield (sufficient for a 90% yield of properly organized VLSI chips), the defect
tolerance of this circuit is about 22%, while that of another key circuit, a
fully-connected 64-bit crossbar switch, is about 25%. These impressive re-
sults may be explained by the fact that each CMOS cell is served by M � 1
nanodevices used mostly for reconfiguration.

It is especially important that CMOL FPGA circuits may combine such
high defect tolerance with high density and performance, at acceptable power
consumption. Indeed, approximate estimates have shown [46, 47] that for
the power of 200 W/cm2 (planned by the ITRS for the long-term CMOS
technology nodes [11]), an optimization of the power supply voltage VDD may
bring the logic delay of the 32-bit Kogge-Stone adder down to just 1.9 ns, at
the total area of 110 µm2, i.e. provide an area-delay product of 150 ns-µm2,
for realistic values FCMOS = 32 nm and Fnano = 8 nm (Fig. 11c). This result
should be compared with the estimated 70,000 ns-µm2 (with 1.7 ns delay and
39,000 µm2 area) for a fully CMOS FPGA implementation of the same circuit
(with the same FCMOS = 32 nm).

A more detailed evaluation of the CMOL FPGA concept would require
the simulation of a substantial number of various functional units and other
circuits necessary for digital signal processing and/or general-purpose com-
puting. (This work will probably require, in turn, the development of new,
or a modification of existing CAD tools.) Eventually, CMOL FPGA systems
should be evaluated on the generally accepted computing benchmarks. How-
ever, we believe that even the preliminary estimates described above give a
strong evidence that this approach may far outperform CMOS FPGAs in
virtually all areas of their application.

The comparison between CMOL FPGA and custom CMOS chips is a
more complex issue.15 Indeed, in the sample circuits explored so far, each
CMOS cell is using just a few latching switches for actual operation. As
we have seen, this gives a spectacular defect tolerance, but provides only
a limited increase in the function density. However, nothing in our CMOL
design prevents using gates with much higher fan-in, for which the function
density will be substantially improved, hopefully with only a modest sacrifice
of the defect tolerance. A quantitative study of this opportunity is one of our
immediate goals.

15If we leave alone the fact that the FPGA approach allows to bypass the current
bottleneck of VLSI chip design, i.e. design productivity, which is one of the major
problems of microelectronics [11].
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6 CMOL CrossNets: Neuromorphic Networks

The requirement of high defect tolerance gives an incentive to consider CMOL
implementation of alternative information processing architectures, in partic-
ular analog or mixed-signal neuromorphic networks (see, e.g., [50]), because
such networks are by their structure deeply parallel and hence inherently
defect-tolerant. An additional motivation for using neuromorphic networks
comes from the following comparison of the performance of the biological
neural systems and present-day Boolean-logic computers in one of the ba-
sic advanced information processing tasks: image recognition (more strictly
speaking, classification [50]). A mammal’s brain recognizes a complex vi-
sual image, with high fidelity, in approximately 100 milliseconds. Since the
elementary process of neural cell-to-cell communication in the brain takes
approximately 10 milliseconds, this means that the recognition is completed
in just a few “clock ticks”. In contrast, the fastest modern microprocessors
performing digital number crunching at a clock frequency of a few GHz and
running the best commercially available code, would require many minutes
(i.e., of the order of 1012 clock periods) for an inferior classification of a sim-
ilar image. The contrast is very striking indeed, and serves as a motivation
for the whole field of artificial “neural networks”.

Presently, these networks are mostly just a concept for writing software
codes that are implemented on usual digital computers. Unfortunately, the
high expectations typical for the neural network’s “heroic period” (from
the late 1980s to the early 1990s) have not fully materialized, in particu-
lar because the computer resources limit the number of neural cells to a few
hundreds, insufficient for performing really advanced, intelligent information
processing tasks. The advent of hybrid CMOL circuits may change the situ-
ation.

Recently, our group suggested [31,32] a new family of neuromorphic net-
work architectures, Distributed Crosspoint Networks (“CrossNets” for short)
that map uniquely on the CMOL topology. Each such network consists of the
following components:

(i) Neural cell bodies (“somas”) that are relatively sparse and hence may
be implemented in the CMOS subsystem. Most of our results so far have
been received within the simplest Firing Rate approach [50], in which
somas operate just as differential amplifiers, with a nonlinear satura-
tion (“activation”) function, which are fed by the incoming (dendritic)
nanowires and apply their output signal to outcoming (axonic) wires.

(ii) “Axons” and “dendrites” that are implemented as mutually perpendic-
ular nanowires of the CMOL crossbar.

(iii) “Synapses” that control coupling between the axons and dendrites (and
hence between neural cells) based on the molecular latching switches
(see Fig. 1 and its discussion).
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CrossNet species differ by the number and direction of intercell couplings
(Fig. 12) and by the location of somatic cells on the axon/dendrite/synapse
field (Fig. 13). The cell distribution pattern determines the character of cell
coupling. For example, the “FlossBar” (Fig. 13a) has a layered structure
typical for the so-called multilayered perceptrons [38], while the “InBar” (in
which somas sit on a square lattice inclined by a small angle relatively the
axonic/dendritic lattice, Fig. 13b) implements a non-layered “interleaved”
network. Also important is the average distance M between the somas, that
determines connectivity of the networks, i.e. the average number of other
cells coupled directly (i.e., via one synapse) to a given soma. The most
remarkable property of CMOL CrossNets is that the connectivity of these
(quasi-)2D structures may be very large. This property is very important
for advanced information processing, and distinguishes CrossNets favorably
from the so-called cellular automata with small (next-neighbor) connectivity
which severely limits their functionality.

In contrast to the usual computers, neuromorphic networks do not need
an external software code, but need to be “trained” to perform certain tasks.
For that, the synaptic connections between the cells should be set to certain
values. The neural network science has developed several effective training
methods [50]. The application of these methods to CMOL CrossNets faces
several hardware-imposed challenges:

(i) CrossNets use continuous (analog) signals, but the synaptic weights are
discrete (binary, if only one latching switch per synapse is used).

(ii) The only way to reach for any particular synapse in order to turn it on
or off is through the voltage V applied to the device through the two
corresponding nanowires. Since each of these wires is also connected to
many other switches, special caution is necessary to avoid undesirable
“disturb” effects.

(iii) Processes of turning single-electron latches on and off are statistical
rather than dynamical [12], so that the applied voltage V can only con-
trol probability rates Γ of these random events.

In our recent work [51] we have proved that, despite these limitations,
CrossNets can be taught, by at least two different methods, to perform virtu-
ally all the major functions demonstrated earlier with usual neural networks,
including the corrupted pattern restoration in the recurrent quasi-Hopfield
mode (Fig. 14) and pattern classification in the feedforward multilayered per-
ceptron mode [51,52].16 Moreover, at least in the former mode the CrossNets
can be spectacularly resilient. For example, operating at network capacity at
just a half of its maximum, a quasi-Hopfield CrossNet may provide a 99%

16In order to operate as perceptron-type classifiers, CrossNets require multi-latch
synapses. This increase can be achieved by using small (e.g., 4 ×4) square fragments
of CrossNet arrays for each synapse [39]. This increase is taken into account in the
density estimates given below.
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Fig. 12. Schemes of cell connections in CrossNets: (a) simple (non-Hebbian) feed-
forward network, (b) simple recurrent network, (c) Hebbian feedforward CrossNet
and (d) Hebbian recurrent CrossNet [39]. Red lines show “axonic”, and blue lines
“dendritic” nanowires. Dark-gray squares are interfaces between nanowires and
CMOS-based cell bodies (somas), while light-gray squares in panel (a) show the
somatic cells as a whole. (For the sake of clarity, the latter areas are not shown
in the following panels and figures.) Signs show the somatic amplifier input po-
larities. Green circles denote nanodevices (latching switches) forming elementary
synapses. For clarity the panels (a)-(c) show only the synapses and nanowires con-
necting one couple of cells (j and k). In contrast, panel (d) shows not only those
synapses, but also all other functioning synapses located in the same “synaptic pla-
quettes” (painted light-green) and the corresponding nanowires, even if they con-
nect other cells. (In CMOL circuits, molecular latching switches are also located at
all axon/axon and dendrite/dendrite crosspoints; however, they do not affect the
network dynamics, resulting only in approximately 50% increase of power dissipa-
tion.) The solid dots on panel (d) show open-circuit terminations of synaptic and
axonic nanowires, that do not allow direct connections of the somas, in bypass of
synapses
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(a) (b)

Fig. 13. Two particular CrossNet species: (a) FlossBar and (b) InBar. For clarity,
the figures show only the axons, dendrites, and synapses providing connections
between one soma (indicated by the dashed red circle) and its recipients (inside the
dashed blue lines), for the simple (non-Hebbian) feedforward network

result fidelity with as many as 85% (!) of bad molecular devices – see Fig. 15.
This defect tolerance is much higher than that of CMOL memories (see Sect.
4 above) and even that of CMOL FPGA circuits (Sect. 5).

The fact that CrossNets may perform the tasks that had been demon-
strated with artificial neural networks earlier may seem not very impres-
sive until the possible performance of this hardware is quantified. Esti-
mates [31, 32, 51] show that for realistic parameters as have been used in
Sect. 4 above (Fnano = 4 nm, V = 0.25 Volt), and a very respectable connec-
tivity parameter M ∼ 103, the areal density of CrossNets may be at least as
high as that of the cerebral cortex (above 107 cells per cm2), while the aver-
age cell-to-cell communication delay τ0 may be as low as ∼ 10 ns (i.e., about
six orders of magnitude lower than in the brain), at power dissipation below
100 W/cm2.17 This implies, for example, that a 1-cm2 CMOL CrossNet chip
would be able to recognize a face in a high-resolution image of a crowd faster
than in 100 microseconds [52]. We believe that such applications alone may
form not just a narrow market niche, but a substantial market for the hybrid
CMOS/molecular electronics.

17The reason for such a large difference with power estimates for Boolean logic
circuits (Sect. 5) is that in neuromorphic networks we can afford to increase the open
molecular latch resistance to ∼ 109 ohms, and thus increase the logic delay from
∼100 ps to ∼10 ns, still providing an extremely high integrated circuit performance
(∼ 1012/10−8 ≈ 1020 of a-few-bit operations per cm2 per second) due to the natural
parallelism of the neuromorphic network operation.
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t = 0 t = 3τ0  t = 6τ0 

Fig. 14. The recall of one of three trained black-and-white images by a recurrent
InBar-type CrossNet with 256 × 256 neural cells, binary synapses, and connectivity
4M = 64, operating in the local quasi-Hopfield mode. The initial image (left panel)
was obtained from the trained image (identical to the one shown in the right panel)
by flipping as many as 40% of randomly selected pixels
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Fig. 15. Defect tolerance of a recurrent InBar with connectivity parameter M = 25,
operating in the Hopfield mode. Lines show the results of an approximate analytical
theory, while dots those of a numerical experiment

Moreover, there is a hope that CrossNets will be able to perform even
more complex intelligent tasks if trained using more general methods such
as global reinforcement [50, 53]. (A successful result of a very preliminary
attempt at such training is presented in Fig. 16.) If these hopes materialize,
there will be a chance that such pre-training of a properly organized, hierar-
chical CrossNet-based system,18 may help to reach a functionality comparable

18It is curious that the use of the so-called “X layout”, frequently employed in
VLSI circuits, for the CMOS-based subsystem of fast, long-range communications
between CrossNet blocks automatically leads to a circuit geometry (Fig. 17) that
reminds the mammal brain structure.
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Fig. 17. X layout for the high-speed global communication network: (a) general
structure and (b) possible 2D geometry of a hierarchical CMOL CrossNet system
using such layour. For the parameters cited above (Fnano = 3 nm and 4M = 104),
a 30 × 30- cm system may has as many neural cells and synapses (∼ ×1015) as the
human cerebral cortex, while operating at much higher speed, at manageable power
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with that of a newborn child brain, in some sense replacing the DNA-based
genetic inheritance. It seems possible that a connection of such pre-trained
system to a proper informational environment via a high-speed communi-
cation network may trigger a self-development process that may be several
orders of magnitude faster than that of the biological cerebral cortex. The
reader is invited to imagine possible consequences of such self-development
liberated from the dead weight artifacts of the biological evolution.

7 Conclusions

There is a chance for the development, within the next 10 to 20 years, of
hybrid “CMOL” integrated circuits that will allow to extend Moore’s Law
to the few-nm range. Preliminary estimates show that such circuits could be
used for several important applications, notably including terabit-scale mem-
ories, reconfigurable digital circuits with multi-teraflops-scale performance,
and mixed-signal neuromorphic networks that may, for the first time, compete
with biological neural systems in areal density, far exceeding them in speed,
at acceptable power dissipation. We believe that these prospects more than
justify large-scale research and development efforts in the synthesis of func-
tional molecular devices, their chemically-directed self-assembly, nanowire
patterning, and CMOL circuit architectures.
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Ö. Türel are gratefully acknowledged. Figure 1c is a courtesy by A. Mayr.
The work on this topic at Stony Brook was supported in part by AFOSR,
NSF, and MARCO via FENA Center.

References

1. J.R. Heath and M.A. Ratner: Molecular electronics, Physics Today 56, 43
(2003)

2. J. R. Reimers, C. A. Picconnatto, J. C. Ellenbogen, and R. Shashidhar (eds.):
Molecular Electronics III, Ann. New York Acad. Sci. 1006 (2003)

3. J. Tour: Molecular Electronics (World Scientific, Singapore 2003)
4. H. Park, J. Park, A. K. L. Lim, E. H. Anderson, A. P. Alivisatos, and P. L.

McEuen: Nanomechanical oscillations in a single-C-60 transistor, Nature 407,
57 (2000)



CMOL: Devices, Circuits, and Architectures 475

5. S. P. Gubin, Y. V. Gulyaev, G. B. Khomutov, V. V. Kislov, V. V. Kolesov,
E. S. Soldatov, K. S. Sulaimankulov, and A. S. Trifonov: Molecular clusters as
building blocks for nanoelectronics: The first demonstration of a cluster single-
electron tunnelling transistor at room temperature, Nanotechnology 31, 185
(2002)

6. N. B. Zhitenev, H. Meng, and Z. Bao: Conductance of small molecular junc-
tions, Phys. Rev. Lett. 88, 226801 (2002)

7. J. Park, A. N. Pasupathy, J.I. Goldsmith, C. Chang, Y. Yaish, J.R. Petta, M.
Rinkoski, J.P. Sethna, H.D. Abruna, P.L. McEuen, and D. C. Ralph: Coulomb
blockade and the Kondo effect in single-atom transistors, Nature 417, 722
(2002)

8. S. Kubatkin, A. Danilov, M. Hjort, J. Cornil, J. L. Bredas, N. Stuhr-Hansen,
P. Hedegard, and T. Bjornholm: Single-electron transistor of a single organic
molecule with access to several redox states, Nature 425, 698 (2003)

9. D. J. Frank, R. H. Dennard, E. Nowak, P. M. Solomon, Y. Taur, and H. S. P.
Wong: Device scaling limits of Si MOSFETs and their application dependencies,
Proc. IEEE 89, 259 (2001)

10. K. K. Likharev: Electronics below 10 nm, in Nano and Giga Challenges in
Microelectronics (Elsevier, Amsterdam 2003), pp. 27-68

11. International Technology Roadmap for Semiconductors. 2003 Edition, 2004 Up-
date, available online at http://public.itrs.net/

12. K. K. Likharev: Single-electron devices and their applications, Proc. IEEE 87,
606 (1999)

13. P. J. Kuekes, D. R. Stewart, and R. S. Williams: The crossbar latch: Logic
value storage, restoration, and inversion in crossbar circuits, J. Appl. Phys. 97,
034301 (2005)

14. W. D. Brown and J. E. Brewer (eds.): Nonvolatile Semiconductor Memory
Technology (IEEE Press, Piscataway, NJ 1998)

15. Y. Chen, G. Y. Jung, D. A. A. Ohlberg, X. M. Li, D. R. Stewart, J. O. Jeppesen,
K. A. Nielsen, J. F. Stoddart, and R. S. Williams: Nanoscale molecular-switch
crossbar circuits, Nanotechnology 14, 462 (2003)

16. Z. H. Zhong, D. L. Wang, Y. Cui, M. W. Bockrath, and C. M. Lieber: Nanowire
crossbar arrays as address decoders for integrated nanosystems, Science 302,
1377 (2003)

17. C. Li, W. D. Fan, B. Lei, D. H. Zhang, S. Han, T. Tang, X. L. Liu, Z. Q. Liu,
S. Asano, M. Meyyappan, J. Han, and C. W. Zhou: Multilevel memory based
on molecular devices, Appl. Phys. Lett. 84, 1949 (2004)

18. M. R. Stan, P. D. Franzon, S. C. Goldstein, J. C. Lach, and M. M. Ziegler: Mole-
cular electronics: From devices and interconnect to circuits and architecture,
Proc. IEEE 91, 1940 (2003)

19. S. Das, G. Rose, M. M. Ziegler, C. A. Picconatto, and J. C. Ellenbogen: Archi-
tectures and simulations for nanoprocessor systems integrated on the molecular
scale, Chap. 17 of this collection (2005)

20. W. Wang, T. Lee, and M. Reed: Intrinsic electronic conduction mechanisms in
self-assembled monolayers, Chap. 10 of this collection (2005)

21. D. Porath: DNA-based devices, Chap. 15 of this collection (2005)
22. L. Ji, P. D. Dresselhaus, S. Y. Han, K. Lin, W. Zheng, and J. E. Lukens:

Fabrication and characterization of single-electron transistors and traps, J. Vac.
Sci. Technol. B 12, 3619 (1994)



476 K.K. Likharev and D.B. Strukov

23. C. P. Collier, E. W. Wong, M. Belohradsky, F. M. Raymo, J. F. Stoddart, P. J.
Kuekes, R. S. Williams, and J. R. Heath: Electronically configurable molecular-
based logic gates, Science 285, 391 (1999)

24. C. P. Collier, G. Mattersteig, E. W. Wong, Y. Luo, K. Beverly, J. Sampaio, F.
M. Raymo, J. F. Stoddart, and J. R. Heath: A [2]catenane-based solid state
electronically reconfigurable switch, Science 289, 1172 (2000)
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Abstract. This chapter concerns the design, development, and simulation of
nanoprocessor systems integrated on the molecular scale. It surveys ongoing re-
search and development on nanoprocessor architectures and discusses challenges in
the implementation of such systems. System simulation is used to identify some
advantages, issues, and trade-offs in potential implementations. Previously, the au-
thors and their collaborators considered in detail the requirements and likely per-
formance of nanomemory systems. This chapter recapitulates the essential aspects
of that earlier work and builds upon those efforts to examine the likely architectures
and requirements of nanoprocessors. For nanoprocessor systems, simulation, as well
as design and fabrication, embodies unique problems beyond those introduced by
the large number of densely-packed, novel nanodevices. For example, unlike the
largely homogeneous structure of circuitry in nanomemory arrays, a high degree
of variety and inhomogeneity must be present in nanoprocessors. Also, issues of
clocking, signal restoration, and power become much more significant. Thus, build-
ing and operating nanoprocessor systems will present significant new challenges
and require additional innovations in the application of molecular-scale devices and
circuits, beyond those already achieved for nanomemories. New nanoelectronic de-
vices, circuits, and architectures will be necessary to perform the more complex
and specialized functions inherent in processing systems at the nanometer scale.
This chapter highlights the fundamental design requirements of such nanoprocessor
systems, presents various device and design options, and discusses their potential
implications for system performance.

1 Introduction

The excitement that surrounds the field of molecular electronics is premised,
to a great extent, upon the prospect that soon we may be able to design,
fabricate, and demonstrate an entire, ultra-dense electronic computer that is
integrated on the molecular scale. In fact, development of such nanoelectronic
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computer systems already is underway. Despite significant challenges, this ef-
fort is likely to produce functioning prototype nanomemories and nanoproces-
sors within a few years [1–9].

Such development is essential to fulfill the promise and the expectations
that have been raised by the dramatic recent successes in demonstrating
electronic devices and simple circuits on the molecular scale, as is discussed
in the foregoing chapters of this book [10–13] and elsewhere [3,14–21]. In this
regard, much progress already has been made toward employing molecular-
scale devices in building and demonstrating extended nanomemory systems
[4, 5, 21]. Pressing on toward much more complex, extended nanosystems,
such as nanoprocessors, does not alleviate the need for more research and
development on nanodevices. In fact, as we explain below, it places even
more stringent demands for understanding, predictability, uniformity, and
reliability of performance at the device level.

Nonetheless, the process of developing true nanocomputers does open
up an entirely new frontier of systems objectives and issues that require
research and development beyond that which presently is being conducted
upon isolated nanodevices. It is this new frontier that is the primary topic
of the present chapter, which addresses the problem of how to design and
simulate an entire nanoprocessor system that is integrated on the molecular
scale.

This survey and analysis of nanoprocessor system architectures may be
considered as a companion to a recent paper on nanomemories by several of
the present authors. In that work, we simulated and analyzed a nanowire-
based nanomemory array as a vehicle for considering a range of issues that
arises in the development of nanomemory systems [22]. The much more dif-
ficult challenges presented by the frontier problem of nanoprocessor design
and development are considered here in several ways and at several levels of
resolution, as follows:

• In Sect. 2 of this work, we describe how molecular-scale devices fit in and
are harnessed within an extended nanowire-based circuit system.

• Section 3 of this work provides a general overview of the nanoprocessor
design and architecture problem from a system-level perspective. This
review of the issues that must be faced includes a consideration of the
problems of migrating conventional microelectronic architectures to the
nanoscale, as well as an analysis of the difficulties that might arise with
novel nanoelectronic architectures.

• Section 4 contains a brief survey of the various system architecture ap-
proaches that have been proposed.

• Then, in Sect. 5, there is detailed consideration of one promising architec-
tural design approach, due to DeHon and Wilson [23–25]. This approach
utilizes imprinted or self-assembled nanowires for both the devices and the
interconnect structures. It draws from and builds upon well-tested ideas
for constructing programmable logic, such as the programmable logic
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array (PLA) [26], in formulating the overall architecture. The section
begins with a brief description of the structure and function of a PLA.
This is followed by a brief survey and perspective on the microscale and
nanoscale antecedents of this architectural approach [27]. This survey may
be valuable in assisting others toward synthesizing still further design ap-
proaches that may be better suited to molecular-scale devices other than
those built solely from nanowires.

• We continue in Sect. 6 with a detailed simulation of key nanowire circuits
for such a PLA-based nanoarchitecture. This is intended to illustrate in
a very specific manner the types of issues that will be encountered in
building and operating a nanoprocessor, well before an entire system of
this type actually is fabricated and integrated on the molecular scale.

By integration on the molecular scale, we mean that the basic switch-
ing devices, as well as the wire widths and the pitch dimensions (i.e., spacing
between the centers of neighboring wires), all will measure only a few nanome-
ters – the size of a small molecule – in the computer systems of interest here.
Such systems may function using only one or a few molecules within their
basic devices [3,6,16,17,21,28]. On the other hand, the systems may not use
molecules at all, employing instead solid-state quantum dots [29–33], and/or
imprinted or self-assembled nanowires [34–36].

From a systems perspective, the very small dimensions of any of these
device and interconnect structures open up new design possibilities because
of the very high density of function the structures can provide. However, at
the same time, the repertoire of structures available to the system designer
is limited by the present difficulty of performing precise, flexible, and eco-
nomical fabrication or assembly at these molecular dimensions for the very
large number of conductive components that are required. Especially, the
basic structures available and the demonstrated performance of the devices
are not yet as diverse or robust as computer-system designers have come to
take for granted when developing systems that are integrated only at the
microscale. Also, the nanometer-scale switches and interconnects are likely
to exhibit a higher degree of structural and functional variability than is
common in the much more highly evolved technology for building microelec-
tronics. Thus, the nanoprocessor designer must seek a strategy that takes
advantage of and can walk the line between these countervailing facts of life
on the nanometer scale – very high densities, but less precision, uniformity,
and operational robustness.

One example of this compromise is embodied in the nanowire-based PLAs
[25] that are discussed in detail in Sects. 5 and 6 of this work. The fact that the
PLA architecture takes advantage of the available density to ameliorate some
of the limitations implicit in present-day nanodevice and nanofabrication
technologies [24,37] seems to suggest that this architectural approach can be
used successfully to develop a functioning nanoprocessor in the reasonably
near term. That is, system simulations indicate that it should not be necessary
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to push back very far the thresholds of present limitations on devices and
fabrication in order to make progress on the system challenges.

Further, we illustrate here that as the research community attempts to
move forward with detailed designs for an entire nanocomputer, system simu-
lation can illuminate the detailed consequences of both the architecture-level
design choices and the a priori constraints. Still further, the results of the sim-
ulation serve to provide focus for nanodevice and nanofabrication research,
showing where it may be necessary to push back on the limits of these tech-
nologies, and where such efforts can have the most benefit for the ultimate
objective of building a nanocomputer.

2 Starting at the Bottom: Molecular Scale Devices
in Device-Driven Architectures for Nanoprocessors

Whether one considers the design, simulation, or fabrication of an entire
processor system, there is a hierarchy of structure and function. In the usual
approach of modern electrical engineering, this hierarchy is taken to start
at the highest level of abstraction, the architecture level. Then it descends
down to the level of its component circuits, and finally, proceeds down to the
level of the component switch and interconnect devices [38]. To a great ex-
tent, this viewpoint mirrors the “top-down” approach used in the design and
fabrication of microprocessors, in which the robust performance of the de-
vices and the ability to tune precisely the structure and performance of those
devices – i.e., microelectronic transistors – is somewhat taken for granted.
Architectures often are optimized to suit first the high-level, system objec-
tives, such as computational latency and throughput, then the circuits, and
finally, the behavior of the devices may be adjusted to suit particular needs
of the architecture.

At present, the situation is different when one sets out to design, simu-
late, or fabricate an entire nanoprocessor system integrated on the molecular
scale. The ability to tune the performance of nanodevices still is limited. This
is partly because these molecular-scale devices are so new. Thus, the experi-
ments [10–13,39] and the theory [40–47] necessary to understand them, design
them, and make them to order still are very much in development, as is evi-
dent in the foregoing chapters of this volume. In addition, however, the ability
to tune precisely the structure and performance of nanometer-scale devices
may be limited inherently by the quantization of those properties, which is
ubiquitous on that tiny scale.

Further, designs for nanoelectronic circuits and systems are constrained
by the very small size and small total currents associated with molecular-
scale switches. This is coupled with the difficulty of making contact with
them using structures and materials that are large and conductive enough to
provide sufficient current and signal strength to serve an entire nanoprocessor
system. This system will be at least tens of square microns, if not tens of
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Fig. 1. “Crossbar” array of nanowires with molecular devices at junctions

square millimeters, in extent, which is millions or trillions of times larger
than the molecular-scale devices themselves.

Regardless of whether all these limitations are temporary or fundamental,
for now they constrain both the circuits and the architectures that are achiev-
able in the relatively near term. Further, these limitations force us to begin
consideration of the design and the simulation of nanoprocessor systems at
the bottom-most level of the hierarchy, the device level.

As is true in most experiments on the electrical properties of mole-
cules [10, 11, 15, 48, 49], for the purposes of discussing circuits and systems
a molecular-scale device consists of a junction between two metal or semi-
conductor surfaces, with a molecular-scale structure sandwiched between.
This molecular-scale structure may be one or a few molecules, as depicted in
Fig. 1. Or else, it may be a layer of molecules or atoms only a few nanometers
thick, as in the nanowire junction diode depicted in Fig. 2(a). While many
electrical properties may be very important (especially capacitance), the elec-
trical behavior of such junction nanoswitches is characterized primarily by
the current response I to an applied voltage V, a so-called I-V curve, such as
is shown in Fig. 2(b).

I-V behaviors of such junctions include: simple resistance at low volt-
age [6], rectification [13, 22, 50], negative differential resistance (NDR) [18]
and hysteresis [6,22]. A variety of such junction nanodevices have been real-
ized that might be useful for building extended nanoelectronic systems. The
hysteretic behavior illustrated in Fig. 2(b) is particularly valuable, as it al-
lows the “programming” of a junction into one of two states. Such bistable
switches are essential components of any computing system.

Development of molecular-scale switches with appropriate I-V behaviors
is essential to be able to construct functional circuits that can be used to
build up processor systems. It is of particular importance to have nanoscale
switches that can be used to produce signal restoration and gain, e.g.,
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(a) (b)

Fig. 2. Illustrations of (a) a rectifying junction switch made of crossed nanowires
that sandwich a molecule or layer of molecules or atoms and (b) a representative
I-V characteristic for a hysteretic, rectifying device. Hysteresis is indicated by the
multiple conductance states. The high-conductance “on” state and low-conductance
“off” state are depicted, and the voltage thresholds at which the device switches
between states are labeled with arrows. Rectification is indicated by the unequal
responses to positive and negative voltages

nanotransistors.1 These two features are essential to maintaining electrical
signals as they move through multiple levels of logic. Nanotransistors have
been fabricated using carbon nanotubes (CNTs) [20, 52–54], although it re-
mains very difficult to use them in building extended systems. There also
have been some suggestions for fabricating transistors from smaller mole-
cules [13,55]. A few individual molecular transistors have been demonstrated
based on small molecules, but only in very sensitive experiments under cryo-
genic conditions [56,57]. On the other hand, robust nanoscale transistors built
from crossed nanowires have been demonstrated in a number of experiments
at room temperature [19].2 A schematic of such a nanowire nanotransistor is
displayed alongside models of its I-V curves in Fig. 3. Thus, following archi-
tects DeHon and Wilson [25], in the simulations described here, we employ
these nanowire transistors in analyzing systems that might be fabricated and
operated under realistic conditions in the near term.

In addition to obtaining gain and signal restoration, simpler I-V behav-
iors, such as strong rectification from two-terminal nanodevices, also are very
important. Simulations show that even when using devices that provide good
gain, rectification remains important to ensure that signals do not take unin-
tended and undesirable paths through circuits, especially in crossbar arrays.

1Small circuits, e.g., latches incorporating molecular diodes, also can produce
signal restoration [51].

2Note that this transistor is not a junction nanoswitch since, ideally, no current
flows between the nanowires. Rather, the top nanowire serves as a gate for the
bottom “channel” nanowire, and the two are isolated from each other by a dielectric
layer. This is in contrast to the nanowire diode shown in Fig. 2, which is a junction
nanoswitch.
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Fig. 3. Illustrations of (a) a crossed-nanowire p-channel field effect transistor
(PFET) and (b) a model of the I-V characteristic for this device. The experimen-
tal basis for this model was obtained from [19]. For this transistor, the threshold
voltage, at which the device produces essentially zero current and turns “off,” is
observed to be approximately +1.4 V

A strong rectifier can fulfill this role by permitting current to pass only in
one direction in the circuit at the designed operating voltages.

The molecular-scale electronics community is just beginning to succeed in
taking the key steps required for actually building and operating an extended
nanoprocessor system that integrates two-terminal junction nanodevices, as
well as three-terminal nanotransistors. The steps form a hierarchy from the
device to the system level, as follows: (a) development of nanofabrication
approaches to build large numbers of these devices with precision and regu-
larity, (b) development of interconnect and circuit design approaches that can
incorporate such junction structures into extended circuit systems, and (c)
determination of architectural approaches that include the aforementioned
circuits designs and that can accommodate the limitations of the I-V behav-
iors available in present-day molecular electronic devices. Challenges exist at
each level of this hierarchy.

3 Challenges for Nanoelectronics
in Developing Nanoprocessors

3.1 Overview

In order to utilize recent advances in molecular-scale devices and circuits to
build extended systems, many challenges must be faced at all levels of de-
sign and fabrication. Foremost, the structure and ultra-high density of these
novel molecular-scale devices make difficult the use of conventional micro-
processor architectures. Such difficulties motivate fundamental departures in
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design. This then necessitates the development of new circuits, interconnec-
tion strategies, and fabrication methods, each of which, in turn, presents
additional challenges. The following sections discuss some of the challenges
posed by the use of conventional architectures, as well as the new difficulties
that arise in novel architectures.

3.2 Challenges Posed by the Use
of Conventional Microprocessor Architectures

The principal challenge of using conventional architectures [58] for the devel-
opment of nanoprocessor systems is that such architectures have too much
heterogeneity and complexity for existing nanofabrication methods. Conven-
tional processor architectures are heterogeneous at every level of the design
hierarchy. At the top level, a modern microprocessor consists of logic, cache
memory, and an input/output interface. In conventional microscale integra-
tion, these three architectural components may be designed using different
circuit styles or even different fabrication methods. The logic component it-
self consists of arithmetic and control subcomponents, both of which require
circuits that may be either combinational (e.g., AND, OR, XOR gates) or
sequential (i.e., clocked elements such as registers) [58]. Further still, the syn-
thesis of the aforementioned combinational logic gates requires multiple kinds
of devices for optimal performance [38]. This differentiation into a wide vari-
ety of devices, circuits, and subsystems is an advantageous structural feature
provided by present microfabrication. Providing such differentiation is beyond
the reach of present nanofabrication techniques. As a result, nanoelectronics
research has targeted the development of architectures for nanoprocessors
that provide comparable function while avoiding as much as possible the
introduction of heterogeneity at the hardware level.

3.3 Challenges in the Development
of Novel Nanoprocessing Architectures

Most of the nanoprocessor architectures presently proposed [25,32,33,59–72]
are essentially homogeneous at the hardware level and introduce diversifica-
tion at the programming stage. In this way, they are able to do without the
complexity of fabrication characteristic of conventional microprocessors.

Many of these nanoprocessor architectures inherit their design character-
istics from microscale programmable logic [27], especially field-programmable
gate arrays (FPGAs) [73] and PLAs [26]. As described in detail in Sect. 5,
FPGAs and PLAs are regular arrays of logic gates whose inter-gate wiring can
be reconfigured. Software is used to configure FPGAs and PLAs to compute
particular logic functions. In contrast, the logic functions in conventional
microprocessors are hard wired during construction. Thus, in FPGAs and
PLAs, the use of software to “complete” the hardware construction allows
the hardware design to be simplified to a homogeneous form.
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Although these physically homogeneous architectures simplify fabrication,
they do introduce a new set of challenges. For nanoprocessing, these chal-
lenges may be illustrated by considering the example of a nanoscale crossbar
switch array. This is a homogeneous approach that combines a high degree
of scalability with some of the smallest circuit structures demonstrated to
date [3, 21]. The basic crossbar architecture consists of the combination of
planes of parallel wires that are laid out in orthogonal directions, such as is
shown in Figs. 1 and 4. Computation and communication rely on molecular-
scale junction switches formed at the crosspoints of the wires as the funda-
mental devices.

These ultra-dense arrays are fabricated using specialized techniques such
as nanoimprinting [3, 74] or flow-based alignment [34]. Prototype nanoelec-
tronic circuits and reasonably large memory arrays already have been con-
structed using these techniques [7, 19, 21, 75, 76]. Moreover, a number of ar-
chitectural proposals have been put forth that involve the tiling of cross-
bar subarrays to form programmable fabrics, including the design shown in
Fig. 4 [7, 23,25,66].

Among the reasons that these regular crossbar structures are attractive is
because it is possible to assemble them using presently available nanofabrica-
tion techniques. However, the structural regularity can increase the complex-
ity of realizing logic at nearly every other level of the design hierarchy. One
pays a penalty in the use of area and time in order to program topologically-
irregular logic circuits into a physically homogeneous crossbar architecture.
For example, programmable microscale circuits such as FPGAs incur approx-
imately a 20 to 50-fold area penalty [77] and a 15-fold delay penalty [78] when
compared to heterogeneous, custom-designed solutions. Thus, one significant
challenge for nanoprocessing lies in developing programming algorithms that
can produce area- and time-efficient realizations of heterogeneous logic using
regular structures.

Furthermore, microscale PLAs and FPGAs are “mostly” regular, but
some irregularity often is introduced at the lowest levels of the hardware hier-
archy in order to promote more efficient utilization of physical resources [73].
Likewise, the ability to provide even a limited amount of irregularity with
future nanofabrication methods might have a large, beneficial impact on the
overall density and performance of a nanoprocessor.

In addition to the challenges enumerated above, the task of designing
and developing novel nanoprocessor architectures must confront further dif-
ficulties in the circuit and device domains. Some of these challenges also are
faced in the development of nanomemories, as described and illustrated in
previous work [22]. For nanoprocessing, such issues are compounded. For
example, in nanomemories, the use of two-terminal devices without gain
imposes system-level constraints due to requirements for signal restoration.
In nanoprocessors, requirements for signal restoration are more stringent, be-
cause the signals may need to traverse larger portions of nanoscale circuitry
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Fig. 4. A programmable fabric incorporates molecular-scale devices into the cross-
bar structures shown in Fig. 1. The fabric builds from them an extended structure
of molecules or molecular devices, crossed nanowires, and microwires, such as is
shown above. This can provide a platform for realizing a nanoprocessor [23]

without the aid of the microscale amplifier circuits proposed for use with
nanomemories [79]. Also, wires and the signals they carry must fan out in or-
der to construct the complex logic required for processing, such as arithmetic
functions. Still further, as in nanomemories, there are issues of signal integrity
due to the signal coupling that arises when devices and interconnects are as
densely packed as is proposed for nanoprocessors. The high density of devices
also will make difficult the task of maintaining a low enough power density
so that system temperature can be controlled [80].

A challenge for nanoprocessing that does not arise in nanomemories is that
sequential (clocked) elements will be required. Such elements can be inefficient
to realize using the combinational logic that is most readily available using
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crossbars that incorporate molecular-scale resistors and rectifiers. Specialized
nanocircuits have been proposed to serve as sequential elements [68, 81–84].
These circuits operate using Goto pairs [85] in implementations that were
used previously in solid-state nanoelectronic circuit designs [86,87]. In cross-
bars, these circuits may be built by incorporating NDR molecules [18].

One virtue of using Goto-pair-based circuits for nanoelectronic systems
is that they can provide restoration using only two-terminal devices. In ef-
fect, these circuits can provide some of the gain required to restore logic
signals, thus reducing the gain requirements for the other circuits in the
system. Such circuits might be able to limit, and possibly even eliminate,
the need for nanotransistors. However, a potential drawback is that, unlike
transistor-based circuits, Goto-pair circuits may require additional compo-
nents in order to provide electrical isolation between logic stages. Such iso-
lation might be provided by distinct nanodevices such as rectifiers. However,
with or without such additional devices for isolation, localized insertion and
placement of Goto-pair-based clocked elements into a crossbar array prob-
ably would require introducing a degree of heterogeneity into an otherwise
regular nanofabric.

A recent development that has the potential to alleviate some of these
difficulties is the crossbar latch designed by the Hewlett-Packard Corporation
[51,88]. This latch has been demonstrated to produce signal restoration and
inversion using only molecular two-terminal devices. It is a clocked element
that is designed to be fabricated using junction molecular devices within
the same homogeneous crossed-nanowire molecular-scale circuit systems (see
Fig. 4) that have been used to fabricate nanomemories [4, 6, 21, 89]. Such
latches could be introduced into nanoprocessor systems based on crossbars,
without requiring a heterogeneous set of devices. Furthermore, as with the
Goto-pair circuits, the use of these crossbar latches in a nanoelectronic system
might reduce gain requirements for other circuits in the system, even to
the point where nanotransistors may not be required. Nanoprocessor system
architectures based on these latches still are under development [90].

For all approaches to nanoprocessor system design based upon molecular
switches, it is well understood that many device-level challenges also must
be addressed [2, 59]. Impedance matching between bulk solid contacts and
molecular-scale devices, precise characterization of device behaviors, vari-
ability, and yield of devices are among the chief examples. These challenges
will be discussed further in connection with the nanoprocessor simulations
described in Sect. 6. These issues must be managed either by improving
fabrication capabilities or by introducing defect and variation tolerance into
system architectures.
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4 A Brief Survey of Nanoprocessor
System Architectures

4.1 Overview

The previous section discussed some of the challenges facing the design and
fabrication of future nanoprocessors based on novel nanodevices and new
nanofabrication techniques. In this section, we survey the major architectural
approaches that have been proposed to address these challenges. Some of
these approaches rely on new architectural paradigms that are very different
from those applied in conventional microprocessors. Others borrow heavily
from these microprocessor architectures. However, all of these nanoscale ap-
proaches attempt to harness molecules or molecular-scale structures to build
up electronic circuits and systems. These approaches and the nanoelectronic
systems that will be developed in accordance with them have the potential
to utilize effectively the much higher device densities that are possible at the
nanoscale. Further, because they take advantage of potentially inexpensive,
novel nanofabrication techniques, it may be possible to address the issue of
exponentially rising costs that presently plagues the microelectronics indus-
try [91,92].

Substantial progress also continues to be made in the scaling of com-
plementary metal-oxide-semiconductor (CMOS)-based conventional micro-
processors. Thus, some nanocomputer architects propose to leverage the sub-
stantial knowledge and infrastructure available in CMOS technology. Rather
than devise new or modified architectures to accommodate the properties of
novel nanodevices, these architects attempt to use them simply to augment
the CMOS devices employed in conventional microprocessors. For the most
part, such efforts retain conventional microprocessor architectural designs.

In the following sections, both the scaling of conventional architectures
and the development of novel approaches are discussed. First, in Sect. 4.2,
the aggressive miniaturization of conventional architectures to the molecular
scale is described. Second, in Sect. 4.3, alternatives to conventional architec-
tures are described for cases in which recent nanodevice and nanofabrication
developments have made such architectures especially relevant.

4.2 Migration of Conventional Processor Architectures
to the Molecular Scale

Virtually all conventional microprocessor architectures use CMOS to imple-
ment a basic architectural design originally due to von Neumann, Mauchly,
and Eckert [93–95]. First described in the 1940’s, this architecture divides
a computer into four main “organs:” arithmetic, control, memory, and in-
put/output. Present examples of such CMOS-based processors include the
well-known Intel Pentium R© 4 and the AMD OpteronTM chips. As Fig. 5
shows for the AMD Opteron,TM the organ structure still is evident.
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Fig. 5. AMD OpteronTM die photo with annotated block structure [96]

Because of its long-term investment, industry places a high premium on
maintaining these architectures as it seeks to achieve ultra-dense integration
on the nanometer scale. The primary industry approach today to building
nanoprocessors is the aggressive scaling of CMOS technology to nanometer
dimensions.3 However, for a number of years, industry investigators and oth-
ers have examined the likely limits of CMOS technology [98–100, 102, 103]
and the possibility that it might not be cost-effective to use it to build com-
mercial systems with devices scaled down to a few tens of nanometers. This
is one of the reasons that new architectural ideas inspired by nanotechnology
and molecular-scale electronics are so compelling.

An alternative to the straightforward, two-dimensional, aggressive scal-
ing of CMOS is to expand silicon technology into a third dimension [102].
Three-dimensional integration, or 3-D CMOS [104,105], refers to any of sev-
eral methods that take conventional, “flat” CMOS wafers and stack them
together with an inter-wafer interconnect [106–111]. For microprocessors, it
has been shown that 3-D integration allows for a substantial improvement
in performance, and, furthermore, that this improvement increases as device
and interconnect dimensions decrease [112]. Therefore, 3-D architectures may

3This topic has been reviewed and discussed extensively elsewhere [97–101]. We
include a brief discussion of it here both for completeness and to provide a reference
point for the other, more novel approaches we discuss.
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have particular utility in combination with novel molecular-scale devices, such
as might be implemented using a 3-D crossbar array.

So-called “hybrid” approaches that incorporate novel nanostructures into
CMOS devices constitute a third avenue by which conventional processor
architectures may be migrated toward the molecular scale. Major industrial
research laboratories have begun to explore how nanowires and CNTs might
be employed to enhance CMOS and CMOS-like structures. For example,
some of the Intel Corporation’s designs for future transistors call for the
incorporation of silicon nanowire channels to increase current density and
to control short-channel effects [113]. Similarly, work at IBM has examined
the increased current that results from the insertion of CNTs into CMOS
field-effect transistor (FET) channels [114].

Another hybrid approach involves the use of self-assembled monolayers of
redox-active molecules to enhance the function of traditional silicon devices.
Thresholds and conductances of the underlying silicon substrate can be al-
tered by the incorporation of these monolayers. In addition, new and novel
devices might be enabled; for example, the redox states of the molecules in
the SAMs may be used to form multi-level bits (i.e., n-ary digits) [115, 116].
Such so-called molecular FETs, or MoleFETs, which employ NDR molecules
or charge-storage porphyrin molecules on silicon, might be used to imple-
ment multi-level memories or logic. It appears that molecules and molecular
layers can be inserted into CMOS production processes for this purpose. For
example, the porphyrin molecules proposed for some of these hybrid devices
have been shown to be able to survive the 400◦C processing temperature
used for conventional CMOS components [117]. Also, Nantero Corporation is
succeeding in introducing novel carbon nanotube-based devices and circuits
into a CMOS production line [118].

Hybridization also may be employed at the architectural level. An exam-
ple of such a hybrid design is the CMOL architecture. As is depicted in the
previous chapter of this volume [69], CMOL circuits combine CMOS with
crossed nanowires and molecular devices (see also Fig. 1 and Sect. 3.3 of the
present chapter). Specifically, CMOL circuits are to be fabricated in two lay-
ers, with one layer consisting of CMOS blocks, or “cells,” and the other layer
containing an array of crossed nanowires employed as interconnects between
the CMOS cells. As with many other crossbar architectures, the nanowire
crosspoints are designed to contain programmable molecular devices. These
devices should permit reconfiguration of the nanowire-based connections be-
tween the CMOS cells. Therefore, if physical experiments confirm the de-
signers’ preliminary analyses [69,70], it is likely that CMOL may be used to
implement any architecture based upon programmable interconnects. Thus
far, quantitative analyses of the CMOL designs seem promising, but no fab-
rication experiments have been undertaken to build and test CMOL circuits.

Two types of CMOL circuit architectures have been proposed, neural
networks and FPGAs [69, 70]. The salient features of these architectures
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serve here to illustrate the potential advantages and challenges of hybrid
CMOS/nano designs in general. For example, like microscale neural networks,
the CMOL neural-network architecture exploits parallelism in order to reduce
operating speed and thereby save power. However, the designers assert that,
unlike microscale neural networks, CMOL may be able to achieve the den-
sity of cells and interconnects required in order to emulate advanced neural
networks, such as organic brains. As another example, CMOL FPGAs may
be able to improve performance significantly, relative to conventional CMOS
FPGAs, by utilizing nanoscale interconnects. This is because conventional
FPGA circuit performance is limited predominantly by interconnect perfor-
mance [119]. In both examples, CMOL is designed to build upon conventional
CMOS circuitry, yet circumvent its limitations by exploiting the ultra-high
density of devices available at the nanoscale.

In general, hybridizing at device, circuit, or architectural levels may allow
the semiconductor industry to leverage the best features of both conventional
CMOS and novel nanostructures. However, this combination does introduce
additional challenges. One potential difficulty lies in designing the interface
between CMOS and nanoscale components. For systems built solely from
nanodevices, such an interface is required only at a relatively small number
of points at the periphery of the nanoelectronic circuit system. In contrast,
hybrid architectures necessitate tighter and denser integration of the many,
many individual CMOS components and nanostructures within the circuit
system.

For example, the CMOL approach proposes novel interface pins to ac-
complish this task [69]. However, such pins must be manufactured to tight,
sublithographic tolerances. Also, to contact these pins, precise linear and an-
gular alignment of the nanowire array is likely to be required. In addition, be-
cause of the high bandwidth of communication proposed between CMOS and
nanoscale components, impedance matching between these components is a
potential source of difficulty. Experimental measurement of the impedances
of proposed interface pins must be undertaken in order to determine the
suitability of such pins for hybrid approaches.

A more fundamental difficulty introduced by combining CMOS with
nanostructures is that overall scalability may be limited by the scalability
of CMOS technology. Such technology is almost certain to hit physical barri-
ers to further scaling. Thus, new processor architectures must be devised that
can operate solely with novel nanodevices. Proposals for such architectures
are reviewed in the following section.

4.3 Overview of Novel Architectures for Nanoelectronics

A set of clever, yet profound architectural concepts underlies the prototype
nanomemory and nanoprocessor circuit systems that just now are emerging
[23,25,32,59,61,63,65]. These architectural innovations seek to take advantage
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of the strengths of novel nanodevices (especially, high device density and non-
volatile, low-power operation), as well as to ameliorate some of the limitations
discussed in Sect. 3 in the techniques presently available for fabrication and
assembly at the nanoscale (e.g., the inability to place nanostructures precisely
or to make them readily with arbitrary shape or complexity). At the highest
level, one may view these architectural innovations as falling into two classes,
as discussed in the subsections immediately below.

Radical Departures from Microelectronic Architectures

One broad class of architectures has been devised strictly by taking demon-
strated nanodevices and considering how to combine them into circuits or
circuit-like structures that may then be fashioned into complex systems. This
bottom-up style of nanoprocessor design has resulted in a number of architec-
tural approaches that differ drastically from conventional architectures. These
novel approaches, which are considered in detail elsewhere, include quantum
cellular automata (QCA) [32, 33, 60–62], nanoscale neural networks [63, 69],
nanocells [28, 64, 65], and biologically inspired electronic system structures
such as the virus nanoblock (VNB) [120, 121]. Each of these encompasses
important ideas and has virtues either in ease of fabrication or in ultra-low
power consumption.

The QCA approach seeks to use electric fields, rather than currents, to
set bits and propagate signals by moving the charge distributions in arrays of
multi-quantum-dot structures termed quantum-dot cells. The primary virtue
of this approach is that it is predicted to have ultra-low power dissipation,
which is highly desirable in a very dense array of nanostructures. Also, the
very small size of molecular quantum dots may permit this scheme to operate
at room temperature, in contrast to solid-state QCA approaches that require
cryogenic operation. However, a circuit employing a molecular QCA approach
has not yet been demonstrated.

The nanocell architecture employs an array of nanoparticles randomly dis-
tributed and randomly connected by self-assembled molecules that typically
exhibit negative differential resistance and voltage-dependent switching. No
attempt is made to control the placement of the molecules that make up the
individual interconnects; rather, the designer takes advantage of the mole-
cules’ switching characteristics to program the nanocell after it has been
assembled. Input and output connections are fabricated on the lithographic
scale using conventional techniques. This permits relative ease in manufac-
turing nanocells, as well as in connecting them to form higher-order circuits.
As such, high-level designs may be possible that are similar to today’s Very
Large Scale Integrated (VLSI) circuits [64].

The nanocell architecture avoids potential difficulties in precise nanoscale
fabrication. Instead, the desired connectivity is established by intensive post-
fabrication testing and programming. Because of its random assembly and
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post-fabrication programming, the nanocell approach is inherently defect
and fault tolerant [64]. Experimental nanocell memories recently have been
fabricated [28] and logic gates have been simulated, but not yet demonstrated.

These architectures, which depart significantly in their operational and
organizational principles from those of present-day computers, may make
important contributions over the long term. However, their differences from
almost all industry architectures mean that they cannot harness easily the
significant infrastructure developed by the existing electronics industry. Thus,
at the moment, they have more hurdles to overcome and appear to be further
from being applied to build extended nanoprocessing systems than the regular
array structures discussed below.

Regular Array Architectures Derived from Microelectronics

This second class of novel nanoelectronic architectures is derived via the
adaptation and ultra-miniaturization of microelectronic FPGAs and PLAs
so that they can be implemented with novel nanodevices and new nanofab-
rication techniques. For the purposes of achieving some near-term successes
in developing and operating prototype nanoprocessors, these regular arrays
occupy an important middle ground between the radical departures discussed
above and the very inhomogeneous architectures used in conventional micro-
processors. Nanoarray architectures have an appealing structural simplicity
that takes advantage of a number of the strengths of novel nanodevices and
nanofabrication techniques. Thus, physical prototypes of extended nanoar-
ray processors are approaching realization based upon much systematic
effort [3, 5–7, 21, 25, 75], including the detailed simulations described in
Sect. 6.

There have been criticisms of the use of PLAs to develop nanoproces-
sors [69]. Some of these criticisms are premised on the assumption that
nanoPLAs will not incorporate gain-producing or restoration-producing
nanodevices. However, this is not necessarily the case. For example, the
nanoPLA architecture due to DeHon and Wilson [25] does incorporate gain-
producing nanowire-based nanotransistors, as is described in detail below.
Other criticisms focus on the issue of heat dissipation. This is a valid con-
cern, due to the high density of current-based devices. However, circuit tech-
niques, such as the use of dynamic instead of static logic, may alleviate this
problem [25].

Thus, because the path to the realization of these novel nanoelectronic
architectures seems clearer and nearer at hand, the rest of this chapter will
focus on a discussion of the operational principles, advantages, and trade-offs
of FPGA- and PLA-type nanoarray processor architectures.
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5 Principles of Nanoprocessor Architectures Based
on FPGAs and PLAs

5.1 Overview

Having provided a brief survey above of various architectural approaches
for nanoprocessors, we now focus our attention exclusively on regular arrays
such as FPGAs and PLAs. Until recently, the use of such regular arrays in
general-purpose, microscale computation has been disfavored relative to the
use of conventional, heterogeneous architectures. Thus, to understand how
regular arrays may be leveraged for nanoprocessing, it is important to review
their use in conventional processing systems and to illustrate the benefits
and challenges. Following this brief review, a specific regular architecture for
a nanoprocessor will be explored, the DeHon-Wilson PLA.

5.2 Description of Regular Arrays, FPGAs,
and PLAs: Advantages and Challenges

A regular array is a homogeneous two- or three-dimensional grid of config-
urable logic elements (such as four-input logic tables) interconnected by wires
with embedded programmable switches (i.e., “programmable wires”) [73].
The array is configured by programming the individual logic elements and
switches to define a hardware implementation of a desired logic function.
Thus, regular arrays attempt to eliminate heterogeneity at the hardware level,
introducing it at the software level instead. Present fabrication methods for
nanoelectronics, which rely on bottom-up, self-assembly approaches, produce
such homogeneous systems of nanostructures relatively easily [3, 5, 75].

In conventional microelectronics, regular structures are employed for
special-purpose applications in the form of circuits such as FPGAs and PLAs.
A schematic diagram of a PLA is given in Fig. 6(a). Figure 6(b) shows an ex-
tended system architecture based on PLAs. This system structure is similar
to that used for FPGAs. (See Sect. 3.3 for a brief description of FPGAs.)

Because of the underlying homogeneity of such structures, thus far they
have been outperformed by classical microprocessor architectures at carrying
out general-purpose computation. For a given application, an FPGA may
be programmed to outperform a general-purpose microprocessor. However,
a key capability of general-purpose microprocessors is their ability to switch
rapidly between various applications. If the FPGA is configured to provide
an equal amount of so-called “context switching” capability, the FPGA im-
plementation usually lags in performance [77].

This is because the general class of functions that can be computed by a
conventional processor is quite large, and the best way to compute the whole
class of functions on an FPGA has been to program the FPGA as a conven-
tional processor. This is inefficient. However, this inefficiency is not believed
to be fundamental. It may be the case that migration to the nanoscale will
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(a) (b)

Fig. 6. Schematic illustrations of (a) a single PLA and (b) an extended system
architecture based on an array of PLAs. A single PLA consists of a plane of AND
gates followed by a plane of OR gates. The interconnections between these gates
are reconfigurable after fabrication. In this example, output F1 is programmed to
compute (A AND B AND (NOT D)) OR ((NOT B) AND D), based on the
configured connections shown by the black dots. More complex, hierarchical logic
can be constructed using an array of PLAs, such as is shown in part (b). Here,
outputs such as F1 and F2 can be used as inputs to other PLAs in the array

address this problem. At the nanoscale, it is conceivable to operate with many
trillions of devices per processor. With so many devices, it may be possible
to implement simultaneously all the required functions that make up a given
set of programs [122]. Similarly, the existence of programmable nanoscale in-
terconnects may improve the efficiency of array-based implementations, since
the area overhead of each switch can be reduced.

Thus, due to the large number of available devices and the inherent regu-
larity produced by several nanofabrication methods, array architectures have
become prominent in nanocomputation research. In the next section, we will
describe one such promising architecture, due to DeHon and Wilson [25].

5.3 The DeHon-Wilson PLA Architecture

A very thoroughly thought-out example of a nanoarray architecture that uti-
lizes nanowires in readily realizable crossbar structures is the DeHon-Wilson
PLA architecture [23–25, 37]. A high-level diagram of this architecture is
shown in Figs. 4 and 6 (b), while Fig. 7(a) provides a detailed view of the
low-level implementation. As with microelectronic PLA-based designs [26],
the large-scale architecture of this nanoprocessor combines a number of PLAs
into still larger arrays.

In general, a PLA consists of a programmable AND plane (with a num-
ber of AND gates in parallel) followed by a programmable OR plane (with
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(a) (b)

Fig. 7. Illustrations of (a) the DeHon-Wilson PLA Architecture and (b) an 8×8 in-
verting block. The eight vertical wires shown in part (b) correspond approximately
to the vertical wires in the left-hand side of the subarray in part (a)

a number of OR gates in parallel), as shown in Fig. 6(a). Inverters also are
available for all inputs. Since any combinational logic function can be written
as the OR of some number of AND terms, any such function can be synthe-
sized using a PLA, assuming the PLA is large enough to contain all the logic
terms [38].

In the DeHon-Wilson design, a crossbar subarray is used to provide the
logical equivalents of the AND and OR planes of the PLA, as shown in
Fig. 7(a). The system is extended by tiling crossbar subarrays, as illustrated
in Fig. 4. Figure 7(a) shows the four major subsystems of the DeHon-Wilson
PLA implementation: an array of crossed-nanowire diodes used as a program-
mable OR plane, one inverting subarray of crossed nanowire transistors, a
similar buffering subarray, plus an input/output decoder. The inverting and
buffering subarrays each are used to regenerate signals and maintain their
strengths.

In this PLA scheme, the AND planes are replaced by logically-equivalent
pairs of inverting subarrays and OR planes. Figure 7(b) shows a more detailed
circuit-level characterization of the left-hand side of the system in Fig. 7(a).
In the bottom half of the subarray shown in Fig. 7(b), all the crossed-wire
junctions are taken to contain switchable or “programmable” diodes. By pro-
grammable, we mean that the diode can be set to either a high (“on”) or low
(“off”) conductance state in the conductive direction. Where the diodes are
not shown, they are taken to be always off, so that the block depicted pro-
duces the desired function. Where the solid diodes are shown explicitly, they
are taken to be always on. The hollow diodes are turned on or off within a
simulation in order to test fan-out in the system. In addition to thetransistors
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and diodes shown, the representation in a simulation can incorporate para-
sitic resistances and capacitances that have been omitted for visual clarity.

The DeHon-Wilson architecture is notable because it is designed explicitly
to tolerate shortcomings in present-day nanofabrication. Within the crossbars
of the DeHon-Wilson architecture, redundant wires are used to overcome po-
tential failures due to misalignment or physical defects. A stochastic scheme is
used to connect to and thereby address specific wires so that unique address-
ing can be nearly guaranteed without the need to pick and place individual
wires [24]. Also, the inverter and buffer arrays can function in two modes,
static and dynamic [25]. In dynamic mode, static power consumption is re-
duced [38]. This ameliorates the potential problem [69] of heat dissipation in
ultra-dense, current-based designs.

Efforts are underway to implement the DeHon-Wilson architecture. Prior
to its actual fabrication, there are parameters that remain to be tuned and
assumptions that remain to be verified. The most cost-effective method for
doing this is the use of nanoprocessor system simulation, as has been demon-
strated convincingly in the development of conventional microprocessors [123]
and as is discussed further below.

6 Sample Simulation of a Circuit Architecture
for a Nanowire-Based Programmable Logic Array

System simulation can produce an integrated, multi-level view of candidate
nanocomputer architectural performance. This view considers optimization
at the device level simultaneously with the problems of designing the system
at the circuit and architecture levels. At this early stage of nanocomputer
development, it is possible to provide useful insights and guidance to device
developers, as well as system architects, by simulating even small component
circuits and subsystems. In the following subsections, we describe a simulation
and analysis of the DeHon-Wilson PLA [25].

6.1 Methodology for the Simulation and Analysis
of Nanoprocessors

The details of our nanoelectronic system simulation methodology have been
described previously [22]. Thus, only a brief overview is presented here.

The simulation methodology consists of three parts. First, empirical I-V
behavior models are developed for the fundamental component nanodevices
and small prototype circuits that have been demonstrated experimentally.
Second, these device models are incorporated into schematic descriptions of
the nanoprocessor system, as well as extended subsystems, based on the ar-
chitectural design. Finally, system simulations are carried out using repre-
sentative inputs. The simulations have the effect of extrapolating from the
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experimentally known device behaviors and the planned circuit designs to
obtain a projection of the behavior of an entire nanoprocessor system. From
these results, the tuning of device, circuit, and architectural design parame-
ters may be investigated for its effect on the overall system performance.
Significantly, this may be done in advance of time-consuming, costly, and
difficult trial-and-error experiments.

The primary simulation software that has been used in the work described
here is the DFII integrated-circuit computer-aided design package available
from Cadence Design Systems of San Jose, California [124]. This commercial
off-the-shelf software tool was chosen for the substantial time savings and
reliability associated with the use of readily available, well-tested software.
The Cadence package also incorporates particularly useful features, such as
a graphical interface and modeling languages, that have been developed over
many years specifically for the flexible modeling of custom circuits and de-
vices. This enabled the authors to adapt the simulation tools particularly
for the novel nanoelectronic devices and circuit structures described here.
Individual device models were developed from empirical fits of experimental
data, either from published literature or provided by the developers, using
the hardware description language (HDL) Verilog-A. These empirical models
then were incorporated into the component Spectre circuit simulator, which
supports co-simulation of both novel components modeled in Verilog-A and
conventional devices modeled using SPICE.

6.2 Device Models for System Simulation
of the DeHon-Wilson NanoPLA

Construction of a nanoprocessor according to the DeHon-Wilson nanowire-
based PLA architecture requires four distinct nanodevices, each of which
requires a distinct I-V behavior model within the system simulation. All
four of these devices are represented, for example, in the schematic in Fig.
7(b). Three of these devices are the nonvolatile nanowire (NVNW) diode,
the microwire top-gated FET (TG-FET), and the nanowire interconnects. A
diagram of the nanowire diode is depicted in Fig. 2(a). It is made from two
crossed, bandgap-engineered nanowires. The microwire TG-FET resembles
the crossed-nanowire FET shown in Fig. 3(a), except that for the TG-FET,
the top wire is a much larger microwire. Detailed descriptions of the I-V
behavior models derived for all three of these devices are published in prior
work [22].

The fourth device and device model required for the nanoPLA is the
crossed-nanowire FET (cNWFET) [5, 34–36], which acts as the input tran-
sistor for the restoration blocks. The cNWFETs are constructed by crossing
a nanowire over another nanowire that is coated with silicon dioxide, as de-
picted in Fig. 3(a) [34]. The oxide isolates the coated nanowire and allows it
to act as the channel of a field-effect transistor, while the uncoated nanowire
serves as the gate. Figure 3(b) shows an I-V behavior model that has been
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developed for this device and incorporated into the simulations. This model
reproduces published experimental I-V characteristics [19], although some
extrapolation beyond the measured voltages was necessary.

One important observation from the I-V characteristics of the cNWFETs
is that the experimentally-observed threshold voltage (VT ) of the p-channel
FETs (PFETs) ranges into positive values. In contrast, conventional micro-
electronic circuits employ PFETs that have a negative threshold [38]. Some
circuits, including the ones we explore here, can be made to function cor-
rectly using PFETs with positive thresholds. However, such operation is dis-
advantageous. In static mode, these circuits consume a great deal of power
and usually are not capable of providing adequate signal restoration. Thus,
dynamic-mode operation would be preferable. However, for the dynamic op-
eration of the circuits we examine, the PFET VT threshold must be negative.

Recent experimental results suggest that nanowire p-channel transistors
can be fabricated with the desired negative thresholds [35] and that the value
of this threshold can be controlled [36]. Based on these experimental results,
we have extrapolated a cNWFET model with a reasonable negative value for
the PFET threshold voltage. Use of this model permits simulation of these
circuits in dynamic mode.

With the device models developed for all required devices, as described
above, system simulations were conducted in accordance with the proposed
architecture shown in Fig. 7. Parasitic behaviors of the nanowire arrays, such
as coupling capacitance, also were incorporated.

6.3 Simulations and Analyses of the NanoPLA

The simulations described here consider primarily the performance of a 64-
bit PLA. This is represented by an 8× 8 OR plane driven by eight inverting
stages, as shown in Fig. 7(b). The PLA is programmed with the pattern of
diodes depicted there and described in Sect. 5.3. The input vectors to the
PLA are given in Table 1.

The generally accepted method for determining the viability of a circuit
system is to assess its operation under the least favorable circumstances.
Thus, analysis is performed here by examining the worst-case high and low
output voltages. The signal OUT03, which is labeled in Fig. 7(b) and is the
inversion of the G0 input, is likely to produce the worst-case measurements.
This is because, given the switch configuration shown, the length of wire
traversed for this output is greatest, which results in the largest parasitic
resistance and capacitances.

Functionality of the circuit can be determined by providing a specific input
waveform and programmed function, then simulating the output waveform to
determine if the function is realized. Such a simulation is illustrated in Fig. 8,
which shows an output waveform for OUT03 when the circuit in Fig. 7(b) is
programmed to implement the inversion of G0. Also shown is the clocking
scheme (i.e., the precharge and evaluate signals) for operating the inverting
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Table 1. PLA Input Vectors

A0 B0 C0 D0 E0 F0 G0 H0

1 1 1 1 1 1 0 1 High Output
0 0 0 0 0 0 1 0 Low Output

block in dynamic mode. To understand this scheme, it is first necessary to
appreciate that the circuit operates in dynamic mode by storing charge on the
wires and the terminals of the devices. Thus, the precharge signals serve to
set the charge state of all these elements (e.g., to a charge state that produces
a low voltage equivalent to logic “0”). Then, the evaluate signal is used to
change the charge state appropriately on some of the wires and terminals
(e.g., those for which the correct logic value would be “1”).

The dynamic precharge-evaluate cycle first begins when the precharge
signal goes high. This has the effect of switching on the n-channel FETs at
the right of Fig. 7(b), to discharge the outputs of the inverting block to a low
voltage. After the precharge is completed, the evaluate signal transitions to
a low voltage, which turns on the evaluate PFETs at the top of Fig. 7(b) in
order to produce the desired output signal on OUT03. As can be seen in Fig.
8, the OUT03 waveform will continue to be pulled to a high voltage until the
evaluate signal is turned back high. After the evaluate transistors turn off,
the signal begins to drop, due primarily to leakage through the transistors.

Analyses based upon simulations of this type allow the determination of
system behavior and limits. For example, by setting a priori the levels for
the minimum logic “1” voltage and maximum logic “0” voltage, a minimum
operating frequency may be calculated from the signal decay data shown in
the bottom graph of Fig. 8. Thus, these simulations can help characterize
how transistor leakage impacts the performance of the system.

Alternative simulations can examine still other effects. For example, diode
loading can affect system operation. Simulations suggest that there is a limit
to the number of diodes that may be turned on and permitted to load a single
input column of the inverting stage. For one such simulation, Fig. 9 shows the
output-voltage dependence of the number of diodes programmed in the “on”
state along the G′

0 column (see Fig. 7(b)), which drives the OUT03 output
row. The high output voltage, and thus the voltage swing, is reduced as more
diodes are programmed “on” and load the driving column. This is a result of
current being divided among multiple outputs.

From another simulation for which results are plotted in the bottom curve
of Fig. 9, it is seen that the low or “0” output voltage signal remains relatively
constant as the number of “on” diodes is increased. This is because the input
vector in Table 1 used in this simulation for the low output drives all the
row wires in Fig. 7(b) except OUT03 to logic “1.” This has the effect of
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Fig. 8. Waveforms describing how the circuit in Fig. 7(b) inverts input signal G0

to produce output signal OUT03. See discussion in text

reverse-biasing all the diodes on the G′
0 column that connect to rows other

than OUT03. Thus, little current will flow through the diodes into those rows.
While these results show that the circuits can function correctly, they

also suggest a limit to the number of “on” diodes that can load the restor-
ing columns. The simulations suggest the maximum number of diodes that
can load each column is approximately five. Otherwise, it is found that the
voltages representing “1” and “0” get so close together that they cannot be
distinguished by the gates in the downstream logic stages. Thus, there is a
limit on the number of functions that may use the same input.

There are a number of ways to increase this limit. One way would be to
reduce leakage through the nanowire transistors. This requires that difficult
experiments be carried out in order to alter device performance appropriately.
Another way to increase the limit would be to increase the capacitance at each
output. However, this increased capacitance, which takes longer to discharge,
also takes longer to charge. This reduces the maximum operating speed of
the system. Still a third way would be to introduce duplicate columns, where
the input transistors are driven by the same row nanowire.

Also, the restoration-producing portions of the nanoPLA array are likely
to be particularly sensitive to variability in the nanodevices. In simulations
we have performed on the buffering subarrays, it is seen that a buffer can
fail to restore signals adequately if the control signals that would derive from
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Fig. 9. High and low output voltages and output voltage swing plotted against the
number of diodes programmed ON in the G′

0 column

other logic subsystems vary outside of a small acceptable range. A likely
source of control signal variation is variation in the structures of devices.

Specific results and design guidance, such as are described in the examples
above, illustrate that system simulation is an effective way to extrapolate from
device experiments to consider and improve various nanoelectronic system
design options.

6.4 Further Implications and Issues for System Simulations

Although the results shown above are derived from simulations of a particular
nanoprocessor system, the implications are significant for a wide variety of
potential designs and architectures. Any system based on electronic currents
flowing through densely-packed circuits must consider issues such as signal in-
tegrity, power density, fan-in, fan-out, and gain. For example, we have shown
explicitly in Sect. 6.3 how the design of such systems must consider fan-out,
which in the DeHon-Wilson architecture is the number of diode-connected
rows a single inverting column can drive. Fan-out is an important issue to
the design of any nanoscale architecture, in that greater fan-out capability
aids in reducing the number of logic levels and the area required when imple-
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menting complex functions. Several of the nanoscale architectures proposed
to date are based on PLAs, much as is envisioned in the DeHon-Wilson ar-
chitecture [23,25,59,66,67]. As such architectures move toward realization, it
will be up to device and circuit designers to find ways to address issues like
fan-out for the purpose of optimizing system robustness.

It is important to note that the simulations presented here represent only
the first steps toward detailed, extensive simulations of complete nanocom-
puter architectures. There are further issues that must be explored for the
DeHon-Wilson architecture and other architectures. These issues include sys-
tem impacts of crosstalk, transistor leakage, and power density. Crosstalk,
the loss of signal through coupling capacitances between neighboring wires,
can impair significantly the performance of any system consisting of closely-
packed wires. Understanding the extent of crosstalk, and devising means
for controlling it, can provide design flexibility to improve signal integrity,
while possibly reducing power density. Leakage current is another factor that
contributes to increased power consumption and to signal degradation. Pre-
liminary experimental data suggest that leakage currents can be relatively
large for many of the devices used in this architecture. This would result in
increased static power consumption and decreased output voltage-level sta-
bility. While it probably will be feasible to reduce the leakage, this will require
further careful experimentation.

Well in advance of such time-consuming experiments, system simulations
can indicate the extent to which such enhancements in devices might improve
system performance. If such improvements are significant, then it becomes
worthwhile for experimentalists to invest in enhancing designs and techniques
for fabricating nanodevices.

7 Conclusion

In this chapter, we have surveyed a range of possible architectural approaches
to the development of electronic nanoprocessors. Following this survey, we
have focused upon architectures that occupy an important middle ground
between conventional microelectronic architectures and a set of more radical
nanoelectronic architectures. To explore this middle ground, we have adapted
the simulation tools and techniques used by the microelectronics industry. In
so doing, we are attempting to bridge the gap between the present realm of
pure research in nanoelectronics and the application of the resultant innova-
tions in functional, manufacturable systems.

Using the detailed simulations of the subsystems embodied in one
such middle-ground nanoprocessor architecture, the DeHon-Wilson PLA,
we have examined some of the trade-offs that affect such a system based
upon molecular-scale devices. Many of these trade-offs apply to almost any
nanoprocessor architecture that might be adopted to harness molecules or
mole-cular-scale devices in ultra-dense electronic computing structures. Thus,
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we believe that the simulations described here should assist experimentalists
to understand better the path they must follow if they are to take steps
toward applying their structures and devices.

Work of the type described above translates the hard-won results of dif-
ficult experiments upon nanodevices and small circuits into insights that
illuminate the new frontier of nanoprocessor systems development. Thus, by
simulations such as we have described, coupled closely with device and system
experiments, it may be possible both to speed the realization and optimize the
performance of ultra-dense electronic computers integrated on the molecular
scale.
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