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1

Since the development of broadcast cameras and television sets in 

the early 1940s, video has slowly become more and more a part of 

everyday life. In the early 50s, it was a treat simply to have a tele-

vision set in one’s own home. In the 60s, television brought the 

world live coverage of an astronaut walking on the moon. With the 

70s, the immediacy of television brought the events of the Vietnam 

War into living rooms. In the 21st century, with additional modes 

of delivery such as satellite, cable and the Internet, video has 

developed into the primary source of world communication.

Video Evolution

Just as the use of this medium has changed over the years, so has 

its physical nature evolved. The video signal started as analog and 

has developed into digital with different types of digital formats, 

including some for the digital enthusiast at home. When television 

was first created, cameras and television sets required a great deal 

of room to house the original tube technology of the analog world. 

In today’s digital society, camera size and media continue to get 

smaller as the quality continues to improve.

Today, a video image is conveyed using digital components and 

chips rather than tubes. Although the equipment has changed, 
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some of the processes involved in the origination of the video sig-

nal have remained the same. This makes the progression of video 

from analog to digital not only interesting to study, but crucial in 

providing a foundation of knowledge upon which the current digi-

tal video world operates. So much of today’s digital technology is 

the way it is because it evolved from analog.

Analog and Digital

No matter how digital the equipment is that is used to capture an 

image, the eyes and ears see the final result as analog. All infor-

mation from the physical world is analog. A cloud floating by, an 

ocean wave, and the sounds of a marching band all exist within 

a spectrum of frequencies that comprise human experience. This 

spectrum of frequencies can be converted to digital data, or zeros 

and ones. Human beings, however, do not process digital informa-

tion, and eventually what a human being sees or hears must be 

converted back from digital data to an analog form. Even with a 

digital home receiver, the zeros and ones of the digital signal must 

be reproduced as an analog experience (Figure 1.1).

In the early days of television, video was captured, recorded, and 

reproduced as an analog signal. The primary medium for storage 

was videotape, which is a magnetic medium. The primary sys-

tem for reproduction was mechanical, using a videotape machine. 

Videotape, which was developed based on mechanical concepts, is 

Figure 1.1 Analog and Digital Domains
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a linear medium. This means that information can only be recorded 

or reproduced in the order in which it was created. With the advent 

of digital, the primary system for signal reproduction has become 

solid-state electronics, incorporating servers and computers. This 

change has created a file-based system, rather than the taped-

based system of the analog era. File-based systems allow random, 

or nonlinear, access to information without respect to the order in 

which it was produced or its placement within the storage medium.

Video Applications

Facilities such as cable or broadcast stations, as well as produc-

tion or post-production companies, are constantly transmitting and 

receiving video signals. They generally have a number of devices 

that can be used to capture and reproduce a video signal, such as 

cameras, videotape recorders (VTRs), videocassette recorders (VCRs), 

computer hard drives, FireWire drives, and multiple hard drives called 

RAID arrays, short for Redundant Array of Independent (or Inexpen-

s ive) Disks, which are controlled by computer servers. Figure 1.2 

shows different ways in which VTRs or computers might be used to 

capture, transmit, or reproduce a video signal.

About This Book

To create a complete picture of the video process—and answer the 

question “How does video work?”—this book begins by examining 

the analog video signal. Digital video technology is a direct evolu-

tion from the analog system. Having the knowledge of the analog 

system provides a firm foundation before moving into a discussion 

of digital.

While this book is designed to cover the process of creating a video 

signal, storing it, and transmitting it in a professional environ-

ment, the same information and concepts apply to any video tool, 

including consumer equipment.
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Video starts with a camera, as does all picture taking. In still and 

motion-picture film photography, there is a mechanical system that 

controls the amount of light falling on a strip of film. Light is then 

converted into a pattern of varying chemical densities on the film. 

As a physical medium, film can be cut, spliced, edited, and manip-

ulated in other ways as well.

In electronic photography, the light from an object goes through a 

lens, as it does in film photography. On the other side of the video 

camera lens, however, light is converted to an image by an electronic

process as opposed to a mechanical or chemical process. The medium

for this conversion has changed over the years. It began with tube 

cameras and has progressed to completely electronic components. 

The tube cameras will be discussed first, followed by a discussion of

the same process as it occurs in digital cameras.

Tube Cameras

In a video tube camera, the lens focuses the image on the face of 

a pickup tube inside the camera. The face of the pickup tube is 

known as the target (Figure 2.1). The target is light-sensitive, like 

a piece of film. When light shines on the face of the target, it con-

ducts electricity in proportion to the amount of light that is striking 

Electronic 
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its surface. Without light on the face of the target, the target resists 

the flow of electricity.

A stream of electrons, called the beam, comes from the back end 

of the tube and scans back and forth across the face of the target 

on the inside of the pickup tube. The electrical current generated is 

either allowed to pass from the target to the camera output or not, 

depending on the amount of resistance at the face of the target. The 

amount of resistance varies depending on how much light is shin-

ing on the target. In every video camera, there are adjustments for 

the beam intensity and the sensitivity of the face of the target. The 

Figure 2.1 A, Camera Focusing on Image and B, Tube Camera Target Area
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target acts as either an insulator, when it’s not exposed to light, or 

as a conductor when light shines on its face. The electrical signal 

that flows from the target is, in effect, the electronic re-creation of 

the light coming from the scene at which the camera is aimed.

Scanning the Image

Scanning the image begins with the beam of electrons sweeping back

and forth across the inside face of the target. Where the electron 

beam strikes the face of the target, it illuminates an area the same 

size as the electron beam. This “dot” of electron illumination is called

the aperture (Figure 2.2).

The dot or aperture is the smallest size that an element of picture 

information can be. The larger the aperture, the less detail in the 

picture. The smaller the aperture, the more detail in the picture. Dot

size, or beam aperture, is comparable to drawing with large, blunt 

crayons or fine-tipped pens. Crayons can outline shapes or color 

them in. A fine-tipped pen can add texture and small highlights to

a drawing. In a digital video signal, these picture elements are called

pixels, short for picture elements (Figure 2.3).

Figure 2.2 Scanning and Reproducing an Image
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The electron beam must always be kept perpendicular to the face 

of the target. If it were not perpendicular as it scanned back and 

forth, then only one line in the center of the television image would 

be in focus. The lines closest to the top and bottom of the picture 

would be badly distorted, because at these angles the aperture dot 

would be shaped like an ellipse.

In the camera pickup tube, there are horizontal deflection coils and 

vertical deflection coils. They move the electron beam across the 

target as well as up and down (Figure 2.4). A series of grids inside 

Figure 2.3 Magnified Picture Elements

Figure 2.4 Deflection Coils
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the neck of the pickup tube focuses the electron beam and keeps 

the beam perpendicular to the target. This keeps the aperture as 

small as possible and, therefore, the image as sharp as possible.

In the television system that is used in the United States, the electron

beam will scan back and forth across the target 525 times in each 

television frame. Thus each frame in the television signal is com-

posed of 525 scan lines. It does not matter what size the camera 

is or what size the pickup tube or monitor is. The total number of 

lines scanned from the top of the frame to the bottom of the frame 

will always be 525.

The image created in the video camera has now been turned into 

an electronic signal of varying voltages. As an electronic signal, the 

television image can be carried by cables, recorded on videotape 

machines, or even transmitted through the air.

Displaying the Image

There is a peculiar problem that is caused by lenses. A right-side-up 

image coming through the face of a lens will be inverted, or turned

upside down, as it comes out of that lens. In film, this is not a seri-

ous problem. Although the image is recorded upside down on the 

film, when it goes back through a lens during projection, it is once 

again inverted, and the image on the movie screen is displayed right 

side up.

In video, the camera lens causes the image to be focused upside 

down on the face of the target (see Figure 2.1). There is no lens in

front of a television monitor or receiver to flip the upside-down image

right side up again. The television image is inverted by scanning the

image in the camera from the bottom to the top, instead of from 

the top down. On the receiver, or monitor, the scan is from top to 

bottom. This way the image appears right side up on the monitor.

The varying voltages generated by the camera can be converted 

back into light. This electrical energy powers an electron gun in the 
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television receiver or monitor. That gun sends a stream of electrons 

to the face of the picture tube in the receiver. Changing voltages 

in the video signal cause chemical phosphors on the inside face of 

the receiver tube to glow with intensity in direct proportion to the 

amount of voltage. The image that originated in the tube camera is 

thus recreated, line by line. Motion and detail are all reproduced.

CCD Cameras

The pickup tubes and the scanning yokes needed to drive the tube 

cameras have been eliminated and replaced by a light-sensitive 

chip (Figure 2.5). The chip is a charge-coupled device, or CCD, from

which this type of camera gets its name. CCD cameras are also 

referred to as chip cameras.

A CCD is a chip that contains an area, or site, covered with thou-

sands, and in some instances millions, of tiny capacitors or con-

densers (devices for storing electrical energy). Consumer digital still

cameras have chips that can contain as many as five million sites, or 

five megapixels. This chip came out of the technology that was devel-

oped for EPROM (Erasable Programmable Read-Only Memory) chips.

They are used for computer software where updates or changes can 

occur. When the information is burned onto an EPROM, it is meant 

to be semi-permanent. It is erasable only under high-intensity ultra-

violet light.

In a CCD camera, the light information that is converted to elec-

trical energy is deposited on sites on the chip. Unlike an EPROM, 

however, it is easily removed or changed. The sites are tiny con-

densers that hold an electrical charge and are separated from each 

other by insulating material. This prevents the charge from leak-

ing off. The chip is very efficient and can hold the information for 

extended periods of time. The charge can be released and then 

replaced by the next set of charges.
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Camera Chips

Inside the chip camera, light coming through the lens is focused on 

a chip (Figure 2.5). In the case of cameras that use multiple chips, 

light entering the camera goes through a beam splitter and is then 

focused onto the chips, rather than passing through a pickup tube 

or tubes. A beam splitter is an optical device that takes the light 

coming in through the lens and divides or splits it. It directs the 

light through filters that filter out all but one color for each of the 

chips. One chip sees only red light, one only blue, and one only 

green. The filters are called dichroic because they filter out two of 

the three colors. These chips are photosensitive, integrated circuits.

Figure 2.5 CCD Camera Focused on Image

Image
Camera

Lens

Charge-Coupled Device (CCD)

(enlarged to show detail)

Printed Circuit

Board

When light strikes the chip, it charges the chip’s sites with electri-

cal energy in proportion to the amount of light that strikes the chip. 

In other words, the image that is focused on the chip is captured 

by the photosensitive surface as an electrical charge. This electrical 

charge is then read off the chip, site by site. The technology behind 

these chips allows them to shoot bright light without overloading. 

However, if the light is bright enough, the charge can spill over from 

one site to the next. This can cause the edges of an object within 

an image to smear or lag.

To prevent this, an optical grid or black screen is laid over the face 

of the chip so that between the light-sensitive sites there is both 
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insulation and light-absorbing material. The same process is used 

in a video monitor where a shadow mask is used to prevent excess 

light from spilling over between adjacent phosphor groups on the 

screen, which would cause a blurring of the image.

To capture the information stored on the chip, the chip is scanned 

from site to site, and the energy is discharged as this happens. A 

numerical value is assigned as each site is scanned, according to 

the amount of electrical energy present. This numerical information 

is converted to electrical energy at the output of the camera. This is 

part of the digitizing process, as the numerical value is converted to 

computer data for storage and transmission.

Lower-end consumer cameras typically have one CCD chip, while 

most professional or prosumer cameras have three. In consumer 

cameras, chips resemble the construction of TV receiver tubes. All 

three colors (red, green, and blue) are present on the one chip. There 

is no need for three chips and a beam splitter. Typically, the larger 

the size of the CCD or CCDs in the camera, the better the image

quality. For example, a camera with a 2/3-inch chip will capture a 

better quality image than a camera with a 1/2-inch chip.

On professional cameras, there is one chip for each color: red, green,

and blue (Figure 2.6). The resolution in these cameras is much 

greater; that is, the chips are better able to reproduce details in an 

image (resolution), which is determined by the number of sites on the 

chip. The more sites a chip has, the more detailed the stored video

information will be. The chip will also be more expensive. Also, through

the camera’s electronic processing ability, the video image can be 

altered in several ways. For example, the resolution of an image can

be increased without actually having more sites on the chip. An image

can be enlarged digitally within the camera, beyond the optical ability

of the lens. This same processing can also eliminate noise, or spuri-

ous information, and enhance the image.

During the digitizing process, certain artifacts can occur in the 

video that can be a problem. Through image processing in the cam-

era, these artifacts can be blended to make them less noticeable. 
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Sometimes these problems can also be overcome by changing a 

camera angle or altering the lighting.

Because of their small size and minimal weight, chip cameras have 

become very useful in field production, news work, documentaries, 

and even low-budget films. With their resistance to smearing and 

lagging, and their ability to work in low-light situations, they have 

also found a use in studios.

Figure 2.6 Three-Chip CCD

Image
Camera

Lens

Charge-Coupled Device (CCD)
(enlarged to show detail)

Printed Circuit
Board

Dichroic Filter
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When looking at a picture, such as a photograph or a drawing, 

the human eye takes the scene in all at once. The eye can move 

from spot to spot to examine details, but in essence, the entire pic-

ture is seen at one time. Likewise, when watching a film, the eye 

sees moving images go by on the screen. The illusion of motion 

is created by projecting many pictures or frames of film each sec-

ond. The eye perceives motion, even though the film is made up 

of thousands of individual still pictures. Video is different from 

film in that a complete frame of video is broken up into component 

parts when it is created.

Video Lines

The electron beam inside a video camera transforms a light image 

into an electronic signal. Then, an electron beam within a video 

receiver or monitor causes chemicals called phosphors to glow so 

they transform the electrical signal back into light.

The specifications for this process were standardized by the NTSC 

(National Television System Committee) when the television system 

was originally conceived in the late 1930s. The NTSC standard is 

used in North America and parts of Asia and Latin America. As 

other countries developed their own television systems, other video 

Scanning 3
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standards were created. Eastern and Western Europe use a system 

called PAL (Phase Alternate Line). France and the countries of the 

former Soviet Union use a system known as SECAM (Séquential 

Colour Avec Mémoire, or Sequential Color with Memory).

For each NTSC video frame, the electron beam scans a total of 525 

lines. There are 30 frames scanned each second, which means that 

a total of 15,750 lines (black and white video) are scanned each sec-

ond (30 frames � 525 lines per frame). This rate is called the line 

frequency. The NTSC line frequency and frame rate changed with 

the addition of color. Both PAL and SECAM use 625 lines per frame 

at 25 frames per second. These two systems were developed after 

the introduction of color television and consequently did not require 

any additional changes. There are variations and combinations that 

attempt to combine the best elements of all of these standards.

Scanning 15,750 lines per second is so fast that the eye never 

notices the traveling beam. The video image is constantly refreshed 

as the electron beam scans the 525 lines in each frame. As soon 

as one frame is completely displayed, scanning begins on the next 

frame, so the whole process appears seamless to the viewer.

The electron beam in a video camera is made to scan by electronic 

signals called drive pulses. Horizontal drive pulses move the beam 

back and forth; and vertical drive pulses move the horizontally 

scanning beam up the face of the pickup tube. These drive pulses 

are generated inside the camera.

Blanking

An electron beam scanning a picture tube is like an old typewriter. 

It works in only one direction. When it reaches the end of a line 

of video, it must retrace or go back to the other side of the screen 

to start the next line. Likewise, when it reaches the bottom of the 

image, it must retrace or go back to the top of the image to begin 

scanning the next frame (Figure 3.1).
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The period of time during which the electron beam retraces to begin 

scanning or tracing the next line is part of a larger time interval 

called horizontal blanking. The period of time that the electron gun 

is retracing to the top of the image to begin scanning another frame 

is called vertical blanking. During horizontal or vertical blanking, 

the beam of electrons is blanked out or turned off, so as not to 

cause any voltage to flow. This way the retrace is not visible.

The horizontal blanking interval is the separation between consec-

utive lines. The vertical blanking interval is the separation between 

consecutive frames. As the video image is integrated with other 

images, using equipment such as video editing systems or video 

switchers, the change from source to source occurs during the 

vertical blanking interval after a complete image has been drawn. 

This can be compared to splicing on the frame line of a film frame.

Horizontal blanking actually occurs slightly before the beginning of 

each line of video information. Vertical blanking occurs after each 

frame. The video picture itself is referred to as active video (Figure 

3.2). In the NTSC system, active video uses 480 out of the 525 

Figure 3.1 Scanning and Retracing

Horizontal Trace

and Retrace Lines Vertical Retrace Line

Trace Lines

Retrace Lines
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lines contained in one frame. PAL and SECAM use 580 active lines 

out of the 625 total lines. Blanking functions as the picture frame 

around the active video. It is a necessary component of the TV sig-

nal, even though the electron beam is shut off. Blanking specifica-

tions are an important part of the picture specifications.

Persistence of Vision

Film is shot at 24 frames per second. However, if it were projected 

at that rate, a flickering quality to the moving image would be 

noticeable. The flickering is a result of the phenomenon that lets 

us perceive motion in a movie in the first place. That phenomenon 

is called persistence of vision.

Persistence of vision means that the retina, the light-sensitive 

portion of the human eye, retains the image exposed to it for a 

certain period of time. This image then fades as the eye waits to 

receive the next image. The threshold of retention is 1/30 to 1/32 of 

a second. If the images change on the retina at a rate slower than 

that, the eye sees the light and then the dark that follows. If the 

images change at a faster rate, the eye sees the images as continu-

ous motion and not as individual images. This concept was the 

basis of a device developed in the 19th century called the Zoetrope 

Figure 3.2 Video Frame

Active Video

Blanked Video
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(Figure 3.3). By viewing a series of still images through a small slit 

in a spinning wheel, the images appeared to move.

In film, this concept is exploited by simply showing each frame 

twice. The picture in the gate of the film projector is held, and the 

shutter opens twice. Then the film moves to the next frame and 

the shutter again reveals the picture twice. In this way, 48 frames 

per second are shown while the projector runs at 24 frames per 

second, and the eye perceives smooth, continuous motion.

Fields

The 30-frames-per-second frame rate of video could potentially 

allow the flicker of the changing frames to be noticeable. Therefore, 

Figure 3.3 Zoetrope
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the frame rate needed to be increased. The simplest way to do this 

was to split the individual frames into two parts, creating 60 half-

frames per second. These half-frames are called fields. Each field 

consists of alternate lines of a single frame.

The pickup tubes or the CCDs read out every other line of the 

video frame. Since there are 525 lines that make up a complete 

frame, or 1/30 of a second, scanning every other line yields 262½  

lines scanned per field, or 1/60 of a second (Figure 3.4). Two fields 

of 262½ lines each combine to make 525 lines, or one complete 

frame (2 � 1/60 of a second = 2/60 or 1/30 of a second) (Figure 3.5). 

The process is the same in PAL and SECAM, taking into consider-

ation their line and frame rates.

Interlace Scanning

The process of this field-by-field scanning is known as interlace 

scanning because the lines in each field interlace with the alter-

nate lines of the other field. There are two fields for each frame. 

Because the images are appearing at the rate of 1/60 of a second, 

the eye does not see the interval between the two fields. Therefore, 

the eye perceives continuous motion.

An interesting experiment that illustrates the concept of interlace 

scanning is to follow a similar scanning pattern as the electron 

beam would on a frame of video. Look at the paragraph below and 

first read just the boldfaced, odd lines. Then go back to the top of 

the paragraph and read the non-boldfaced, even lines. Notice the 

way the eyes retrace from the end of a line back to the left margin 

to begin scanning the next odd line. At the end of the paragraph, 

the eyes retrace from the last line back to the top again to read or 

scan the even lines. This is what the electron beam does during its 

blanking periods.

A television image is created through

Interlace scanning. Interlace scanning

is the process of scanning every other

line from top to bottom. The beam



How Video Works

21

first scans the odd lines top to bottom, 

and then it scans the even lines top to bottom.

Each scan from top to bottom 

is a field. It is the combination of the 

two successive fields that make up an 

entire frame of a video image.

It is not until both sets (or fields) of odd lines and even lines are 

interlaced together that the full meaning of the paragraph (or 

full-frame image) becomes clear. This holds true especially with 

electronic graphics. When viewing only one field, the letters look 

ragged and uneven. Only when viewing a complete interlaced 

frame do the letters look smooth and even.

Black and White Specifications

Dividing the video image into two fields, each with 2621/2  lines, 

provides an advantage when broadcasting a video signal. Since 

there is much less information in 2621/2 lines than there is in 525 

lines, the video signal does not require as much bandwidth or 

spectrum space for transmission.

For black and white video images, the original NTSC standards 

were as follows:

• 525 lines per frame

• 480 lines per frame of active video

• 30 frames per second

• 15,750 lines per second (line frequency)

• 2621/2 lines per field

• 2 fields per frame

• 60 fields per second

• Horizontal blanking before each line

• Vertical blanking between successive fields

These specifications are different when color is added to the video 

signal. Color specifications will be covered in Chapter 6.
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Video images are generated from a source, such as a camera or com-

puter, and viewed on a source, such as a monitor. In order for the

viewed image to be seen in exactly the same way and the same time 

frame as the generated or original image, there has to be a method

for synchronizing the elements of the image. Synchronizing an image

is a critical part of the analog video process.

Synchronizing Generators

A synchronizing generator, or sync generator as it is called, is the 

heart of the analog video system. The sync generator creates a series

of pulses that drive all the different equipment in the entire video 

facility, from cameras to monitors. When viewing analog signals, the

synchronizing pulses also drive the monitors.

The heart of the sync generator is an oscillator that puts out a signal 

called the color subcarrier, which is the reference signal that car-

ries the color information portion of the signal (discussed in more

detail later in this chapter). The frequency of the color subcarrier 

is 3,579,545 cycles per second, rounded off and more commonly 

referred to as simply 3.58. Starting with this basic signal, the sync 

generator, through a process of electronic multiplication and division,

outputs other frequencies in order to create the other pulses that are 

Synchronizing the 

Analog Signal
4
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necessary for driving video equipment. These pulses include horizon-

tal and vertical synchronizing pulses, horizontal and vertical drive

pulses, horizontal and vertical blanking pulses, and equalizing pulses

(Figure 4.1).

These pulses are often combined so that one signal will contain mul-

tiple synchronizing components. Combination signals are referred

to as composite signals. Terms such as composite blanking and com-

posite video refer to such signals.

Synchronizing Pulses

The sync generator puts out both horizontal and vertical synchro-

nizing pulses. These synchronizing pulses ensure that all of the 

equipment within the system is in time or synchronized. Horizontal 

and vertical synchronizing pulses are part of the composite signal, 

so they can be easily fed to any piece of equipment that requires a 

sync reference signal.

Horizontal synchronizing pulses appear at the beginning of each line 

of video. They assure that monitors and receivers are in synchroni-

zation on a line-by-line basis with the information that the camera 

is creating. Vertical synchronizing pulses appear during the vertical 

interval, which will be discussed later in this chapter. These pulses 

assure that the retrace is taking place properly, so that the gun is in 

its proper position for painting the beginning of the next field.

The composite sync signal ensures that each piece of equipment is 

operating within the system on a line-by-line, field-by-field basis.

If equipment is not synchronized, switching between images can 

Figure 4.1 Sync Generator
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cause the image in the monitor to lose stability. Dissolves and spe-

cial effects can change color or shift position. Character generators 

or computer-generated images might appear in a different position 

in the image from where they were originally placed.

Drive Pulses

Horizontal and vertical drive pulses are used for driving the camera 

and are never broadcast. These pulses trigger circuits in the camera 

called sawtooth waveform generators. The name “sawtooth wave-

form” refers to the shape of its signal, which looks like the serrations

on the edge of a wood saw (Figure 4.2). Both the horizontal and ver-

tical circuits are driven by the same sawtooth waveform.

In horizontal deflection circuits, the long slope on the sawtooth wave-

form drives the scanning electron beam horizontally across the target

face of the pickup tube. In vertical deflection circuits, the long slope

moves the beam vertically from one scanning line to the next. In both

Figure 4.2 Drive Pulses and Sawtooth Current
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horizontal and vertical deflection circuits, the shorter and steeper 

slope of the sawtooth waveform causes the beam to retrace. In hor-

izontal deflection circuits, the beam moves back to start scanning

another line. In vertical deflection circuits, the beam moves back 

to begin scanning another field.

Blanking Pulses

Horizontal and vertical blanking pulses cause the electron beam in 

a video camera to go into blanking. In other words, they cause the 

electron beam to shut off during the retrace period at the end of each 

line and the retrace period at the end of each field. Blanking pulses,

like horizontal and vertical drive pulses, are fed to cameras.

However, unlike drive pulses, the blanking pulses are broadcast as 

part of the overall video signal.

Horizontal Blanking

Horizontal retrace occurs during the horizontal blanking period. 

The horizontal blanking period can be viewed on a waveform 

monitor, which displays an electronic representation of the visual 

image (Figure 4.3A). (The waveform monitor is discussed in detail 

in Chapter 8.) Several critical synchronizing signals occur during 

this horizontal blanking period. These signals appear in the follow-

ing order: the front porch, the horizontal synchronizing pulse, the 

breezeway, and color burst reference (see definitions of these terms 

below). The breezeway and color burst reference occur during the 

period of time referred to as the back porch (Figure 4.3B).

The front porch is the period of time that begins at the end of active 

video. It initiates the retrace and is the beginning of the synchroniz-

ing period of time. A single scan line is defined as starting at the 

front porch and ending with active video before the next front porch 

begins.

Following the front porch is the horizontal synchronizing pulse. This 

pulse synchronizes the receiver with the originating source that 
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Figure 4.3 A and B, Horizontal Blanking Interval
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created the image. Following the horizontal synchronizing pulse is 

the area known as the back porch. With the advent of color, the

color burst signal was inserted in the back porch. The area between 

horizontal sync and color burst on the back porch is called the 

breezeway. Following the end of the back porch, the active video

scanning portion of the line begins.

Vertical Blanking

Vertical blanking is somewhat more complex. During the vertical 

blanking period, there are pre- and post-equalizing pulses and ver-

tical sync pulses, as well as several lines of blanked video. These 

are full lines of video on which there is no active picture. The ver-

tical blanking period can also be seen on a waveform monitor 

(Figure 4.4A).

Vertical Synchronizing Pulses

Vertical synchronizing pulses, which are part of the broadcast signal,

are used to drive the electron beam back to the beginning of the next

field so that the horizontal trace can be initiated. There are six ver-

tical synchronizing pulses that occur between fields to initiate this 

process. Vertical synchronizing pulses only occur between fields.

Equalizing Pulses

During the vertical blanking interval, the sync generator puts out 

equalizing pulses. Equalizing pulses occur both before and after the 

vertical sync signal. The equalizing pulses that occur before the ver-

tical sync are called pre-equalizing pulses. Those that occur after ver-

tical sync are called post-equalizing pulses. Equalizing pulses in video

assure continued synchronization during vertical retrace as well as 

proper interlace of the odd and even fields (Figure 4.4B).

Lines 1 through 9 in each field actually consist of pre-equalizing 

pulses, vertical sync pulses, and post-equalizing pulses. The 6 pre-

equalizing pulses break up the first 3 lines of a field into 6 half-lines. 
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The next 3 lines consist of 6 vertical sync pulses. Lines 7, 8, and 9 

are separated by post-equalizing pulses.

Depending on whether it is the odd or even field, there will be 6 post-

equalizing pulses, but either 5 or 6 half-lines. In the even field, there 

are only 5 half-lines. The first half-line of inactive video is called

line 9. In the odd field, there are 6 post-equalizing pulses and 6 half-

lines, so that the first full line of inactive video is called line 10.

There are other ways of defining fields. Each field consists of 2621/2 

lines. The odd field begins with a whole line of active video on line

21 and ends with a half-line of video. The even field is defined as 

starting active video with a half-line on line 20 and ending with a 

whole line of video. In either case, each field is handled individually,

and line counting is done within each field.

It is the equalizing pulses that allow the system to distinguish the 

odd from the even fields and therefore interlace the two proper fields 

together to create one frame. If the fields were not properly inter-

laced, it would be possible to be off by one field in the interlace 

process.

Color Subcarrier

With the advent of color television, a new signal was introduced to 

carry the color information. This signal, known as the color subcar-

rier, became the most important signal of the sync generator. Most 

sync generators combine color subcarrier with horizontal sync, ver-

tical sync, blanking, and a black video signal to produce a composite

signal called black burst or color black. The color subcarrier signal, 

or any of the synchronizing or blanking pulses, can be taken as a 

separate output from a sync generator. However, the combination of

sync pulses in a black burst signal is much more useful.

The frequency of the color subcarrier is 3,579,545 cycles per sec-

ond. This frequency must be maintained within plus or minus 10 

cycles per second. If this frequency changes, the rate of change 
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cannot be greater than one cycle per second every second. The 

exactness of this specification has to do with the sensitivity of the 

human eye to changes in color. As this color subcarrier signal is 

the reference for color information, any change in the frequency would 

cause a shift in the color balance. The color subcarrier is also used 

as the main reference signal for the entire video signal. If the color 

subcarrier is incorrect, then all the signals in the television system 

will be affected.

Cross Pulse Display

On a professional video monitor, the image can be shifted horizontally

to make the horizontal blanking period visible. The image can also be

shifted vertically to make the vertical blanking interval visible (Figure 

4.5A). When the image is shifted both horizontally and vertically at

the same time, the display is known as a cross pulse or pulse cross 

display. A cross pulse display is a visual image of what is represented

electronically on a waveform monitor. This display shows several of 

the signals created in the sync generator (Figure 4.5B).

Other Signal Outputs

There are several other outputs from the synchronizing generator 

that are used for testing or other purposes. These test signal outputs

are not so much used for driving the system as they are for check-

ing it, or checking the synchronizing generator itself.

Quite often, test signal outputs and black burst or color subcarrier 

appear at the front of the sync generator for ease of access, though

they are also available at the back of the sync generator. Horizontal 

and vertical drive pulses may be available at the rear of the sync 

generator, as they are not used for testing purposes or to drive any 

other piece of equipment other than a tube camera (Figure 4.6). Test

signals that are available from a sync generator are discussed in 

Chapter 21.
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Figure 4.5 A and B, Cross Pulse Display
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Vertical Interval Signals

The NTSC analog video image is 525 lines, 480 of which represent 

picture information, referred to as active video. The remaining lines 

in the vertical interval are used for synchronizing information. Test 

signals are inserted in the vertical interval as well. While not part 

of the active video, they are a valuable part of the composite signal.

These signals are usually created by devices connected to one or more

of the outputs of a sync generator. These extra signals can then be 

inserted in the vertical interval. These signals may include vertical 

interval test signals, vertical interval reference signals, closed cap-

tioning, teletext, commercial insertion data, and satellite data.

In the case of the vertical interval test signals (VITS), a test signal 

generator can create one-line representations of several test signals. 

These one-line test signals are inserted in one of the unused video 

lines in the vertical interval. The VITS can be displayed on an oscil-

loscope. This test signal provides a constant reference with respect 

to the active video contained within the frame.

The vertical interval reference signal (VIRS) was developed to maintain 

color fidelity. Small differences in color synchronization can occur

when signals are switched between pieces of equipment. The VIRS 

provides a constant color reference for the monitor or receiver. 

Without the VIRS, the color balance of the image may change.

Closed captioning was originally developed so the hearing impaired 

could watch a program and understand the dialogue. In closed cap-

tioning, a special receiver takes the information from the vertical

Figure 4.6 Rear view of sync generator
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interval and decodes it into subtitles in the active video. Closed 

captioning may also be used in environments where the audio may 

not be appropriate or desired. Technically, since closed captioning 

appears on line 21, which is active video, the data is not truly in 

the vertical interval.

Teletext can be used for broadcasting completely separate informa-

tion unrelated to program content. An example of this is seen on

many cable news stations. While the camera may be covering a news

story or pointing to an anchor, the ticker tape of information below 

the image is an ongoing feed of text.

Commercial insertion data can be used to automatically initiate the

playback of a commercial. This can eliminate the possibility of opera-

tor error. The data are designed to trigger the playback of the required

material at the appropriate time, as well as for verification that the 

commercial was broadcast as ordered.

Satellite data contains information about the satellite being used, the

specific channel or transponder on the satellite, and the frequencies 

used for the audio signals.

The blanking portions of the video signal, both horizontal and vertical,

carry critical information. In addition to synchronizing, the blanking 

periods are used to carry other data that enhance the quality and 

usefulness of the video signal.
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Television transmission is the process of sending the video, audio, 

and synchronizing signals from a transmitting facility to a receiver. In 

trying to get a package from one city to another, one would arrange 

for a truck, train, or airplane to be the carrier of that package to 

its destination. What happens in radio and television is similar, in 

that specific frequencies are designated as the carriers for radio and 

television signals. The signal that carries the information is directed 

out into the air or through a cable so that receivers tuned to the 

frequency of the carrier can pick up the signal. Once it picks up the 

signal, the receiver can extract the information from the carrier.

Modulating the Signal

To put this information on the carrier, a process called modulation 

is used. To modulate means to make a change. In music, chang-

ing key is referred to as modulating to a different key. The melody 

and harmony of the song sound the same, but the key or pitch is 

lower or higher. In broadcasting, making this change to the carrier 

is called modulating the carrier.

There are two ways to modulate a carrier. One way is to change the

height or amplitude of signals that are imposed on the carrier.

The other way is to impose signals on the carrier that vary in speed

or frequency. Think of the carrier wave as being the ride to the 

The Transmitted
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destination and the modulation of the carrier as the passenger. 

The amplitude change or modulation is referred to as AM, and the 

frequency modulation is referred to as FM (Figure 5.1). In television 

broadcasting, the video image is transmitted by amplitude modu-

lation of the carrier. The audio portion of the signal is transmitted 

by frequency modulation of the carrier.

At the beginning of the video capture chain, light is converted into 

varying voltages in the camera. Now these voltage variations are 

Figure 5.1 Carriers and Frequencies
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used to make changes in amplitude on the carrier wave. These 

changes in amplitude are proportional to the original picture voltage

which came from the light on the face of the target.

For a monitor or receiver to show the original image, it must first 

receive the carrier. When a receiver is tuned to a specific channel, it 

becomes sensitive to the frequency of that carrier wave. The receiver, 

through the process of demodulation, takes the varying amplitude 

changes off the carrier and converts that information back to vary-

ing voltages proportional to the amplitude changes on the carrier.

In the TV’s receiver tube, the process is reversed. The varying volt-

age levels are converted to light by the beam of electrons scanning 

the phosphors on the inside face of the receiver tube. This brings 

the process full circle back to the varying light levels that originally 

made up the picture on the face of the target or the CCD.

In addition to the main video carrier, there are two other carriers 

that send out information about the audio and the color portion of 

the signal. These three modulated carriers—one for video, one for 

color, and one for audio—make up the total composite signal.

Frequency Spectrum

In nature, the spectrum of frequencies ranges from zero to infin-

ity. The spectrum is referred to in terms of cycles per second, or 

hertz (Hz), named in honor of the scientist Heinrich Hertz, who did 

many early experiments with magnetism and electricity.

Three of the five senses human beings experience—hearing, seeing, 

and touch—are sensitive to the frequency spectrum. For example, 

the ear is capable of hearing between 20 and 20,000Hz, or 20kHz 

(kilohertz). Human beings are generally unable to hear sounds above 

20kHz. At extremely high frequencies, our eyes become sensitive 

to a certain portion of the spectrum and are able to see light and 

color. Light with frequencies between 432 trillion hertz and 732 tril-

lion hertz becomes visible. Frequencies below 432 trillion hertz are 

called infrared. Infrared frequencies can be felt as heat, but cannot 
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be seen by the human eye. Frequencies above 732 trillion hertz are 

called ultraviolet. Skin exposed to ultraviolet light can become dam-

aged, as can one’s eyesight. Only a small portion of the total spec-

trum is directly perceptible to human sensation without the aid of 

tools (Figure 5.2, also in color insert).

Analog and Digital Broadcasting

The frequency spectrum is divided into sections, some of which 

have been given names, including low frequency (LF), intermedi-

ate frequency (IF), radio frequency (RF), very high frequency (VHF), 

and ultra high frequency (UHF). Portions of the VHF and UHF 

spectrum space have been allocated for use in analog television 

broadcasting. Television channels between 1 and 13 are in the VHF

range. Channels 14 through channel 59 are in the UHF range. 

Channel 1 is not used, only channels 2 through 59 (Figure 5.3).

Certain analog television channels have a greater separation in the 

spectrum between them than others. For example, in a city where 

Figure 5.2 Light Spectrum
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Figure 5.3 Frequency Spectrum
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there is a channel 2, there cannot be a channel 3, because the sep-

aration between these two channels is too narrow and the signals 

would interfere with each other. However, in a city where there is a 

channel 4, there can also be a channel 5. This is because the sepa-

ration in the spectrum between these two channels allows enough 

room for each to transmit without interference from the other.

In the conversion from analog to digital broadcasting, new spec-

trum allocations are being made for the digital channels. A digital 

signal comprised of zeros and ones, thanks to compression tech-

niques, requires considerably less spectrum space for broadcasting 

than does a signal comprised of analog waves. As digital broad-

casting becomes the standard, the analog frequency allocations for 

television broadcasting are being reassigned for other uses.

The process of shutting off the analog system and converting to 

digital is being done in stages. According to the Federal Communi-

cations Commission (FCC), all full power television stations broad-

casting on channels 2–51 must have begun broadcasting a digital 

signal by the beginning of 2007. To facilitate this changeover, addi-

tional spectrum space has been allocated, generally in the UHF 

range, for digital television broadcasting. This additional space is 

a6 megahertz (MHz) bandwidth, just as had been assigned for ana-

log broadcasting, but on a new frequency.

The new channel assignments are focused on the original frequencies 

for channels 7–13, 15–19, 21–36, and 38–51. In some of the more 

crowded television markets, additional frequencies are being used 

where available. To create less confusion for consumers, virtual 

channels have been developed. A virtual channel is a channel des-

ignation that differs from the actual assigned channel frequency. In 

the new television standards, virtual channels are mapped out and 

are part of the Program and System Information Protocol or PSIP.

Because digital signals take less spectrum space than analog, 

multiple signals can be carried simultaneously, even on a virtual 

channel, through what are called sub-channels. For example, if the
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original analog broadcast was on channel 2 but is now a digital

signal broadcast on channel 48, it may appear on the digital receiver

as channel 2.1. Additional programs from the same station may 

be carried on 2.2, 2.3 and so on, although the actual broadcast 

frequency is channel 48. Through the use of virtual channels, the 

original channel numbers can be kept even though the broadcast 

frequencies are different.

Analog broadcasting may continue on the currently assigned fre-

quencies until the final changeover in 2009. At the time of the 

changeover, the original analog channel assignments for over-

the-air broadcasting will be converted to other uses, and digital 

broadcasting will continue on the new frequencies.

With the advent of cable, more channels have become available 

because the cable signal does not take up spectrum space. The cable 

signal is sent by wire, so the channels can be right next to each 

other without causing interference.

Bandwidth

When the television system was originally created, a carrier frequency

was assigned for each channel. It was also decided that 6MHz of 

bandwidth or spectrum space would be made available for the 

transmission of television signals on the carrier for each particular 

station. A signal has an upper and a lower half, referred to as the 

upper and lower side bands. The 6MHz of bandwidth in television 

broadcasting uses the upper side band only for transmission. If 

both upper and lower side bands were used, they would take up 

12MHz of space. The lower side band is not used and is filtered 

off before transmission. All the information necessary for the 

re-creation of the television signal is contained in the upper side 

band.

This limitation of 6MHz of bandwidth for a television signal is one 

of the reasons the field process, or interlaced scanning process, was 
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developed. To transmit all 525 lines of information at once would 

take far more bandwidth than the 6MHz allocated for each television

station. Consequently it was decided, not only to minimize flicker, but

also for the conservation of spectrum space, to transmit only one field

at a time.

For example, channel 2 was given between 54 and 60MHz as the 

6MHz bandwidth spread allowed for transmission. In television, the 

visual carrier is placed 11/4MHz above the low end of the allowable 

spectrum. Thus channel 2’s assigned carrier is 55.25MHz.

The audio carrier, which is separate from the video, is always 

41/2MHz above the assigned carrier frequency for video. For chan-

nel 2, this means the audio carrier is 59.75MHz, allowing 1/4MHz 

of room between the audio carrier and the upper end of the allowed 

spectrum space (Figure 5.4). The third carrier in the television sig-

nal is the color subcarrier, which will be discussed in detail in the 

following chapter.

When a broadcast channel is selected on a television set, the receiver

becomes sensitive to the particular carrier frequency in the spectrum 

that is assigned to that channel. The television set then receives

that carrier and the information that is on it. It strips off the carrier

frequency as unnecessary and demodulates the information that was

contained on the carrier, and thus recreates the original television 

image.

Satellites

Television signals are referred to as line of sight signals because 

they do not bend with the curve of the earth. They penetrate 

through the atmosphere and continue into space. Because of this, 

getting television reception beyond 80 miles or so from its transmis-

sion source becomes difficult, if not impossible. Since height plays 

such a major factor in sending and receiving television signals, 
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mountaintops and tall antennas are used to provide as much range 

as possible from the earth. It was impractical to get any greater 

range until the development of satellite communications.

Satellites operate on the principle of rebound, bouncing a signal from

one place to another. The concept is similar to the game of pool, 

where a ball is purposely banked off of one side of the table to 

go into a hole on the other. Satellites launched from the earth are 

put into orbit around the equator at an altitude of 22,300 miles. 

This gives them a very high point from which to bounce signals 

to the earth. It allows greater geographic coverage and overcomes 

the problem of the curve of the horizon. When satellites are placed 

in orbit, they are set in motion to move at the same speed as the 

rotation of the earth. These factors make the satellite geosynchro-

nous, or stationary, above the earth.

A satellite will appear to stay in a fixed position in the sky for the 

duration of its lifespan, which is typically about ten years. At this 

point, solar cells begin to show their age, and satellites run out of 

the fuel necessary to make orbital adjustments during their life-

time. Methods have been developed for refurbishing the satellites, 

thus increasing their life and saving the cost of a new satellite and 

the cost of placing it in orbit.

Satellites are placed into orbit at specific degree points around the 

equator. The orbital space along the equatorial arc is assigned by 

international agreement, similar to the spectrum space in broad-

cast frequencies. The North American continent, including the U.S., 

Canada, and Mexico, has from approximately 67º to 143º west lon-

gitude. The early satellites were placed 4º apart around the equator, 

and each satellite had as many as 12 transponders, or channels of 

communication available. With improvements in the technology of 

both the antennas and the electronics, spacing has been reduced 

to 1º in the equatorial arc. The new satellites have as many as 48 

transponders available, and that amount continues to increase 

steadily.
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Uplink and Downlink

Standards conversion, the process of converting television sig-

nals from one standard to another, can be achieved via satellite. 

The broadcaster or uplink facility sends up one standard of televi-

sion signal and the receiving end, or downlink facility, picks up 

or records the signal in the standard of its choice. In fact, a great 

deal of program distribution is achieved via satellite. Programs are 

sent up on a satellite for receiving stations to record. On occasion, 

when long-distance transmission is required, two satellites may be 

used in what is called a double hop.

For example, in a double hop from Los Angeles to Paris, the signal 

would be transmitted to a satellite over North America and received 

at a downlink facility in, for instance, New York City or Montreal. This 

facility would then uplink the signal to a satellite over the Atlantic

Ocean. The signal would then be received at a downlink facility in 

Paris.

The area of the earth that the satellite signal covers is known as the

footprint. The size of the footprint can be as large or as confined as 

the operator of the satellite wishes. For general television purposes 

in the continental United States, the footprint covers the entire 

country. In Europe, footprints can be confined to a single country 

or allowed to cover the entire continent (Figure 5.5).

Figure 5.5 Satellite Footprint
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In setting the antenna of a satellite dish for either an up- or down-

link, there are three positions to align. The first is the elevation or 

angle above the earth at which the antenna is set. The second is the 

degree or compass heading toward which the antenna is pointing.

The third is the polarity, or horizontal or vertical alignment, of the

antenna. These three specifications allow the antenna to be pointed

at an exact place in the sky to find the signal. The exactness of these

alignments is critical.

If any of these measurements are incorrect, it is possible that the 

signal will be received by a satellite or transponder assigned to a 

different uplink facility. The result is two images superimposed on 

each other at the downlink facilities assigned to receive the images. 

This is referred to as double illumination. Two signals received by 

the same transponder on the same satellite at the same time ren-

ders both images useless. If the satellite dish is misaligned for the 

downlink or reception, the quality of the image that is received will 

be compromised.

The size of the parabolic dish that receives or transmits a signal

to a satellite also plays a factor in the ability to discriminate between

the various satellites and transponders. For transmission purposes,

the law requires a minimum dish size of nine meters in diameter. 

This requirement is to assure the transmitted signal reaches its spe-

cific target, or satellite. The receiver dish can be any size, but again,

the larger the dish, the better the reception.

Satellite signals travel at the speed of light. The actual distance 

traveled is almost 45,000 miles round-trip. Because of this distance,

there is a delay of about a quarter of a second from transmission 

to reception.

Fiber Optics

Using light to transmit information is a very old form of communi-

cation going back thousands of years. Lantern light or signal fires 

were the original forms. Alexander Graham Bell, the inventor of the 

original telephone, was one of the early modern developers who used
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light to transmit human speech. He invented a device he called the 

“photophone.” Bell used sunlight reflected against a membrane that

vibrated from the sound of a human voice. The reflected sunlight 

pulses were received by a parabolic dish located some distance away.

The light pulses generated electrical fluctuations in a selenium cell 

placed in the middle of the dish on the receiving end. This cell was 

attached to earphones and a battery. The cell created electrical cur-

rent fluctuations that vibrated the membrane in the earphones and 

recreated the voice.

The use of glass fiber for light transmission was developed in 1934 with

a system that used light to transmit the human voice over an optical

cable network. Recent developments in fiber optics now allow the 

transmission of very large quantities of data at very high rates of 

speed. The speed and quantity of the data that can now be transmit-

ted are a function of the development of optically pure glass, LEDs

(light-emitting diodes), and the LASER (Light Amplification through 

Stimulated Emission of Radiation) (Figure 5.6, also in color insert).

Figure 5.6 Fiber Optic Cable
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Optically pure glass is necessary to minimize the loss of signal 

strength when the light moves through the glass fiber. Optically pure

glass is so clear that if more than a mile of it were stacked up, you 

could see through to the bottom clearly.

There are advantages and disadvantages to the use of lasers and LEDs

in generating the light pulses used in a fiber optic network. The laser

is more powerful and emits light at the frequencies that are optimal for

use in a fiber network. The specific frequencies needed are dictated

by three things: 1) the types of data being transmitted, 2) the need to

minimize light loss when going through the fiber, and 3) the distance

needed to transmit the data. However, lasers are expensive, require 

maintenance, are environmentally sensitive, and age more rapidly 

than LEDs. They also require periodic rebuilding or replacement.

LEDs are simpler and cheaper to manufacture, last longer than lasers,

and are not as environmentally sensitive as lasers. However, as they 

are lower in power than lasers they do not transmit well over long 

distances. Therefore, lasers tend to be used for long-distance trans-

mission such as cross-country or intercontinental use; LEDs typically

are used for shorter distances such as in local area network (LAN) or

Fiber-Distributed Data Interface (FDDI) applications, such as within 

or between closely situated buildings or facilities.

As digital data consists of zeros and ones, converting the data to light 

pulses is not difficult. The ones are represented by pulses of light and

zeros are represented by the absence of a light pulse. This is similar

to CD and DVD recordings that also use a laser. However, the laser 

in those instances is used to burn pits, valleys, or flat areas on the 

recording surface of the disk. (Optical Media is discussed in Chapter 

17) With a fiber optic transmission system, the data is sent from one 

end to the other but not stored in the fiber lines. The fiber is only a 

means of sending and receiving data, a light guide.

How Fiber Optic Transmission Works

Fiber optic transmission functions by converting electrical energy to 

pulses of light. These light pulses are sent through the glass fiber.
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On the receiving end, the light pulses are converted to electrical pulses

by a device called an optical detector. There are several varieties of 

optical detectors such as photodiodes, PIN diodes, and avalanche 

photodiodes. The choice of which one to use is dictated by the 

transmitting system and the network construction itself. The detec-

tor converts the light pulses to electrical energy which is then used 

to recreate the data in an electronic device.

There are three modes of fiber optics: single-mode fibers, multimode 

fibers, and plastic optical fiber (POF).

Single-mode fiber optic cable uses only one frequency of light to trans-

mit the data through the fiber optic cable. However, multiple streams

of serial digital data can be grouped together and transmitted simul-

taneously through the single-mode fiber. This process is known as 

multiplexing. Multiplexing exploits the spaces that occur between 

packets of data to insert additional data. In this way, many data 

streams can be interwoven and sent simultaneously.

A single strand of single-mode fiber measures between eight and ten

microns in diameter. A micron is one-millionth of a meter. Many 

strands of fiber may be bundled together to increase the data capac-

ity of an installed system.

Multimode fiber optic cable uses multiple frequencies of light simul-

taneously to carry multiple streams of data (Figure 5.7). Each light 

frequency can also be multiplexed to carry several streams of data. 

The multiple light frequencies can then be combined and transmitted 

through the fiber optic cable. Multimode fibers are capable of carrying 

more data than single-mode fibers. Multimode fiber strands mea-

sure between fifty and one hundred microns in diameter. These can 

also be bundled together to increase the capacity of the network.

Plastic optical fiber is a recent development that has the same 

capacity as single-mode fiber but at lower cost.

Single-mode fiber is capable of carrying digital data up to 5 kilome-

ters, or about 3 miles, before the light pulses need to be reamplified 
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to continue transmission. Multimode fiber is capable of carrying

digital data up to 3 kilometers, or approximately 1.8 miles, before the

light pulses must be reamplified. This range is considerably greater 

than the equivalent in copper wire and therefore less expensive in 

the overall cost of constructing a data network.

The fiber optic cable itself is made of several layers of material. The 

core of the cable is the glass fiber measured in microns. The glass 

fiber is then coated with a cladding, which is a light reflective mate-

rial that keeps the light confined within the glass fiber. Surrounding 

the cladding is a layer of a plastic buffer coating that protects the 

cladding and glass fiber, helps to absorb physical shocks, and pro-

tects against excessive bending. Surrounding the plastic coating are 

strengthening fibers that can be fabric (such as Kevlar or Aramid), 

wire strands, or even gel-filled sleeves. Surrounding all of this is the 

outer layer of, generally, PVC plastic or FCP plastic that every cable 

has that protects the cable and has the manufacturer’s information 

printed on it.

Fiber optic cable has many advantages over copper: It will carry 

considerably more data over much longer distances; the data carried

is immune to electro-magnetic interference; and the cable is much 

Figure 5.7 Multimode Fiber Optics
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lighter in weight than conventional copper cables. These are strong 

considerations in network and facility construction.

Fiber optics also has certain disadvantages, cost being one of them. 

The initial cost of a fiber network is more than using conventional 

copper cables. Glass fiber is also more fragile; it can be broken easily. 

Though fiber has great tensile strength, and so installation can be 

accomplished by pulling the fiber cable in the same manner as cop-

per lines, it has very strict limitations on bends and crushing forces

that can destroy the glass fiber. Splicing and connecting fiber cables 

is very exact, and the equipment needed to install connectors and 

make splices is expensive and more critical in its precision than the 

equivalent copper installation equipment.

Currently, fiber optic cables are primarily used by companies such

as television facilities and telephone companies that require heavy data

transmission. However, there is a move to install fiber to consumers

in what is called Fiber To The Home (FTTH). As this is expensive and

the limits of the existing system have not been reached or exceeded, 

FTTH is an on-going enterprise.
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Color, like sound, is based on frequencies. Each color has its own 

specific frequency in the visible spectrum and its own specific wave-

length. Each color is defined scientifically by its frequency or its 

wavelength. Wavelength is related to frequency in that the higher the 

frequency, the shorter the physical length of the wave. Color frequen-

cies are extremely high in the spectrum, and therefore are easier 

to notate by wavelength rather than frequency (cycles per second 

or hertz). Wavelengths of light are measured in nanometers, or

billionths of a meter.

Additive and Subtractive

There are two ways that color is perceived. One way is by adding 

the frequencies of light together, which is referred to as additive. 

Any light-emitting system, such as a television monitor, is additive. 

In an additive environment, the combination of all the primary col-

ors yields white light. Sunlight, which is a combination of all the 

colors, is additive.

Conversely, solid objects, including print media, do not emit light 

and are perceived through a subtractive process. That is, the objects 

absorb every color frequency that the object is not. All colors are 

subtracted except the ones seen, which are reflected. Therefore, 

Color Video 6
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the color of a solid object is the light reflected by it. In a subtrac-

tive color system, all the colors added together yield black. This is 

because all the frequencies are absorbed by the object and none 

are reflected.

Primary and Secondary Colors

In any color system, certain colors are referred to as primary. The 

definition of a primary color is that it cannot be created through a 

combination of any of the other primary colors. For example, in a 

red, green, and blue (RGB) color system, red cannot be created by 

combining blue and green, green cannot be created by combining 

red and blue, and blue cannot be created by combining red and 

green. When defining a color system, any set of colors can be used 

as the primaries. A primary color system can include more than 

three primary colors. Again, the only rule that must be adhered 

to is that the combination of any two of the primary colors cannot 

create one of the other primaries.

The basic color system in television is a three primary color addi-

tive system. The primary colors in television are red, green, and 

Figure 6.1 Primary and Secondary Colors
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blue (RGB). Combing two primary colors creates a secondary color. 

Combining secondary colors creates a tertiary color. In the color 

television system, there are three secondary colors, yellow, cyan, 

and magenta, which are each combinations of two primary colors. 

Yellow is the combination of red and green, cyan is the combina-

tion of green and blue, and magenta is a combination of red and 

blue (Figure 6.1, also in color insert).

The Color System

In the early 1950s, the NTSC (National Television System Com-

mittee), as well as other groups and individuals, worked toward the 

goal of adding color to the television signal. The first NTSC televi-

sion systems that were developed were black and white, or mono-

chrome. NTSC television transmission was created around 6MHz 

of spectrum space for transmission of the black and white picture 

and audio signal.

The development of NTSC color posed a problem because the mono -

chrome television system was already in place. Adding color infor-

mation to the monochrome signal would have been an easy enough 

solution, but doing that would have taken up twice the amount of 

spectrum space. This wasn’t possible given the system in place at 

the time. Also, this color system would not have been compatible 

with the existing black and white system. The trick to adding color 

onto the existing black and white carrier was to add it within the 

6MHz of bandwidth, thus maintaining compatibility.

As with many challenges in television, part of the solution was a 

game of numbers. By simply working with the mathematics and 

changing some of the numbers, changes in the system could be 

made without changing its basic structure. The PAL and SECAM 

systems were developed following the NTSC color system.

Harmonics

Harmonics and octaves play an important role in the process of 

creating color video. An octave is a doubling of a frequency. For 
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example, in music, the tuning note “A” lies at 440 hertz. To hear 

another “A” an octave above this, the frequency would be doubled 

to 880 hertz. An octave above 1,000 hertz would be 2,000 hertz. 

An octave above 2,000 would be 4,000; an octave above 4,000 

would be 8,000; and so on.

Harmonics, on the other hand, are frequencies that change by add-

ing the initial frequency or fundamental tone to itself again, rather 

than doubling the frequency. For example, if the first harmonic or 

fundamental tone is 1,000 hertz, the second harmonic would be 

2,000 hertz, the third harmonic 3,000, the fourth harmonic 4,000, 

and so on.

The NTSC monochrome television line frequency was 15,750 hertz. 

Harmonics of that number can be found by adding 15,750 hertz 

to itself. The second harmonic would be 31,500 hertz, the third 

47,250 hertz, and so on. What was discovered in television was that 

the video information modulated on the carrier frequency seemed 

to be grouping itself around the harmonics of the line frequency. 

That left places on the carrier where little or no information was 

being carried.

These spaces in the carrier were discovered to be mathematically 

at the odd harmonics of half of the line frequency (Figure 6.2). 

Half of the line frequency was 7,875 lines per second. If that is the 

first harmonic, then the third harmonic would be 3 times 7,875, 

or 23,625. The fifth harmonic would be 5 times 7,875, or 39,375, 

and so on up the scale into the megahertz range.

An examination of the carrier revealed that space was available 

at these frequencies. Other video information could be inserted in 

these spaces without causing any interference with the existing 

information being broadcast. Using these spaces for color informa-

tion meant that the existing black and white system and the new 

color system could be compatible.
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Figure 6.2 Odd Harmonics
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NTSC Color Transmission

In order to transmit the color portion of the NTSC signal, an addi-

tional carrier frequency was needed. The idea was to make that new 

carrier frequency as high as possible, because higher frequency 

signals cause less interference and would result in fewer problems 

in the existing black and white system. So the 455th harmonic of 

half the line frequency was set as the color subcarrier frequency. It 

is called a subcarrier because it is an additional carrier of informa-

tion within the main carrier. This in itself caused another problem. 

All audio carriers were set at 4.5MHz above the video carrier for 

all television stations. What-ever the frequency of the video carrier, 

television sets were made so that they would detect the audio car-

rier at 4.5MHz above that. It was discovered that the new color 

subcarrier caused a beat frequency, or interference, to occur with 

the audio carrier somewhere in the area of 900 kilohertz. This was 

visible as wavy black and white lines going through the picture. 

The problem then became how to eliminate that beat frequency and 

its visible interference.

Since all television sets looked for the audio carrier at 4.5MHz 

above the visual carrier, the audio carrier could not be changed. 

At the same time, the color subcarrier was derived mathematically 

from an already existing line frequency and could not be changed 

arbitrarily.

It was discovered that by slowing the existing line frequency of 

15,750 lines per second to approximately 15,734 lines per second, 

the 455th harmonic of half of that would be a color subcarrier fre-

quency that would not interfere with the audio carrier in a way 

that was visible. This color subcarrier fits properly in one of the 

spaces created by harmonics of the line frequency.

At the same time, this new line frequency, which was essentially 

16 lines slower than the existing black and white system, was still 

compatible with existing television sets. Television equipment was 

designed to work within a range of approximately 1% variation in 

line frequency. One percent of 15,750 is approximately 157 lines. 
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As the new line frequency was only slowed down by approximately 

16 lines, it was within 1/10 of 1% of the existing line frequency.

NTSC Color Frame Rate

Black and white television sets of that time could handle this 

change and not display any interference. The slightly slower line 

frequency produced a new frame rate of 29.97 frames per second. 

This means that it took slightly longer than one second to complete 

scanning a full 30 frames. With color television, the 29.97 frame 

rate, or 59.94 field rate, does not lock with 60 cycle current, or 

AC (alternating current). Consequently, synchronizing references 

needed to change. Therefore, analog television systems were refer-

enced to the color subcarrier.

However, the information needed for all three colors (the red, 

green, and blue signals) would not fit in the available spaces on 

the carrier. A system of encoding was needed in order to compress 

all of this information onto the color subcarrier signal.

The process of encoding the red, green, and blue information is 

based on mathematics and, in this case, plane geometry. In plane 

geometry, the Pythagorean theorem states that the sum of the 

squares of the sides of a right triangle is equal to the square of 

the third side. That means that if the measurements of two sides 

of a right triangle are known, the third side can be calculated. 

Using the Pythagorean theorem, if the strength of two of the colors 

is known, the third can be calculated. Red and blue became the 

measured signals, and green the derived or calculated value.

Vectors

Color video is represented as vectors. A vector is a mathematical rep-

resentation of a force in a particular direction. The length of a vec-

tor represents the amount of force, and the direction of the vector is

where the vector is pointed with respect to a fixed reference, rather 

like a compass. The piece of equipment used to view and measure 
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these vectors is called a vectorscope (Figure 6.3). Like the waveform

monitor, the vectorscope displays an electronic representation of 

the visual image. (The vectorscope is discussed in more detail in 

Chapter 9.) In television, the direction of the vector dictates a specific

color, and the length represents the amount of that color.

Figure 6.3 Color Bars on Vectorscope

In a three-chip color video camera, there is one chip for each of the 

three primary colors. The voltage output from each of these chips 

is the length of the vector. The direction of the vector is specified 

as the number of degrees away from a reference point. In color tele-

vision, the reference point is along the horizontal axis that points 

to the left, or nine o’clock, on a vectorscope. This reference point is 

defined as zero degrees.

Everything goes around the circle from that point, and from there 

the various colors are defined. For example, red is defined as being 
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76.5� clockwise from that reference point. Blue is 192� clockwise, 

and green is just a little less than 300� (Figure 6.3).

Color Burst

The reference point mentioned above is the part of the video signal 

known as color burst. Color burst is a burst or portion of just the 

color subcarrier. It is not modulated and does not contain any of 

the other color information.

The burst appears on the waveform monitor as a series of cycles 

during the back porch or the horizontal blanking period (see Figure 

4.3). It appears on the vectorscope as the line going toward the left, 

or toward nine o’clock, from the center of the circle (Figure 6.3).

It also appears on the video monitor in the pulse cross display as a 

yellow-green bar going down the screen in the horizontal blanking 

period (see Figure 4.5).

Note that the burst, which is made up of 8 to 11 cycles of the sub-

carrier, has an amplitude and direction and thus actually has a 

color. The burst is used as the reference for a receiver to decode 

the color information that is contained in each line of the incom-

ing video signal.

Chrominance and Luminance

Color is defined by three measurements: (1) chrominance, the 

amount of color information; (2) luminance, the amount of white 

light that is mixed with the color information; and (3) hue, the par-

ticular color pigment.

The combination of color and light, or chrominance and luminance, 

produces saturation. Saturation is the ratio between how much 

color and how much light there is in the signal (Figure 6.4, also 

in color insert). If more white light is added to a color, it becomes 

desaturated. If the white light is removed, the color becomes more 
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saturated. Consider the difference between red and pink. Pink is 

the same hue as red, except it has more white light in it, which 

desaturates it. The method used to add more color in an additive 

system is to add proportionate amounts of the other two primaries, 

as the combination of all three is white.

In color television, the length of the vector represents the satu-

ration, and the direction of that vector represents the hue. To be 
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able to replicate colors correctly in a television system, there has 

to be an exact definition of the chrominance-to-luminance ratio for 

each color, as well as the direction of the vector in relation to the 

reference color burst. The colors are described in degrees. The sat-

uration or chrominance-to-luminance ratio in television is given in 

percentages. Those percentages and ratios in the NTSC system are 

as follows:

Red � 30% luminance : 70% chrominance

Green � 59% luminance : 41% chrominance 

Blue � 11% luminance : 89% chrominance

As each camera chip or pickup tube receives light, the voltage 

output is divided according to these chrominance and luminance 

percentages. For example, if the output from red is 1 full volt of 

video, then 3/10 of a volt would be the amount of luminance and 
7/10 of a volt would be the amount of chrominance that the chip 

is seeing. The combination of the three television primaries in the 

above proportions will give white.

To separate the luminance information from the chrominance, the 

other side of the mathematical calculation above is used. Red is 

defined as 30% luminance and 70% chrominance. Therefore, 30% of 

whatever voltage is detected at the output of the red chip represents

the luminance information. White is the sum of 30% of the output 

of the red chip, 59% of the green, and 11% of the blue. This signal 

is transmitted as the black and white information on the main pic-

ture carrier frequency. The symbol to represent luminance in video 

is the letter Y. Black and white receivers use only this information 

and do not decode the color information that is inter-woven in the 

main carrier.

Color Difference Signals

The calculations used to create the luminance signal are also 

used to create the chroma or chrominance information. The color 

information minus the luminance information is known as the 
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color difference signal. Mathematically, this would be shown as 

Red-Y (Red minus luminance), Green-Y, and Blue-Y, or R-Y, G-Y, 

and B-Y. Based on the Pythagorean theorem, only two signals are 

needed to calculate the color information. R-Y and B-Y were cho-

sen because they contain the least amount of luminance informa-

tion and therefore conserve bandwidth. The designations R-Y and 

B-Y were later changed to Pr and Pb for analog signals and Cr and 

Cb for digital signals. Thus, Y, R-Y, B-Y would be designated as 

either Y, Pb, Pr or Y, Cb, Cr.  As analog video is replaced by digital, 

the Pb and Pr designations are no longer in common use and are 

being replaced by the Cb, Cr designations.

The color difference signals for transmission are created by mea-

suring the output of the red and blue chips and the luminance 

signal. This results in vectors which appear 90� apart from each 

other, creating two sides of a right triangle—on a vectorscope, the 

R-Y axis goes straight north and the B-Y axis goes straight east 

(Figure 6.5).

Figure 6.5 Vector Display
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Once the color information from the red and blue outputs has 

been measured, simple arithmetic dictates what the green output 

is without actually having the information on the received signal. 

This process is known as encoding and decoding color.

At any given instant, knowing the vector length and angle, circuits 

in the receiver can reconstruct the original strengths of the R-Y 

and B-Y signals that produced it. From these two signals and Y, 

the G-Y signal can be calculated. The color television picture is 

then produced by combining each of the color difference signals, 

according to the defined percentages, with the luminance informa-

tion that was on the video carrier.

I and Q Vectors

There is, however, a better way of encoding the colors than using 

the R-Y and B-Y axes method. In the NTSC system, it was discov-

ered that truer representation of colors would occur if the encod-

ing process was changed slightly. Instead of the encoding taking 

place along the 0� to 180� line and the 90� to 270� line with respect 

to burst, the colors are encoded along two different lines. One line 

runs from 57� to 237� from burst and is more closely aligned with 

the colors to which the eye is most sensitive. The vector that lies 

along this line is known as the in phase vector or I vector. The other 

line, which must be 90� away from the I vector, runs from 147� to 

327� from burst. This is called the quadrature vector or Q vector 

(Figure 6.5).

Both the I and Q vectors have a positive and a negative portion. 

The portions that appear between burst and 180� are positive. 

Those that appear from 180� back to burst are negative. The minus 

I axis is 237� from the reference burst. The positive Q axis is 147� 

from the reference burst. In a color bar test signal, the I and Q 

vector signals are represented as two dark blue chips at the bot-

tom of the screen (Figure 6.6, also see Figure 7.1A in color insert).
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Broadcast signals are encoded along the I and Q axes as opposed to

the R-Y/B-Y axes. This gives truer and more accurate reproduction 

of color. However, the circuitry needed to encode and decode I and 

Q signals is more complex than the simple 90� relationship where 

B-Y is on the same axis as burst and R-Y is 90� from that. So for 

analog video, most inexpensive monitors, and all home receivers, 

the decode using the R--Y/B-Y method is, now referred to as Cr 

and Cb.

Other Color Standards

PAL and SECAM share the same line frequency and frame rate, 

which is different than NTSC. PAL and SECAM are different from 

each other, and from NTSC, in the way each processes color. In the 

PAL system, the color difference signals are encoded on two sepa-

rate subcarriers. This differs from NTSC, which encodes both color 

Figure 6.6 EIA Split Field Color Bar Display
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difference signals on one subcarrier. By using two subcarriers 90� 

apart in time from each other, color phase errors, which appear in 

NTSC as a change in hue, appear in PAL as a slight desaturation 

of the color image. There is no adjustment in the PAL color system 

for saturation. That aspect of the signal is fixed. Because of this 

encoding process, color in the PAL system is truer and more con-

sistent than it is in NTSC.

In SECAM, color difference signals are encoded one at a time in 

sequence on one color subcarrier signal. The receiver stores the 

first color difference signal, awaits the second, combines both, and 

creates the color image. Because each of the color difference sig-

nals is handled separately, a greater quantity of information can be 

encoded. As both color signals are stored within the receiver and 

then decoded, the color achieved is the best of all three standards.
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Unlike television receivers in the home, which are set to personal 

preferences of brightness, contrast, and color, professional moni-

tors must be set to specifications that have been determined by the 

NTSC, PAL, or SECAM standard. Using a professional standard to 

set up a video monitor is the only way to ensure that the image 

viewed on a monitor is an exact visual representation of the elec-

tronic video signal.

The color monitor is part of the group of test equipment used to 

judge the quality of a video image. Adjustments made to a monitor 

do not affect the video signal itself. Other test equipment is used to 

view different aspects of the video signal. Those will be covered in 

the chapters that follow.

The Human Eye

The human eye is not an absolute measuring device; it is an aver-

aging device. Eyes, like noses, get desensitized when exposed for 

too long to the same stimulus. As a result of looking at one or more 

colors for a long period of time, mistakes can easily be made when 

trying to color balance a video image. During setup, it can be help-

ful to look away periodically for a few seconds so the eyes don’t 

become desensitized. In the case of a long setup procedure, it might 

Monitoring the

Color Image
7
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be best to walk away for a few minutes into a different room with 

different light. It is imperative to always apply setup procedures to 

the monitor in the same light conditions that will be used when 

viewing the video image.

Color Bars

The test signal used to set up a video monitor is called color bars. 

It is the international professional reference used to ensure that 

the color of the images that follow look the same on any monitor 

as they did when they were created. The color bar signal contains 

everything needed to set up a color monitor, including color chips 

representing each primary and secondary color; analog or digital 

black; white; and reference chips for gray (Figure 7.1 A and B, also 

in color insert).

There are several varieties of color bar displays approved by the 

International Organization for Standardization (ISO), the agency 

that sets international standards. Different color bars have differ-

ent elements. For example, some color bar displays do not have a 

black reference chip; other color bar displays have multiple black 

reference chips. Some displays have more than one white reference 

chip. Although the elements may differ, all color bar signals have 

the same basic chrominance and luminance references.

The Monochrome Image

As discussed in the previous chapter, the three components of a 

video image are luminance, chrominance, and hue. In order to set 

the color aspects of the monitor properly, it is essential that the 

black and white (luminance) aspect of the monitor be set first as 

a base or reference. The principle is that video is an additive color 

system, and white is created when all three primary colors are in 

proper balance. Therefore, the initial step in setting up a color video 

monitor is to ensure the purity of white. It must not have a color 
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Figure 7.1 A, B, Color Bar Displays

EIA Split Field Bars
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tint, but be pure white. Once this is set, the color video monitor will 

be in correct color balance.

Since the color information is encoded on a separate carrier, it is 

possible on some monitors to turn off the color burst, removing 

color information from the image and giving a pure monochrome 

image. Once the image is monochrome, the contrast control must 

be adjusted to display a bright image. However, if the contrast is too 

high, the whites will “bloom” or bleed into the darker parts of the 

picture. Once contrast is set, the brightness should be adjusted 

to account for the ambient light in the room. The brightness of the 

monitor should be reduced when viewing in a darker environment 

and increased when the ambient light is bright.

On the monitor, the color bar image will appear as four grey bars 

separated by three black bars, the I and Q chips if using EIA split 

field bars, and black. As the hue control is adjusted, the inner two 

bars will change, becoming lighter or darker. On some monitors, 

the hue control may be labeled “phase.” The hue or phase must

be adjusted until the inner two bars appear the same. Adjusting 

the saturation or chroma control will affect the two outer bars. 

Phase and saturation must be adjusted until all four bars appear 

the same.

To aid in setting the color balance, some monitors have a switch 

marked “Blue Only.” This switch is designed to turn off the red and 

green displays, and simultaneously change the remaining image to 

monochrome. Therefore, the image, while using the blue-only dis-

play, will appear monochrome.

PLUGE Bars

There is another color bar display that is helpful in setting up

a color monitor. These bars are referred to as PLUGE bars; the 

acronym stands for Picture Line Up Generating Equipment. PLUGE 

bars contain the standard color bar pattern, plus two additional 



How Video Works

77

references. The first reference is a set of three color chips and one 

white chip separated by three black chips going across the lower 

third of the screen (Figure 7.2, also in color insert). The second 

reference is two additional black chips within the larger black chip 

in the lower right-hand corner of the screen.

The four chips that appear across the lower third of the screen are 

used for setting the hue and saturation of the monitor. The four 

chips—blue, magenta, cyan, and white—each separated by black, 

are in the reverse order from the color bars. All four chips contain 

the color blue. With the red and green displays turned off, there 

is a blue chip under each of the blue bars. Without PLUGE bars, 

it was necessary to scan the entire monitor and try to balance the 

four color bars against each other across the screen. With the use 

of the PLUGE bar signal, the eye does not have to cover such a 

wide area when comparing signals.

Use the hue and saturation controls as above to make all the blue 

bars, and the chips underneath them, appear the same (Figure 7.3, 

Figure 7.2 PLUGE Bars Signal

Reverse
order
chips

Black chips
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also in color insert). The additional black chips in the black field 

aid in setting brightness. One chip is 3.5 units of video, or blacker 

than analog black. The other is 11.5 units, or dark grey. These are 

in addition to the 7.5 units of analog black.

The proper brightness for the monitor can be set by adjusting the 

brightness control until the 11.5-unit chip is just barely visible.

If the brightness is set too high, the 3.5-unit chip becomes visible. 

If the brightness is set lower than the point at which the 11.5-unit 

chip is just visible, the colors will appear dull and the picture dark.

Color Image

If everything was adjusted correctly, the white chip in the color 

bar image will appear pure white without a hue, and the black 

Figure 7.3 Blue Bars Displayed on Monitor
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will appear pure black with no color shading. Once a good mono-

chrome image has been set, the next step is to restore color to the 

monitor. Whatever procedure was used to turn color off should now 

be reversed to turn color back on. Color bars continue to be used 

as the video input signal and color reference.

Some monitors have a switch marked Set Up. This switch collapses 

the vertical drive so that the picture is reduced to a line or bar 

across the tube. This acts as an aid in setting up the basic balance 

of the three colors. However, the reduced scan may have a differ-

ent color balance than the full picture, and therefore may not be 

totally reliable.

Once the monitor is set up correctly, the details of the electronic 

video signal can be viewed on scopes.

Video Displays

With digital television becoming the standard of the video indus-

try, new technology is creating a variety of ways to view what is 

being created. In addition to computers, cell phones, and hand-

held devices there are new digital display technologies (DDT) being 

developed.

The original method of displaying video was through the use of the 

cathode ray tubes (CRT). This type of display is called direct view, 

with the receiver or monitor being rack-mounted or placed on a 

stand. The screen size ranges from a few inches up to a fifty-inch 

picture tube. The newer CRT displays are generally flat screens 

rather than the curved type that were used in older models. 

The newer display types also use projection systems to display an 

image. Projection systems are available as front-projection and rear-

projection types. In a front-projection system, a video projector is 

used to illuminate a screen in much the same manner as film is 

displayed. The screen size can be as large as one hundred inches 

measured diagonally. Rear-projection systems generally have an 
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internal projector and a mirror to reflect the image on to the viewing 

screen and are viewed in much the same manner as a direct-view 

CRT. The viewing screen is generally forty to eighty inches in size. 

In the older type of projection systems, both front and rear systems 

use three CRTs—one red, one blue and one green—that are aligned 

to create a single image on the viewing screen.

The newer types of displays include Digital Light processing (DLP), 

liquid crystal display (LCD), liquid crystal on silicon (LCoS), surface 

conduction electron-emitter display (SED) and plasma.

DLP

The DLP uses an optical semiconductor called a Digital Micromirror 

Device developed by Texas Instruments. The device is composed 

of millions of microscopic mirrors arranged in a rectangular array 

that rotate or move thousands of times a second. They direct light 

toward or away from specific pixel spaces.

A high-intensity lamp is focused through a condensing lens. The 

condensed light then passes though a six-panel color wheel that fil-

ters the light into red, green and blue. Each color appears twice on 

the filter wheel. The light then passes through a shaping lens. This 

shaped light source focuses on the DMD, is reflected by the micro-

scopic mirrors, and then passes through a projection lens onto a 

screen. The movement and position of the mirrors creates the color 

image on the screen.

LCD

The LCD display uses a fluorescent backlight or, in newer versions, 

LEDs to send light through liquid crystal molecules. On the display 

screen there are red, green and blue pixels that are connected by 

an array of wires. By applying voltage to the pixels, backlight can 

either be allowed or prevented passage, thereby illuminating the 

screen.
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LCoS

The LCoS display is similar to the LCD except that it uses an extra 

layer of material. This layer is a highly reflective surface located 

behind the liquid crystal layer, and it increases the intensity of 

the light shining through the crystal layer. It therefore transmits 

a greater amount of light than the LCD alone, creating a brighter 

image.

SED

The SED display is similar to the original CRT display in that it 

relies on a stream of electrons to illuminate phosphors on a screen. 

The difference is that in the CRT display, one electron emitter or 

gun, moving horizontally and vertically across the screen, is used to 

illuminate the phosphors. This requires some depth to the monitor 

and high energy consumption.

The SED uses a separate emitter for each color (R,G, and B) and 

therefore can be used for flat-screen displays consuming far less 

electrical energy than the CRT. The electron emitter is made of an 

extremely thin electron-emitting film that can be very close to the 

phosphor coated screen. With a separate emitter for each color, 

and the emitters located directly behind the phosphors, the depth 

of the monitor and energy consumption are both quite small.

Plasma

A plasma is an ionized gas in which some of the electrons have been 

disassociated from some of the atoms or molecules in a substance. 

These free electrons make the plasma electrically conductive so that 

it responds to electromagnetic fields. The plasma video display uses 

the ionized gas or plasma created by an electrical charge passing 

through rare atmospheric gases. In the plasma video display, argon, 

neon, and xenon are used to produce the colors and luminance. The 



Monitoring the Color Image

82

video screen is composed of an array of red, green, and blue phos-

phors that are located between two sheets of glass. Each group of 

three phosphors composes one pixel. An electrical pulse is used to 

excite the phosphors causing the creation of a plasma. The plasma 

emits ultraviolet (UV) light that causes the phosphors to glow.
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A video monitor is used to judge the quality of an image. Electronic 

measuring tools known as oscilloscopes are used to measure the 

video signal itself. There are two types of oscilloscopes used to 

measure the signal, the waveform monitor and the vectorscope 

(Figure 8.1). This chapter covers the analog waveform monitor.

Analog Waveform 

Monitors
8

The waveform monitor is used to make sure the video signal is 

being recorded or reproduced within legal broadcast specifications. 

The following information about waveform measurements applies to 

all models of waveform monitors, even though the layout of buttons 

and switches varies from model to model. There also may be some 

switches on certain waveform monitors that are not described here.

When analyzing the video signal on a waveform monitor, the view 

of the signal can be changed and certain parts enlarged in order 

Figure 8.1 Vectorscope and Waveform Monitors
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to take measurements. The video signal is not affected as you take 

these measurements. If the video signal needs to be adjusted to 

meet broadcast requirements, those changes are made on the video 

source itself (i.e., the camera, VTR, and so on).

Graticule

All waveform monitors have a small CRT (cathode ray tube) that 

displays an electronic representation of the video image. In front of 

the CRT is a glass or plastic plate known as the CRT graticule. The 

CRT graticule is made up of vertical and horizontal lines used to 

measure the video signal. The horizontal lines are in IRE units of 

video, measurements were first developed by the Institute of Radio 

Engineers (IRE). The IRE scale ranges from �40 to 100 units. The 

measurement from �40 to 100 IRE is referred to as one volt of video 

peak-to-peak (Figure 8.2).

Figure 8.2 Waveform Graticule



How Video Works

85

The horizontal line at zero units is referred to as the base line 

(Figure 8.2). It is marked with vertical divisions in microseconds 

and tenths of microseconds. The shortest vertical lines represent 
2/10 of a microsecond, and at every fifth 2/10 of a microsecond is a 

slightly taller line that represents a 1-microsecond division, or 1. 

There are two taller lines near opposite ends of the base line which 

represent a 10-microsecond division. These are used in measuring 

horizontal blanking.

Signal Components on Graticule

When reading a composite signal on the waveform, the zero-units 

line of the video signal is always set on the base line of the graticule. 

The horizontal sync pulse should be at the �40-units line beneath 

the base line. The color burst portion of the signal should reach 

from �20 IRE units to �20 IRE units, for a total of 40 IRE units 

(Figure 8.3, also in color insert).

The active video signal, when viewed as luminance only, occu-

pies the range between 7.5 units and 100 units on the monitor. In 

Figure 8.3, the white portion of the video color bars generates the 

top part of the waveform display. The horizontal line near the top 

of the graticule, which should match the pure white color bar sig-

nal, is equal to 100 units. Black, which is also referred to as setup 

or pedestal, is the darkest part of the signal and should be on the 

7.5-units dotted line, 2.5 units below the 10-unit line. A proper 

100% video signal will measure 140 units on the graticule scale 

from the horizontal sync to the white peaks. Again, horizontal sync 

takes up the portion between �40 and 0 units, while the active 

video image extends from 7.5 to 100 units on the scale.

Waveform Display Controls

Some models of waveform monitors have dedicated controls, while 

others have programmable controls. To clearly introduce the con-

cepts of a waveform monitor, the Tektronix 1730 waveform monitor, 
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with dedicated controls, will be used as a reference. On the 

Tektronix 1730, there are six sections with knobs and controls that 

are used to operate the waveform monitor (Figure 8.3, also in color 

insert). Two waveform display knobs affect the placement of the 

signal against the IRE scale on the graticule. These two controls 

are used to position the video signal against the graticule so that 

accurate measurements can be taken.

For example, if the placement of the waveform monitor is above eye 

level, the video signal will appear differently against the graticule 

than if it is below eye level. In the Vertical section, the VERTICAL 

knob moves the display of the video display up or down against the 

graticule, or measurement scale. The HORIZONTAL knob (within 

the Horizontal section) moves the waveform display to the left or 

right against the graticule.

In the Display section, there are three additional display knobs. 

The FOCUS control is used to focus whatever signal is on the CRT 

display. The SCALE control makes the graticule brighter or darker. 

The INTENSITY control makes the CRT display brighter or darker. 

Beneath the Intensity control is the power switch, which turns the 

waveform monitor on and off.

Signal Measurement

In the Horizontal section in Figure 8.3, the second button from the 

left is the SWEEP selection. The word sweep refers to the display of 

the video signal on the CRT. If the SWEEP button is pressed, either 

a two-line horizontal display or a two-field vertical display will be 

shown. If the SWEEP button is held in, the signal will convert to a 

line display. The line display, when used in conjunction with section 

5 LINE SELECT, will allow viewing of single scan lines.

The button on the far left of this section is marked MAG and is 

used to magnify the display for more precise measurements. It can 

be used in conjunction with the SWEEP button. Once the type of 

display has been selected with the SWEEP button, the MAG button 

allows the selection of magnification. The one-microsecond selection 
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(1�s) is the usual display for most viewing and measuring purposes. 

The second selection will expand the sweep by 25 times (�25) for 

very precise measurements. The third selection is .2-microsecond 

(.2�s) divisions, which is usually used for measuring blanking. Any 

of the magnification selections may be used in either the two-line or 

two-field displays.

If the one LINE choice is selected, then the controls in section 5 

will be useful. The ON button must be used to activate the line 

selector. The use of the UP and DOWN buttons allows the viewing 

of any individual line in a field.

Depressing the UP and DOWN buttons together will automatically 

display line 19. Line 19 is the last line of inactive video in the verti-

cal blanking interval and may contain test signals or data. Holding 

the ON button will automatically display any successive 15 lines, 

which can be overlaid from the A and B channels for matching video 

sources.

The third button in the Horizontal section selects either Field 1 

(FLD 1) or Field 2 (FLD 2) or both fields (ALL) simultaneously.

When it is necessary to look more closely at part of a signal, the 

GAIN knob in the Vertical section can be used to expand the signal. 

When used in conjunction with the button to its right, the sweep 

may be expanded vertically. With the Variable position selected 

(VAR), the GAIN knob will control the height of the display from 

approximately 25% of normal to approximately 150% of normal. If 

�5 is selected, the sweep will be expanded to 5 five times its normal 

height. If the button is held in, the signal will expand to five times 

normal and the GAIN knob will allow the sweep to be adjusted via 

the knob from that point.

Filters

In the Input section of Figure 8.3, the button marked FILTER 

selects the content of the display as far as luminance and chro-

minance are concerned. A FLAT display shows the luminance and 
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chrominance of the signal combined. Low Pass (LPASS) selects 

the luminance portion of the signal only. Likewise, chrominance 

(CHRM) selects the color portion of the signal alone. Holding in the 

FILTER button will display one half of the sweep as luminance and 

chrominance combined (or flat) and one half of the sweep as lumi-

nance only (Figure 8.4, also in color insert).

Figure 8.4 Low Pass Display

Reference

The reference button (REF) is used to select either an internal or 

external reference. External reference (EXT) is used to synchronize 

the scope with individual pieces of equipment, such as cameras, 

tape recorders, and hard disk recorders. This synchronization pro-

cess is referred to as video timing. The internal reference (INT) syn-

chronizes the oscilloscope display with an internal reference so the 

display will not shift when a different source is selected.
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Holding in the REF button will turn on the calibration pulse. The 

calibration pulse is used to determine if the scope is properly set for 

taking measurements. The entire 140-unit video signal is equal to 

an electrical strength of one volt peak-to-peak. As long as the cali-

bration pulse equals 140 units, or one volt, the scope is calibrated 

correctly.

If the calibration pulse shows the display to be anything other than 

140 units, there are controls in section 6 which can adjust it. Use 

of the controls marked VCAL and HCAL will allow the scope to be 

adjusted horizontally or vertically until it is correct. Once calibrated, 

the scope can then be used reliably for measuring.

Inputs

The button on the far right of the Input section selects inputs to 

the waveform monitor. One waveform monitor may be connected 

to two sources so that they share one scope. With this button you 

may select either source or view both at the same time.

In the Vertical section, the button on the far right, D.C. Restoration (DC

REST), is used to keep the signal from drifting on the face of the CRT.

In the OFF position, the sweep will drift up or down as sources that 

are feeding the scope are selected or changed. Selection of FAST or 

SLW (slow) will keep the scope locked in one position regardless of 

the source.

Display

Under the CRT, in addition to the VCAL and HCAL controls, there 

is a control for rotating the sweep in the event the display is tilted. 

The four RECALL SET UP buttons on the left, when used with the 

STORE button on the right, allow the storage of up to four different 

setups of the scope. A stored setup includes any arrangements, 

settings, or selections made on the scope. These setups can be 

recalled at any time. The control marked READ OUT operates the 

alphanumeric readout on the CRT.
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Combining Setups

Most of the selections of buttons can and will be used in combina-

tion with each other. For example, to measure the horizontal blank-

ing period, a combination might be to select FLAT on the filter, INT 

(internal reference), CH-A, D.C. REST FAST, sweep set for 2 LINE 

and .2�s (.2-microsecond divisions). This display will allow the 

measurement of the horizontal sync pulse, the burst, and the inter-

nal measurements of each portion of the entire horizontal blanking 

period. The vertical blanking period can be measured by changing 

the sweep to 2FLD (2 Field) and leaving the other settings the same. 

Blanking measurement is discussed in more detail in Chapter 20, 

Operations Overview.

To check the strength of the signal, change the .2�s to 1�s and 

the filter to LPASS. This will allow accurate measurement of the 

luminance portion of the signal to see that is does not exceed 100 

units nor go below 71/2 units.

While different scopes can have different configurations of controls, 

the same settings may be accomplished and the same measure-

ments taken with any waveform monitor.

Viewing Color Bars

The color bar signal represents the output of a playback device. It 

displays each of the primary and secondary colors that make up 

the video signal. It also provides a reference for black and white 

levels. Adjusting video levels on scopes using color bars as a refer-

ence ensures proper reproduction of the signal that follows.

As a test signal, colors bars are designed as a reference for the setup 

of playback devices and monitors. True video generally does not 

reach the levels that are contained in a color bar pattern, because 

color bars by their intent are designed to indicate the limits of the 

signal (i.e., the highest luminance level, the highest chrominance 
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level, the lowest luminance, and so on). If the colors were presented 

in the color bar display at 100% of their true values, the reference 

signals would be beyond the measuring capabilities of the analog 

waveform monitor. For example, SMPTE defines yellow as 133 IRE 

units when fully saturated. The graticule on the analog waveform 

does not measure beyond 120 IRE units. For this reason, a color 

bar signal reduced to 75% of true levels was created, and this 75% 

color bar is the general standard in use. The yellow bar in the 75% 

color bar display appears as 100 IRE units.

Viewing an Image

A color bar signal contains precise amounts and durations of chro-

minance and luminance that appear in an ordered fashion. This 

signal is used to ensure the video images that follow will fall within 

the specifications of a specific standard. However, when video 

Figure 8.5 Image on Waveform
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images are viewed on a waveform monitor, the scope reflects the 

chrominance and luminance levels of the video image, which never 

appear as precise and ordered as color bar signals. Often, there is 

a wide variety of image elements spread over the peaks and valleys 

of the entire signal range (Figure 8.5).



This page intentionally left blank 



95

The vectorscope is another type of oscilloscope used to measure the 

video signal. Unlike the waveform monitor, which measures the 

luminance aspects of a video signal, a vectorscope is used to mea-

sure the hue.

The vectorscope, like the waveform monitor, is made up of a CRT, 

graticule, and knobs and buttons. The lines and markings on the 

graticule are used as the framework under which the chrominance 

of the signal is displayed for reference. The controls adjust the 

placement of the chrominance display pattern. Other vectorscopes 

may have controls in a different configuration, but the functions 

detailed in this chapter will be available on all models. To clearly 

introduce the concepts of a vectorscope, the Tektronix 1720, with 

dedicated controls, will be used as a reference.

Graticule

As with waveform monitors, vectorscopes have a small CRT that 

displays the signal. The CRT lies behind a glass or plastic plate 

inscribed with a circle that has markings and lines, which is the 

graticule (Figure 9.1). The markings on the circle itself represent 

degrees from 0� to 360�. The thinner, individual notches or mark-

ings represent differences of 2�. The bolder markings represent 10� 

Analog Vectorscopes 9
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intervals. The 0� point or mark is at a nine o’clock position on the 

scope. The degree markings move in a clockwise position from that 

point.

Axes

There are two perpendicular lines that cut horizontally and ver-

tically through the circle. The line that goes from 0� to 180� is 

referred to as the X axis. The up and down line that goes from 

90� to 270� is called the Y axis. The Q axis is in the upper right-

hand quadrant, and the -I axis is in the lower right quadrant of 

the circle.

Vector Readings

On the graticule, there are individual boxes that are located within 

the circle. Starting from the nine o’clock position and moving 

Figure 9.1 Vectorscope Graticule
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clockwise, these are yellow (YL), red (R), magenta (MG), blue (B), 

cyan (CY), and green (G). The three primary colors, red, blue, and 

green, are each separated by one of the secondary colors. The sec-

ondary color is a mixture of the two primary colors on either side 

of it. The box placement represents the direction or hue of a par-

ticular vector. The boxes are also used as an indication of the cor-

rect length of a vector, or its saturation.

The small boxes that are indicated for each color are correct 

SMPTE/NTSC specifications for the phase and amplitude of that 

particular color in the color bar test signal. The larger box that 

surrounds each small box is the allowable range that a color can 

vary in transmission and still be considered correct. If a color does 

not meet the exact specification, but is within tolerance, it is con-

sidered acceptable for test purposes.

The proper setup of the chrominance signal for color bars should 

show the center point of the signal aligned with the center point of 

the circle scale. The burst of the color subcarrier signal, the short 

line on the X axis, should point directly to the nine o’clock posi-

tion. Much like a video image on the waveform, the color bars are 

designed to fit into specific color boxes in the vectorscope. Viewing 

the video image of a signal other than color bars will not appear as 

exact or ordered as the color bar test signal appears.

Setup Controls

Using as a reference the Tektronix 1720, the controls for general 

setup and adjustment of the vectorscope are on the right-hand 

side (Figure 9.2, also in color insert), and are divided into six sec-

tions. The Display section has three knobs. The knob farthest to 

the left is FOCUS, for making the signal as sharp and clear as pos-

sible. The knob to the right of the focus is SCALE which controls 

scale illumination or the brightness of the graticule. The knob to 

the right of that is INTENS, which controls the intensity of the 

waveform picture on the CRT.
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Directly above the INTENS knob is the PHASE control, which 

rotates the whole display clockwise or counter-clockwise. Directly 

beneath the intensity knob is the POWER switch, which turns the 

vectorscope on and off.

The Gain Section has two controls. The BARS button on the right 

adjusts the size of the vector display depending on the type of color 

bar display being viewed. The standard SMPTE color bars in their 

various configurations (full field, EIA split field, PLUGE, etc.) are 

a 75% test signal. If the test bars being used are a 100% signal, 

which is an option on a color bar generator, they will be too large 

and will extend past the edges of the screen.

To the left of the BARS button is the VARIABLE knob. If the 

VARIABLE button is pressed, the knob can be used to vary the size 

of the display. This is useful when trying to time in or synchronize a 

piece of equipment. By enlarging the display, any variation in phase 

between two sources will be easier to see. The VARIABLE button is 

usually left OFF unless this adjustment needs to be made.

Input Selections

The Input section has three buttons. The one on the left marked 

MODE will select a standard vector display. If MODE is pressed, it 

will switch the display to an X/Y or R-Y/B-Y mode. In this mode, 

all the vectors are compressed into those two vectors. Holding in 

the MODE button will show both displays simultaneously.

The center button marked REF, for reference, is used to select the 

synchronizing source for the vectorscope. When INT or internal 

is selected, the scope will supply its own synchronizing signal. If 

switched to EXT or external, it will use the external source feeding 

it for its synchronization. When timing in pieces of equipment, the 

switch should be set on EXT so that any differences between the 

various pieces of equipment will be seen.

If the REF button is held in, two test circles will be displayed. One test

circle will appear at the outer edge of the graticule circle, and the 
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other will be formed by the rotation of the burst. This display, when 

used in conjunction with the GAIN CAL or calibration gain control 

under the CRT, is used to calibrate or adjust the vector-scope. It is 

the equivalent of the calibration pulse on the waveform monitor.

The button on the far right of the Input section selects one of two 

inputs that are available to the scope. The two inputs are referred 

to as CH-A and CH-B or Channel A and Channel B. Having two 

inputs is helpful in situations where one scope is shared by two 

machines. Holding in the BOTH button will display both inputs 

simultaneously.

In the Phase section, to the left of the PHASE knob, is a button 

marked SC/H, which stands for Subcarrier/Horizontal phasing. 

The principles of subcarrier/horizontal phasing are discussed in 

Chapter 20, Operations Overview. Pressing the SC/H button will 

show a small dot on the vectorscope at the left edge of the circle 

opposite the burst. The position of this dot will indicate if the sig-

nal feeding the scope is properly SC/H phased, and if it is not, 

how far out of phase it is.

In the Aux section, a button marked AUXILIARY can display the 

matching vector readout of the selections made on the Tektronix 

1730 waveform monitor if both scopes are connected and used 

together.

Calibration

Under the CRT are four adjustments for the display itself. The 

control on the far left, ROTATE, will rotate the display very much 

like the phase knob. However, this adjustment is meant for set-

ting up the scope, rather than rotating, for purposes of compari-

son between signals.

The next control to the right is GAIN CAL for calibrating the size 

of the display. It can be used in conjunction with the REF button 

in section 1. In this manner, the display can be adjusted so that it 

can be used to accurately measure vectors.
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Figure 9.3 PAL Vector Display

The two controls on the right will move the display up or down 

and left or right. Using the point where the vectors come together 

as the center of the display, these controls allow the movement of 

the display to be in the center of the graticule.

Active Video

During active video, the vectors will not be quite so straight,

because they represent the variety of colors in the television pic-

ture rather than the pure colors that exist in a color bar signal.

PAL Signal

The PAL color difference signals are encoded on two separate sub-

carriers. On a vectorscope, the signal appears with two sets of color 

information, appearing like a double NTSC signal (Figure 9.3).
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Other Scopes

To minimize cost and equipment space, current scopes combine 

waveform and vectorscopes, and even audio signals, into one 

scope. Rather than having dedicated buttons and knobs, these 

scopes have soft keys that are menu-driven (Figure 9.4).

Scopes will continue to vary in design from manufacturer to man-

ufacturer and will continue to add additional features. However, 

all will use the current standards and measuring guides.

Figure 9.4 Dual Scope
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Video information is constrained by available transmission band-

width and the limitations of recording media. To overcome this limi-

tation, the video information must first be condensed or compressed 

so it will fit within the available space. This is done through a pro-

cess called encoding, which involves taking all the parts of the video 

and audio information and combining or eliminating the redundant 

material mathematically. It is also the process of converting from 

one form of information, such as light, to another form, such as 

electrical or magnetic data, for use in recording and transmitting

video and audio signals.

Analog and Digital Encoding

There are four ways to encode or process video signals. In both the 

analog and digital domains, there are component outputs and com-

posite outputs available. While they are both referred to the same 

way in each domain, the processing is different for analog than it is

for digital, thus yielding four distinct ways to process video signals. 

They are analog composite, analog component, digital composite,

and digital component. Originally, all television broadcasting was 

composite analog. With the advent of digital processing, more and 

more broadcasting is becoming digital. As digital broadcasting 

The Encoded

Signal
10
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becomes the standard, the majority of signal processing will be digi-

tal component.

Analog Encoding Process

As mentioned above, there are different ways to encode a signal. The 

NTSC color process is one form of encoding. As an example, when

color was added to the black and white signal, that information 

was encoded so it would fit within the existing transmission and 

recording systems. This was done using the Pythagorean theorem 

(Figure 10.1).

The Pythagorean theorem is an equation in plane geometry that 

states that if the two sides of a right triangle (a triangle that contains

a 90º angle) are known, the length of the third side can be calcu-

lated. The mathematical formula for this is A2 � B2 � C2. In the 

Figure 10.1 Pythagorean Theorem

A2 � B2 � C2

(Green)

(Blue)

(Red)
C

A

B
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NTSC video signal, green is 59% of the luminance signal, red is 30% 

luminance, and blue is 11% luminance. When the red and blue

signals are combined, they contain less luminance information

than green alone. Therefore, if the red and blue signals are timed to

appear 90º apart from each other, the third side of the triangle 

(green) can be mathematically derived, thereby eliminating the green

signal (Figure 10.1). The video color information in this encoded 

signal is thereby reduced or condensed by more than half.

Luminance is encoded by modulating a carrier frequency in both 

the recording and transmitting process. The light or luminance 

information is converted to electrical signals that are then used to 

change or modulate a carrier signal. Light information is also con-

verted to magnetic and optical data for recording purposes, which 

are additional forms of encoded signals.

Analog Composite Signal

In the analog domain, there are two types of signal processing: com-

posite and component. The composite signal is the combination

of all the elements that make up the video signal. This information 

includes luminance (Y), the color difference signals (R-Y, B-Y), and

synchronizing information (H, V, and color). This information is 

recorded and played back as one signal (Figure 10.2). Because of the

Figure 10.2 Analog Composite Input/Output
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limitations of recording space and the quantity of information con-

tained in a composite signal, this information is encoded to reduce the

quantity of data.

In recording, the composite video is encoded while the audio is a 

direct-recorded signal (non-encoded). In transmission, both audio and

video signals are encoded. They are, however, transmitted separately. 

The video encoded signal is transmitted through the AM (amplitude

modulation) process and the audio encoded signal is transmitted 

through the FM (frequency modulation) process.

By reversing the mathematical process used to encode, the signal is 

decoded, or recreated, in its original form for viewing on a video mon-

itor. The encoding and decoding process by its very nature induces

certain errors and unwanted signals. Every time a recording, dub, or 

edited master is created, the composite signal goes through encoding

and decoding, sometimes several times, resulting in a number of 

undesirable elements that degrade the picture quality.

Analog Component Signal

All of the signals that are transmitted in the analog domain are com-

posite in that all of the elements necessary (luminance, chrominance,

and synchronization) are combined in one signal. However, in the 

analog component system, the luminance and chrominance signals

may be recorded separately. The chrominance information is recorded

as the individual color difference signals, R-Y and B-Y. Each of these

signals appears as a separate input and output to the recording 

device. The luminance signal (Y) is recorded separately and also 

appears as an individual input and output (Figure 10.3).

The advantage of keeping the elements separate is that a higher 

quality of image can be maintained. By recording in this manner, 

less encoding and decoding is required, thus reducing the loss of 

fidelity and retaining the original quality. By keeping the signals in a 

component or non-encoded form, it is possible to go through many 

generations without much loss of signal quality.
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Digital Encoding Process

Encoding is used in the digital domain to accomplish the same 

purposes as in analog, i.e., reduce the bandwidth for transmis-

sion and recording. Digital encoding is the process of converting 

analog information to digital data. In this manner, a very large 

amount of analog information can be reduced to a simple stream 

of digital data.

In the digital domain, there is an added advantage in that encoded 

information can be processed at a higher rate of speed. With an 

increase in speed, more information can be processed, thereby 

allowing all three color signals to be handled without the need for 

mathematically condensing and extracting the information.

To differentiate between analog and digital, the reference to the color 

difference signals in the digital domain was changed from the analog 

notation of R-Y, B-Y to Pb, Pr or CbCr. The notation of PbPr is used 

to indicate the encoding and transferring of analog signals into the 

digital domain. The notation used for encoding and transferring the 

color difference signals within the digital domain is written as CbCr. 

While the original designations R-Y and B-Y were replaced by the 

designations Pb and Pr, with the advent of digital video, these were

then replaced by Cb and Cr. Pb and Pr are still in use in some areas 

when referring to analog component signals.

Digital Composite Signals

Digital composite video is very similar to composite analog, with the 

only difference being that the information is recorded, stored, and 

transmitted as digital data rather than analog waveforms. A digital 

composite signal takes the complete video signal, with all of its ele-

ments combined, and records or transmits it in a digital form. As 

in the analog composite signal, the combined elements of a digital 

composite signal include, luminance (Y), color difference signals (Pb, 

Pr), and synchronizing information (H, V, and color) (Figure 10.4).
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Digital Component Signal

Digital component video takes the elements that comprise a digi-

tal video signal (YCbCr) and keeps them separate in recording and 

transmission. This is similar to analog component in the way these 

elements are treated.

However, in digital component video, there is an additional option. 

It is possible to record the pure outputs of the red (R), green (G), 

and blue (B) channels, and the luminance (Y) information rather 

than the color difference signals (CbCr). The integrity of each ele-

ment is retained and the resulting quality is the cleanest and clos-

est to the original signals of all the possible encoding options. 

The RGBY signals are direct outputs of each of the channels, as 

opposed to the YCbCr, which are derived from the mathematically 

encoded components.

The inputs and outputs from digital cameras and recording devices 

can either be RGBY or the YCbCr components. Equipment that is 

capable of creating or reproducing these digital elements will have 

separate wires for each of these elements. In the case of the RGBY, 

there will be four separate wires. In the case of YCbCr, there will be

three separate wires.

Figure 10.4 Analog Out
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Transcoding

Because there are several standards and recording devices, it is nec-

essary at times to translate from one type of encoded video signal

to another type of encoded video signal. This process is known as 

transcoding. For example, a digital composite or component signal 

can be transcoded to an analog composite or component signal, 

or vice versa. An RGBY video signal, which is generated by a video 

camera, can be transcoded into an analog or digital component YPb,

Pr or YCbCr video signal for input or output.

Encoding and Compression

Signal encoding is an aspect of the recording and transmission pro-

cess. While it allows for some compression of the signals, its main 

purpose is to facilitate the recording and transmission of these sig-

nals. The encoding process contains elements of signal compression,

but is not the same as the compression process in the digital domain.

Compression is covered in Chapter 15.
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An analog signal is a sine wave. Like an ocean wave in constant 

motion, an analog signal continually changes over time. In fact, 

the term analog is actually derived from the word analogous 

because of the signal’s analogous relationship to the sine wave 

(Figure 11.1). Digital information, on the other hand, is fixed and 

absolute and does not change over time. When information is digi-

tized, the data remains as it was originally recorded.

Digital Theory 11

Figure 11.1 Sine Wave

Analog Video

Video was originally developed as part of the analog world.

Because the system was analog, it had the ease and advan-

tages of fitting into the natural physical system. However, it also
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carried with it all the interference and noise problems. Noise is 

analog information just as video and audio are. Getting rid of noise 

and interference in the analog video signal is not easy, as they 

take the same form as the video and audio signals. Also, manipu-

lating analog information for creative purposes is complex.

To eliminate interference problems and make better creative use of 

video, a process of digitizing video signals was created. Digitizing 

refers to converting the analog information to a series of numbers. 

As digital information, the signals are not subject to real-world 

analog interference. Real-world physical problems have no effect 

on the television signal when it is digitized. Also, digitizing allows 

for a much more creative use of the video signal.

Digital Video

To create digital video, a digital representation of the analog sine 

wave had to be created; that is, the analog sine wave had to be 

recreated digitally. To do this, a process was developed to measure 

the sine wave at different times and assign a numerical value to 

each measurement. A sine wave curve is constantly changing over 

time. Therefore, the more frequently this measurement is taken, 

the more accurate the digital reproduction of the sine wave will be. 

A doctor measuring a patient’s temperature once a day might not 

get a very accurate picture of the patient’s condition. However, tak-

ing a reading every hour will give the doctor a much clearer idea of 

the patient’s progress.

Sampling Rate

Another way to think of digitizing is to imagine a connect-the-dots 

puzzle. The more dots there are to connect, the more closely the 

curves and outlines will reproduce the picture. The frequency of 

the dots, or the doctor’s temperature readings, are referred to as 

the sampling rate. If the sine wave was measured every 90º, there 

would be three straight lines instead of a curve. However, if the 
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sampling rate was increased to every 10º, 5º, or even every 1º, 

the curve of the sine wave would be more accurately represented 

(Figure 11.2).

There were two factors affecting how the sampling rate for digital 

video was determined. First, the sampling had to occur frequently 

enough to accurately reproduce the analog signal. Second, the pro-

cess had to be simple enough to integrate with the existing analog 

system. The one element that satisfied both factors was the use of 

the subcarrier frequency. The subcarrier frequency was used as 

the basis of the sampling rate because it was the main synchroniz-

ing signal for the analog video system.

However, using a sampling rate that equals the subcarrier frequency 

itself does not create an accurate representation of the analog 

Figure 11.2 Patterns Determined from Sampling

= Point Sample Was Taken

= Sine Wave

= Wave of Samples Taken

PATTERN DETERMINED FROM FOUR SAMPLES TAKEN

PATTERN DETERMINED FROM TWELVE SAMPLES TAKEN
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information. To accurately reconstruct the analog information from 

the digital samples, the sampling rate must be more than twice the 

highest frequency contained in the analog signals, or conversely, 

the frequencies being sampled must be less than half the sampling 

frequency. This conclusion was derived by Harry Nyquist, a scien-

tist at Bell Laboratories in 1915, and so this sampling frequency 

rule has come to be known as the Nyquist frequency. (The error 

that is created by working outside this criterion is called aliasing, 

the creation of a false signal based on incorrect data derived from 

ambiguous samples.)

Therefore, to accurately represent the analog information, it was 

decided that a multiple of the subcarrier should be used. The sam-

pling rate decided on was four times the subcarrier frequency for 

the luminance signal and two times the subcarrier frequency for 

the color components.

Simple mathematics of multiplying 3.58 megahertz (color subcar-

rier frequency) times 4 will give a sampling rate of 14.3 megahertz. 

In other words, readings of the signal are taken more than 14 mil-

lion times a second. A value is assigned to each reading, and that 

number is recorded. What is recorded is not a real-world analog 

signal, but a series of numbers representing video and audio levels 

at each instant the signal was sampled.

Certain numbers keep coming up when dealing with digital equip-

ment. For example, RS232, RS422, 4:2:2, 4:4:4, and 4:4:4:4. The 

RS numbers are standards for machine and computer interfaces 

and actually have nothing to do with the digital sampling rate. 

The other numbers represent digital sampling standards for video 

signals. For example, 4:2:2 represents four times the subcarrier 

frequency as the sampling rate for the luminance portion of the 

signal, and two times the subcarrier frequency for each of the color 

difference signals. 4:4:4 represents four times the subcarrier fre-

quency for all three of those signals and 4:4:4:4 adds the key sig-

nal, or alpha channel, as part of the digital information.



How Video Works

115

Computer Processing

Early computers functioned using a series of switches that were 

either on or off, providing either a yes or no option. This could be 

likened to a questionnaire created to find out someone’s name where 

only yes or no answers can be given, each answer represented by 

a 0 or 1, respectively. To give a person’s name, a letter from the 

alphabet would be offered and the person would say yes or no to 

indicate whether that letter is the next letter in his or her name. 

They would go through the alphabet with the person answering yes 

or no to each letter, then repeating the process until the full name 

was spelled correctly. The process would be slow but accurate.

That is essentially what a computer is doing as it goes through its 

memory. The faster it goes through the yes and no questions, the 

faster it can process the information. The rate at which this infor-

mation is processed is measured in megahertz and is one of the 

specifications that differs from computer to computer. The higher 

the rate as measured in megahertz (MHz), the faster the computer 

processor.

Binary System

Each of the yes or no answers referred to above is represented by a 

zero or one, or combination of zeros and ones. This is called a binary 

system because it is made up of two numbers. The binary system 

is used for all digitizing processes because it is the language of 

computers. Each zero and one is a digital or binary bit. The num-

ber of binary or digital bits the computer can read at once is known 

as the word size. The original computer processors were 8-bit, 

but soon grew to 16-bit, 32-bit, and so on. Computers continue to 

increase their capability of handling larger word sizes. The bigger the 

word size the computer can handle, the faster it can process infor-

mation. The processing speed of computers continues to increase 

in megahertz as well. These two factors combined have been 

responsible for the increase in computer efficiency and speed.
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Unlike the binary system, which is based on two numbers, the 

common mathematical system in use today is the decimal system, 

which uses values 0 through 9. In this system, the column on the 

far right represents ones, or individual units, and the next column 

to the left represents tens of units. The third column to the left 

represents hundreds of units, the forth column represents thou-

sands of units, and so on. Each column has a value from 0 to 9. 

After 9, a new column is started to the left. For example, 198 is 

represented as an 8 in the ones column, a 9 in the tens column, 

and a 1 in the hundreds column. After 198 comes 199 and then 

200. A 200 means there are 2 hundreds of units, 0 tens of units, 

and 0 individual units.

Value: 128 64 32 16 8 4 2 1

 0 0 0 0 0 0 0 0 � 0

 0 0 0 0 0 0 0 1 � 1

 0 0 0 0 0 0 1 0 � 2

 0 0 0 0 0 0 1 1 � 3

 0 0 0 0 0 1 0 0 � 4

 0 0 0 0 0 1 0 1 � 5

 0 0 0 0 0 1 1 0 � 6

 0 0 0 0 0 1 1 1 � 7

 0 0 0 0 1 0 0 0 � 8

In the binary system, a computer does the same type of math but 

its columns only have values of 0 and 1. The first column represents

ones or individual units. The second column to the left represents 

twos of units. The third column represents fours of units. The fourth

column to the left represents eights of units, and so on.

Using the table above, if there is a 1 in the second column and a 

0 in the first column, this indicates there is one unit of twos. The 

number 3 is represented by a 1 in the first column and a 1 in the 

second column, indicating 1 unit of twos plus 1 individual unit. 

The number 4 is a 1 in the third column and a 0 in both the first 

and second columns, indicating 1 unit of fours and 0 units of twos 
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and ones. Five is represented by 1 unit of fours, 0 units of twos, 

and 1 individual unit, or 101. A 1 in each of the eight columns, 

or 11111111, represents the number 255. The number 256 is the 

start of the ninth column. Thus, the largest word that an 8-bit 

computer can process at a time is eight bits or one byte.

The language of computers is based on a code system known 

as ASCII (American Standard for Computer Information Inter-

change). In this system, there are 255 numbers, letters, and sym-

bols, each with its own binary code. When entering data into a 

computer, the information is converted from analog to digital 

based on the ASCII codes. When you sample a video signal, the 

numerical equivalent that results from the measurement is con-

verted to digital information based on the ASCII code system. This 

allows for universal exchange of information.

Digital Stream

Once data has been digitized, the digital bits that comprise the 

data can be transmitted. The form of transmission used for digi-

tal data is referred to as serial digital. The term serial refers to the 

series of binary bits that are sent out as one continuous stream 

of digital data, or the digital stream. When working with a video 

signal, this digital stream contains all the information about the 

image and audio.

The quantity of data in a digital stream dictates the quality or 

detail of the image. The more detail, or sampled information, 

from the image, the larger the quantity of data (Figure 11.3). The 

larger the quantity of data, the greater the amount of bandwidth 

required to transmit the data. This movement of data is referred 

to as throughput. The larger the bandwidth, or the greater the 

through-put, the greater the quantity of data that can be carried in 

the serial digital stream. If the bandwidth used for transmission is 

too small for the quantity of data being carried in the digital stream, 

digital bits are dropped or lost. The result is a loss of image quality. 

In some cases, this can result in a complete loss of the signal.
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In order for the digital stream to be received and interpreted cor-

rectly, all of the digital bits must be organized. Organizing digi-

tal data is similar to adding punctuation to a group of sentences. 

Without punctuation, it would be difficult or impossible to read 

the material and comprehend it. Digital data begins as bits, in the 

form of zeros and ones, which are grouped into elements called 

frames. Groups of frames are organized into packets. Groups of 

packets are organized into segments. The result of a group of seg-

ments is the digital stream (Figure 11.4).

Each of these elements in the digital stream is encoded so it can 

be received and combined in the proper order. If some of the 

Figure 11.3 Binary Numbers Representing Samples Taken

01101101
00101101

10101001 10010110

Figure 11.4 Digital Stream Data
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information from the digital stream is lost from any one of these 

elements, the data, or image, can become unintelligible to the 

receiving source. In addition to data originating from one source, 

a serial digital stream may also contain information from several 

other sources. Just as a single computer is not the only active par-

ticipant on the Internet, several sources transmitting various types 

of data may share a single transmission line. It is for this reason 

that the frame, packet, and segment information is critical. Without 

this data, there is no way to decode the serial digital stream to rec-

reate the original data at the intended receiving source.

Serial Digital Interface

The transfer of data from one source to another occurs through an 

SDI, or serial digital interface. This interface allows the transfer of 

data between sources (Figure 11.5). An SDI is sometimes a stand-

alone device and sometimes it is incorporated as an integral part 

of a piece of equipment. An SDI input/output port can be found 

on cameras, VCRs, and other production and computer equipment 

(Figure 11.5).

Figure 11.5 Serial Digital Interface (SDI)
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In addition to the video information embedded in the digital 

stream is all the audio information, regardless of the number of 

audio channels. There are no separate wires for audio. All of the 

video and audio data is contained in a single serial digital stream 

and carried through a single SDI.
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A standard is a set of protocols or rules that define how a system 

operates. Standards provide a coherent platform from which infor-

mation can be created, extracted, and exchanged. Without these 

protocols, there would be no consistency in the handling of infor-

mation. Television is the conversion of light to electrical energy. 

The process by which this conversion takes place is referred to as 

a television standard or system. Standards are necessary so that 

video signals can be created and interpreted by each piece of video 

equipment. For example, video levels, broadcast frequencies, sub-

carrier frequency, and frame rates are all dictated by a specific 

standard. NTSC analog is one example of a video standard. Other 

world standards include PAL and SECAM (Figure 12.1).

Formats are different from standards in that a format dictates the 

mechanical device—such as a VCR, DVD, or computer servers or 

hard drives—used in the creation, extraction, and exchange of infor-

mation. There can be many different formats within a given stan-

dard or set of protocols.

Standards Organizations

There are several variations of digital standards. These standards 

are set by international agreement through various worldwide 

Digital Television 

Standards
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Note: The original world standards in analog television broadcasting included NTSC, PAL, and SECAM. There are also 

several subcategories of these original standards that were created and continue to be used throughout the world as 

you see in this illustration.

Figure 12.1 World Map of Standards
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organizations, all of which fall under the auspices of the ISO, the 

International Organization of Standardization. The ISO is a world-

wide federation of national standards groups from some 140 coun-

tries. The non-government organization was established in 1947 to 

set technical standards for scientific, technological, and economic 

activity.

Some of the video organizations under the ISO include SMPTE, 

NTSC, EBU (European Broadcast Union), and the ATSC (Advanced 

Television Systems Committee). These organizations have set and 

continue to define the technical standards for generation, distribu-

tion, and reception of video signals.

Standards Criteria

Before defining specific standards, an understanding of the basic 

criteria of a standard is necessary. Some of the criteria that cre-

ate a standard include how many pixels make up the image (image 

resolution), the shape of the image (aspect ratio), the shape of the 

pixels that make up the image (pixel aspect ratio), the scanning 

process used to display the image, the audio frequency, and the 

number of frames displayed per second (frame rate or fps).

Image Resolution

Image resolution is the detail or quality of the video image as it is 

created or displayed in a camera, video monitor, or other display 

source. The amount of detail is controlled by the number of pixels 

(picture elements) in a horizontal scan line multiplied by the num-

ber of scan lines in a frame. The combined pixel and line count in 

an image represents what is known as the spatial density resolu-

tion, or how many total pixels make up one frame. Analog NTSC 

video is 640 pixels per line with 480 lines (640 � 480). For ATSC 

digital video, the image resolution was increased to 720 pixels per 

line with 486 active scan lines per frame (720 � 486).
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Increasing the number of pixels in an image increases the amount 

of detail. This corresponds to an increase in the resolution of the 

image. If the displayed image is kept at the same size, an increase 

in resolution would increase the detail in the image. Alternately, 

a higher-resolution image could be displayed much larger while 

keeping the same degree of detail as the lower-resolution image.

For example, if a 720 � 486 image is displayed on a 21-inch moni-

tor, and the resolution of that image is increased, the image would 

have more detail. Alternately, the same image with increased reso-

lution could be displayed on a larger monitor with no loss of detail.

Aspect Ratios

Video images are generally displayed in a rectangular shape. To 

describe the particular shape of an image, the width of the image 

is divided by its height to come up with its aspect ratio. This ratio 

describes the shape of the image independent of its size or res-

olution. To determine the aspect ratio of an image, the width is 

divided by the height. For example, a 12-inch by 9-inch image 

would have an aspect ratio of 1.33 to 1, determined by dividing 

12 by 9. Another image of a different size, say 22 inches by 16.5 

inches, would also have an aspect ratio of 1.33 to 1, determined 

by dividing 22 by 16.5. An aspect ratio can be written several dif-

ferent ways. For example, the 1.33 to 1 aspect ratio can also be 

shown as 1.33:1, 4:3, or 4 � 3 (Figure 12.2).

Pixel Aspect Ratio

The pixel aspect ratio is the size and shape of the pixel itself. In 

computer displays, pixels are square with an aspect ratio of 1 to 1. 

NTSC pixels have an aspect ratio of 0.91:1, which makes them tall 

and thin. When setting the standard for digitizing the NTSC video 

image, the intent was to digitize the image at the highest practi-

cal resolution. While the number of pixels in a horizontal scan line 

could be set to any amount, the number of scan lines could not 
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Figure 12.2 Aspect Ratios
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be arbitrarily increased since they are part of the NTSC standard. 

Therefore, the pixels were changed to a narrow, vertical rectangle 

shape, allowing an increase in the number of pixels per line and 

added image resolution.

Interlace and Progressive Scan Modes

Interlace scanning is the process of splitting a frame of video into 

two fields. One field of video contains the odd lines of informa-

tion while the other contains the even lines of the scanned image. 

When played back, the two fields are interlaced together to form 

one complete frame of video.

Where television uses an interlace scanning process, the com-

puter uses a non-interlaced or progressive scanning technique. 

Computer image screens can be refreshed as rapidly as 72 times a 

second. Because this rate is faster than the persistence of vision, 

the problem of flicker is eliminated. Therefore, there is no need to 

split the frame into two fields. Instead, the image is scanned from 

top to bottom, line by line, without using an interlacing process. 

The complete frame is captured or reproduced with each scan of 

the image (Figure 12.3).

Progressively scanned images have about 50% greater apparent 

clarity of detail than an equivalent interlaced image. The progres-

sively scanned image holds a complete frame of video, whereas an 

interlaced frame contains images from two moments in time, each 

at half the resolution of the full frame.

The computer industry has always insisted on a far more detailed 

and higher quality image than has been used in the television 

industry. Computer images usually require very fine detail and often 

include a great deal of text that would be unreadable on a standard 

television screen. Present television images do not require the same 

degree of detail as computer information. In a digital environment, 

the limiting factor is enough bandwidth to transmit the information. 

Interlace scanning allows more information to be transmitted in the 

limited spectrum of space allotted for signal transmission.
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When listing the criteria for a particular standard, the indication of 

whether the scanning mode is interlaced or progressive appears as 

an “i” or “p” following the line count, such as 480p, 720p, 1080i, 

and so on.

Frame Rate

The frame rate, regardless of the pixel or line count, is the num-

ber of full frames scanned per second. This rate represents what is 

known as the temporal resolution of the image, or how fast or slow 

the image is scanned. Frame rates vary depending on the rate at 

which the image was captured or created, the needs or capability 

Figure 12.3 A, Interlaced Scanning and B, Progressive Scanning
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of the system using the video image, and the capability of the sys-

tem reproducing the image.

For example, an image may have been captured at 24 frames per 

second (fps), edited at 29.97fps, and reproduced at 30fps. Each 

change in the frame rate would denote a different standard. Different 

frame rates include 23.98, 24, 25, 29.97, 30, 59.94, and 60fps. 

Before color was added to the NTSC signal, black and white video 

was scanned at 30 frames per second, or 30fps. When color was 

added to the signal, the scanning rate had to be slowed down slightly

to 29.97fps to accommodate the additional color information.

Standards Categories

Each domain, analog and digital, has its own standards that have 

a unique combination of factors, such as pixel count, frame rate, 

and scanning mode. There are two primary categories that embody 

the analog and digital domains. They are Conventional Definition 

Television (CDTV) and Digital Television (DTV). 

Conventional Definition Television (CDTV)

When digital video standards were created, the ATSC redefined the 

prior standards that were already in use. The analog standards 

used throughout the world were placed in a newly defined category 

called Conventional Definition Television, or CDTV. CDTV refers to 

all the original analog television standards.

In the NTSC system, the CDTV standard image resolution is 640 

pixels by 480 lines of active video. The frame rate is 29.97 frames 

per second with two interlaced fields, each containing 240 lines of 

active video. The PAL standard image resolution is 760 pixels by 

580 lines. The PAL frame rate is 25fps with two interlaced fields, 

each containing 288 lines of active video. SECAM also has 760 

pixels per line and 580 lines, and shares the same frame rate and 

scan mode as PAL.
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In the original analog standards, each individual standard con-

tained its own method for processing color information. With the 

advent of digital video standards, the ISO redefined color encod-

ing to a new international standard called CCIR 601, named after 

the French organization Consultative Committee on International 

Radio, which first developed the standard. Further refinement of 

the color encoding process and the merger of the CCIR with other 

organizations led to a change in name from CCIR 601 to ITU-R 

601 named after the International Telecommunications Union.

CDTV Pixels Aspect Line Frame Scan

Standards per line Ratio Count Rate Mode

NTSC 640 4�3 480 29.97 Interlace

PAL 760 4�3 580 25 Interlace

SECAM 760 4�3 580 25 Interlace

Digital Television Categories (DTV)

The Digital Television category, or DTV, developed from the growth 

of the digital video domain and encompasses all digital video stan-

dards. It has two subcategories, Standard Definition Television 

(SDTV) and High Definition Television (HDTV). To further divide 

the DTV category, there is an emerging in-between standard 

referred to as EDTV, or Enhanced Definition Television. 

High Definition Television (HDTV)

The original HDTV standards were analog because at the time there 

was no digital television system in use. With the advent of digital, 

HDTV immediately crossed over into the digital domain. In the pro-

cess, the quality of the image was vastly improved. There are several 

different HDTV standards. In addition, many HDTV formats were 

developed as various manufacturers and various countries began to 
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develop their own standards. The differences between HDTV stan-

dards include such elements as frame rate, scan lines, and pixel 

count. Additional information and specific HDTV standards are dis-

cussed further in Chapter 13, High Definition Video.

Standard Definition Television (SDTV)

Standard Definition Television, or SDTV, is the digital equivalent of 

the original analog standards. When a CDTV signal is transferred 

to the digital domain, it becomes an SDTV signal within the DTV 

category. It is, therefore, not a high definition image. It has less pic-

ture information, a lower pixel and line count, and smaller aspect 

ratio than HDTV.

Enhanced Definition Television (EDTV)

While not a recognized ATSC standard, Enhanced Definition 

Television, or EDTV, is a term applied to video with a picture qual-

ity better than SDTV, but not quite as good as HDTV. While both 

SDTV and EDTV have 480 lines of information, SDTV displays the 

image using interlace scanning, while EDTV displays the image 

using progressive scanning. In progressive scanning, all 480 lines 

of the video image are displayed at one time, rather than in two 

passes as is the case with interlace scanning, giving the progres-

sively scanned image a better quality. Progressive scanning is dis-

cussed in more detail in Chapter 13.

Digital Television Standards

In 1996, the ATSC created a set of standards for digital broadcast-

ing of television signals in the United States. The ATSC digital tele-

vision standards, known as A/53 uses the MPEG-2 compression 

method for video compression (See Chapter 15 for more information 

on MPEG compression). The AC-3 Dolby Digital standard (referred 

to as A/52), although outside the MPEG-2 standard, has been 

adopted in the United States as the standard for Digital TV audio. 

(See Chapter 19 for more information on digital audio.)
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The standards created by the ATSC were adopted by the Federal 

Communications Commission (FCC) in the United States. However, 

the table of standards shown below was rejected by the FCC 

because of pressure from the computer industry. The idea, then, 

was to leave the choice of what standards to use to the market-

place as long as it worked with the MPEG-2 compression scheme. 

The result has been that all manufacturers and broadcasters have 

been using the standards included in the ATSC table. 

Together, HDTV, SDTV, and EDTV make up 18 different ATSC pic-

ture display formats.

ATSC picture display formats 

      Frame

  Horizontal Horizontal Aspect Scan Rate

 Format Lines Pixels Ratio Mode (fps)

 1080p 1080 1920 16�9 Progressive 24

 1080p 1080 1920 16�9 Progressive 30

HDTV
 1080i 1080 1920 16�9 Interlaced 30

 720p 720 1280 16�9 Progressive 24

 720p 720 1280 16�9 Progressive 30

 720p 720 1280 16�9 Progressive 60

 480p 480 704 16�9 Progressive 24

 480p 480 704 16�9 Progressive 30

 480p 480 704 16�9 Progressive 60

 480p 480 704   4�3 Progressive 24

EDTV 480p 480 704   4�3 Progressive 30

 480p 480 704   4�3 Progressive 60

 480p 480 640   4�3 Progressive 24

 480p 480 640   4�3 Progressive 30

 480p 480 640   4�3 Progressive 60

 480i 480 704 16�9 Interlaced 30

SDTV 480i 480 704   4�3 Interlaced 30

 480i 480 640   4�3 Interlaced 30
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The Horizontal Lines column contains the number of lines in the 

image, while the Horizontal Pixels is the number of pixels across each 

line. In the Format column, the “i” refers to images scanned using 

the interlace approach, while the “p” refers to progressively scanned 

images. Also, 24fps is also used to refer to 23.976 frames per second

and 30fps is also used to refer to 29.97 frames per second.

Note that in digital standards, the frame rate for audio need not 

be the same as the video frame rate. For example, if the rate for 

video is set at 24fps, the audio could be recorded at thirty frames 

per second. There would be no synchronizing problems as long as 

the 24/30 ratio was maintained. Digital audio is covered in more 

detail in Chapter 19, Audio for Video.

Digital Television Transmission

Digital video requires a different form of transmission from ana-

log. In analog, the video is broadcast using AM for the images and 

FM for the audio. But digital contains all the elements in one data 

stream. Since digital requires less spectrum space than analog, 

several digital data streams can be transmitted in the same space 

that contained just the one analog signal. To take advantage of this 

capability, the ATSC developed new standards for transmitting dig-

ital television.

While the U.S. government has mandated a change to digital tele-

vision, it has not ordered that all television broadcasting must be 

High Definition, only that it be digital. Analog broadcasting may 

continue on the currently assigned frequencies until the final 

change over in 2009. At the time of the change over, the original 

analog channel assignments for over-the-air broadcasting will be 

converted to other uses, and digital broadcasting will continue on 

the new frequencies.

As High Definition (HD) television is not mandatory and as digi-

tal signals require considerably less spectrum space than ana-

log signals, it is possible that, initially, broadcasters will transmit 
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High Definition signals during peak viewing hours and during the 

remaining time transmit more than one Standard Definition (SD) 

or Enhanced Definition (ED) signal in the same spectrum space. 

This is called multicasting. 

The A/53 standard for transmitting digital television signals is 

called 8VSB. This stands for “8-level vestigial sideband”. A vestigial 

element is a part of something that has no useful value. Vestigial in 

this case refers to that part of the carrier frequency that is filtered 

off as unnecessary. It uses the amplitude modulation (AM) method 

of modulating a carrier frequency. The A/53 standard using 8VSB 

can transport eighteen different video standards simultaneously 

and has the capability to expand and change as needed. The 

8VSB system of carrier modulation is also very useful for televi-

sion transmission in that it greatly conserves bandwidth, is a rel-

atively simple method of modulation, and saves cost in receiver

design. This capability is also what makes multicasting possible. 

For transmission, the MPEG-2 program data, the audio data, the 

ancillary or additional data such as instructions about what is 

contained in the data stream, closed captioning, and synchroniz-

ing information are combined or multiplexed into the data stream. 

This data stream is what is sent for transmission. 

Digital cable, while adhering to the adopted ATSC standards, gen-

erally does not use 8VSB for signal modulation. Instead cable 

operators use a more complex form of modulation called quadra-

ture amplitude modulation (QAM) that is capable of 64 or 256

levels rather than the 8 levels of 8VSB. 

Satellite broadcasting uses another form of modulation called 

quadrature phase-shift keying (QPSK). Again, the standards used 

for satellite broadcasting adhere to the ATSC table but satellite 

broadcasters use QPSK for modulating the carrier signal.
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As noted in Chapter 12, there are two subcategories that fall under 

the DTV (Digital Television) category of standards: SDTV (Standard 

Definition Television) and HDTV (High Definition Television). All 

high definition video, also referred to as high def or HD, falls under 

the HDTV category of standards. There are several different high 

def standards, each with its own unique combination of image cri-

teria, including frame rate, pixel count, line count, and scanning 

mode. While HDTV standards currently represent the highest qual-

ity of video image, they are not new standards. In fact, the devel-

opment of high definition standards began in the analog domain 

in the early 1970s. Once DTV was developed, HDTV became a digi-

tal standard. It currently makes use of the most advanced digital 

processes.

One of the reasons high definition video was developed was to cre-

ate a worldwide standard. Analog television standards, including 

NTSC, PAL, SECAM, and variations of these standards, are not 

compatible with each other. To convert images from one standard 

to another requires a process that can degrade the image quality. 

HDTV standards represent an international effort to create more 

compatibility between world standards. While removing some of 

the boundaries, high def created an entirely new set of standards 

that are still evolving.

High Definition

Video
13
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Widescreen Aspect Ratio

CDTV and SDTV standards use an image size with an aspect ratio 

of 4 � 3. A 4 � 3 image is four units wide by three units high. 

While rectangular in shape, it is much closer to a square than the 

wide-screen image currently seen in cinemas. The human eye per-

ceives a great deal of motion and depth information from the area 

outside of direct view. This area is known as peripheral vision. 

Having a wider video image area takes advantage of this charac-

teristic and improves the sense of reality for the viewer.

As HDTV was developed, this fact was taken into consideration 

and all HDTV standards were widened to a 16 � 9 aspect ratio, 

or an image that is nine units high by sixteen units wide (Figure 

13.1). Since the HDTV standards all have a 16 � 9 ratio, it is often 

referred to as the aspect ratio for the standard. A native stan-

dard is the basic standard for which the piece of equipment was 

designed. It may be capable of handling other standards, but its 

original intent is called the native standard.

Widescreen video can be played back on a 4 � 3 monitor in differ-

ent ways. To see the entire widescreen image, the image must be 

reduced in size so the width of the image fits on the 4 � 3 monitor. 

This creates black above and below the widescreen image, a layout 

often referred to as letterbox. To make use of the full 4 � 3 image 

Figure 13.1 4 � 3 and 16 � 9 Aspect Ratios
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area, the sides of the widescreen image can be cropped to show just 

the middle portion, or 4 � 3 area. Also, a process of panning, or 

moving horizontally across an image, can be applied during transfer 

to reveal a particular portion of the widescreen image. This process 

is often called pan and scan (Figure 13.2).

Image Resolution

With the 16 � 9 aspect ratio, there is a larger image area and 

therefore more room for additional pixels. Different high def stan-

dards have different pixel and line counts that make up that stan-

dard’s image area. The greater the number of pixels that make up 

the image, the greater the image resolution.

Figure 13.2 16 � 9 Converted 4 � 3 Aspect Ratios
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For example, one high def standard has an image resolution of 

1920 � 1080. In this standard, there are 1920 pixels across one 

line and 1080 lines in one frame of the image. The 1920 pixel count 

is the horizontal resolution, and the 1080 line count is the vertical 

resolution. Another high def standard is 1280 � 720, which is 1280 

pixels per line by 720 lines. The combined pixel and line count make 

up the spatial density resolution of the high def image.

Progressively Segmented Frames

HDTV standards can use either of the two scanning modes, inter-

lace or progressive. When a high def standard uses an interlace 

mode, the odd fields are transmitted first, followed by the even 

fields, just as they are in CDTV or SDTV. In progressive scanning, 

the entire image is scanned as one complete frame. This data may 

then be transmitted as a complete frame and received as a complete 

frame. If there is insufficient bandwidth to transmit the complete 

frame, the data may be segmented and transmitted in two parts.

Because progressively scanned images are complete frames of 

video, they require more bandwidth to transmit than may be avail-

able. To transmit these images within an interlace environment 

using narrower bandwidths, a process of segmenting progressively 

scanned frames was developed.

To do this, the image is divided into two fields by scanning every 

other line as in interlace scanning. The difference is that in the 

interlace scanning process, the two fields are from different

instances in time. When a progressively scanned image is seg-

mented, the two fields are from the same instance in time. When 

the separate fields are recombined, the result is a complete pro-

gressively scanned frame (Figure 13.3).

This process accommodates the need to segment the data with-

out compromising the quality of the image. Images that are pro-

gressively scanned and then transmitted as segmented frames are 

referred to as PsF, for Progressively segmented Frames.
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Frame Rate

Within the HDTV set of standards, there are numerous frame rates. 

The frame rates are part of a set of criteria that defines a particular 

HDTV standard. Each set of criteria was defined because of specific 

requirements within an existing physical environment. For example, 

North American electrical systems use 60-cycle alternating current, 

while European electrical systems use 50-cycle alternating current.

In addition, one of the major forms of image creation has been 

film. Film runs at 24 fps in North America and 25 fps in Europe. 

Figure 13.3 A, Interlace Scan and B, Progressive Segmented Frame

(A)

(B)
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To minimize the difficulty in incorporating film into HDTV, a set 

of criteria was developed to accommodate the film frame rate. A 

different HDTV standard was created with a specific set of criteria 

based on the ease with which the new standard would interface 

with an existing system. Therefore, two of the many HDTV stan-

dards include 24fps and 25fps.

Film-to-Tape Conversion

There are many situations when film is transferred to HDTV, or 

HDTV to film. Film is often used as an archival medium because 

the film standard has not changed in generations. When film is 

used as the originating medium but the delivery requirement is 

video, film must go through a conversion process. Converting film 

to an electronic form is often referred to as telecine, which can also 

refer to the machine used in the conversion process. In PAL sys-

tems, the existing video frame rate matches the 25 fps film rate, and 

the conversion process is simply a matter of converting from one 

medium to the other. However, in the NTSC system, where the video 

frame rate of 30 fps does not match the film rate of 24 fps, a differ-

ent conversion process must take place. 

Converting Different Frame Rate Sources

Whether the need for conversion is from film to video or video to 

video, the HDTV 24 fps standard makes video and film more com-

patible with each other, especially in the United States where film 

is shot at 24 fps. However, to create 30 images per second in video 

from a source producing 24 images per second, additional video 

fields are added. This is done by duplicating images from the 24 fps 

source. The process of adding additional fields to create additional 

frames is known as a 2:3 pulldown system or sometimes as a 3:2 

pulldown system.

The 2:3 or 3:2 pulldown process is used when 24 frames per second 

progressive scan video, used in image capture, must be converted to 



How Video Works

141

30 fps for either editing or transmission. It is also used when trans-

ferring 24 fps film to 30 fps video. When transferring 24 frame per 

second film or video into a 30 frame per second video system, it 

is essential to decide which sequence will be used, 2:3 or 3:2, and 

then maintain that sequence.

Using 2:3 and 3:2 Pulldown Sequences

When transferring 24 frames per second in a 2:3 sequence, the 

system will map four frames from the original source to every five 

frames, or ten fields, to the transfer source. The first frame that is 

transferred is referred to as the A frame. It is transferred, or pulled 

down, to two video fields. The second frame is referred to as the B 

frame and is transferred to the next three consecutive video fields. 

The third film frame, the C frame, is transferred to the next two 

consecutive video frames. And the fourth frame, the D frame, is 

transferred to the next three consecutive video frames (Figure 13.4).

The resulting transfer process yields five video frames for every 

four original 24 fps source frames. Video frame 1 and video frame 

Figure 13.4 2:3 Pulldown Sequence
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2 are each derived from two separate film frames, A and B. Video 

frame 3, however, is a composite of one field from film frame B and 

one field from film frame C. Video frame 4 is also a composite com-

posed of one field from film frame C and one field from film frame 

D. Video frame 5 is composed of two fields, both from film frame D.

When scanning through video images that have been transferred 

using this process, the video frames that contain two different 

frames will appear as a double image. When these frames are 

viewed in motion, however, the double image is not discernable. 

When editing video that has been transferred from film using this 

pulldown process, the sequence of frames must be maintained. If 

the sequence of video frames is broken, for example by editing two 

combination frames consecutively, the resulting conflict of images 

will be discernable when displayed in motion.

When the pulldown sequence is changed to 3:2, the resulting 

frames yield a different result. The five video frames would be AA 

AB BC CC DD (Figure 13.5). Here the second and third frames are 

composite, rather than the third and fourth. In the 3:2 sequence 

there is one clean frame followed by two composite frames followed 

Figure 13.5 3:2 Pulldown Sequence
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by two clean frames. Therefore when converting 24 fps to 30 fps, it 

is essential that one of these processes is applied consistently so 

the order of clean and composite frames will be maintained.

Maintaining Consistency in Pulldown Sequences

Just as the pulldown sequence must remain constant, so should 

the transfer process. Once the transfer of a scene or section has 

begun, it is essential the transfer be completed without stopping. 

If the transfer is stopped and then restarted in a single scene or 

sequence, the system will assume the first frame again is an A 

frame and begin the sequence from there. Later, when attempting 

to edit this sequence together in video, it is very possible that the 

frame sequence will have been broken and the edited version will 

contain overlapped images from incompatible frames. The result 

could be a stutter or jump in the images.

During the film or video transfer process, as the footage is digitized into

the video system, a computer file can be created that will indicate 

where the associated composite frames are for each section. The 

added fields can also be seen and identified by scrolling through the

video a field at a time. With a correctly compiled computer file, it is 

possible for a video system to extract and recombine the overlapping 

fields to create a clean 24 fps sequence from the 30 fps 2:3 or 3:2 

pulldown sequence created in the video transfer. The process will 

discard the redundant fields used to create the 30 fps video from 

the original 24 fps material. This process is referred to as inverse 

telecine. Recreating the original material is complex and can only be 

done in an uncompressed video stream.

Converting an HD Signal

One of the primary differences between HDTV and SDTV is the 

increase in the amount of information that makes up the HDTV sig-

nal. Because of the number of pixels per line, lines per frame, and 

frames per second, HDTV has a greater spatial and temporal reso-

lution. While the size of the image is larger and the resolution is 



High Defi nition Video

144

greater, the recording, storage, and transmission processes remain 

similar. Because of these similarities, HDTV signals may be con-

verted to other standards.

Converting HDTV to SDTV or CDTV is referred to as down con-

verting. In the downconversion process, the number of lines and 

the number of pixels per line are reduced to fit the targeted stand-

ard. For example, a HDTV image that is 1920 � 1080 could be 

reduced to a 720 � 480 SDTV image. The reduction is achieved 

by deleting some lines and pixels in the downconversion pro-

cess. The consequence of this is a reduction in image resolu-

tion, though the aspect ratio may remain the same. However, in 

some situations when a 16 � 9 image is reduced to 4 � 3, the 

4 � 3 image may appear as though it had greater detail than 

the original.

Downconversion is used when an HDTV native image needs to be 

used in an SDTV or CDTV environment. For example, a program 

can be shot in HDTV, but transmitted or broadcast in SDTV or 

even CDTV. Also, if the editing process is configured with SDTV or 

CDTV equipment, a downconversion from HDTV allows the editing 

to occur within the existing post-production environment. Some 

HD VCRs are even equipped to downconvert a signal internally 

(Figure 13.6).

Figure 13.6 Down Converter on HD VCR
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CDTV or SDTV can also be converted to an HDTV standard through 

a process called upconverting. The upconversion process increases

the number of lines and the number of pixels per line to fit the 

targeted standard. This involves, in some instances, duplication of 

information to fill in the additional spatial resolution. This does 

not increase the detail in the image nor the apparent resolution. It 

merely increases the pixel and line count.

Upconversion is used when taking a CDTV or SDTV image and 

enlarging it to fit in an HDTV space. For example, an older tele-

vision program that originated in CDTV may be upconverted to 

HDTV or SDTV for current broadcast. Some equipment contains 

a downconversion/upconversion circuit within the machine itself. 

In other cases, the conversion process is accomplished through an 

outboard or stand-alone device.

HDTV Applications

Because of the different HDTV scanning types and frame rates, 

HDTV images may look different with each standard. A faster scan 

rate, or temporal resolution, typical of interlace scanning, gives 

more frequent image information because it scans an image twice 

for each frame, once for the odd lines and again for the even lines. 

The scans are created in different moments in time. This process 

refreshes the image more frequently than progressive scanning. 

Therefore, interlace scanning is often used for images that contain 

a great detail of motion with a lot of action. For example, football 

games are often shot using 60-field interlace (60i) HDTV. The more 

frequent scanning of the image fields produces a greater number 

of images in a given amount of time, creating a smoother transi-

tion from field to field and frame to frame.

An HDTV image shot in 24 p, or 24 fps progressive scanning, gives a 

less frequent scanning rate or slower temporal resolution. Shooting 

in 24 p means it takes longer to scan a full frame because succes-

sive lines must be scanned. A 24 p frame rate creates a softer, film-

like look. In 24 p, rapid motion is not advisable because the slower 
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temporal resolution cannot capture enough motion detail to track 

the action clearly.

One of the reasons 24 p was developed as a standard was to match 

35 mm motion picture film, both in terms of temporal and spatial 

resolution. Certain television programs that originated in video 

are converted to HDTV for archival and sometimes broadcast pur-

poses. However, shows that were created after the advent of HDTV, 

but during the time HDTV standards were still being defined, 

turned to film for production purposes. This allowed the shows to 

be both archived in film, an established medium, and converted to 

any video standard at a later date.

Non-Picture Data

Digital video uses a data stream to carry picture information, but 

there is also non-picture data mixed in with it. Some of this non-

picture data contains sync and color information, and some of it 

contains information about the picture data stream itself. This dig-

ital data stream also contains information about which standards 

are being used. 

Vertical Ancillary Data (VANC)

In analog video signals, the vertical blanking interval between fields 

was used to carry synchronizing information and eventually included 

test signals, timecode and closed captioning data. In digital video 

this data has now been incorporated into the data stream and is 

included under the heading of VANC. VANC is created and encoded 

into the data stream through a data encoder that creates and can 

also retrieve the information. The data to be encoded is programmed 

in by the operator through a series of menus built into the encoder.

Horizontal Ancillary Data (HANC)

In addition to VANC there is also HANC or Horizontal Ancillary 

Data. This is analogous to the data carried in the horizontal blank-

ing interval that relates to line-by-line synchronization and color 

synchronization. 
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Metadata

Metadata is data about data and is prevalent and common in com-

puter systems. A card catalog in a library or the index of a book 

is an example of metadata in the analog world. It, in itself, is not 

the data you want, but it is information about the information you 

want. It is data about the data.

As video has become digital, metadata has become an essential part 

of the video data stream. Metadata in the serial digital video stream 

contains the information about what video standard is being used, 

the frame rate, line count, the number and type of audio channels, 

and the compression and encoding system used. Any necessary 

information to allow the digital data to be correctly interpreted for 

use and display is contained in the metadata. 

Incorrect metadata can cause the rest of the data itself to be unus-

able. Data that is incorrectly identified cannot be retrieved. For 

example, if the metadata indicates that the audio is Dolby Surround 

Sound when it is actually two channel stereo, the audio will not be 

reproduced correctly as the system will be trying to recreate a sig-

nal that is not there.

Syncing the HD Signal

In analog video, there is a horizontal sync pulse associated with 

each line of active video, and the same is true with High Definition 

video. The horizontal sync pulses in the NTSC analog system are 

generated at a rate of 480 pulses per frame at 29.97 frames per 

second. This corresponds to the number of active lines of video 

in each frame and the number of frames per second. In HD sys-

tems, the lines of active video can either be 720 lines per frame or 

1080 lines per frame at a rate of 24 or 30 frames per second. The 

number of sync pulses for each second of video is therefore greatly 

increased with HD systems. 

In an analog system, the H sync pulse is measured at �40 units of 

video. Thus it can be referred to as a two level or bi-level system,
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0 units and �40 units. If this synchronizing method were used in 

HD systems, the high rate of pulses—720 pulses or 1080 pulses 

per frame at 24 or 30fps—would set up a disturbance in the circuits 

and lines that would be detected as a pulsating direct current. At 

the lower frequencies of the analog systems, this DC component can 

be filtered out and eliminated. At the higher frequency of HD, this 

DC component sets up a capacitance in the circuitry. Capacitance is 

the storing of an electric charge. This storing of an electrical charge 

in the cables and circuits of a video system causes a serious attenu-

ation of signal strength and a deterioration of the images or data. It 

impedes the signal flow through the system.

Tri-Level Sync

To counteract this effect, tri-level sync was developed. The term 

comes from the use of three levels of signal that make up the syn-

chronizing pulses. As the analog sync pulses consist of two levels, 0 

and �40 units, tri-level sync consists of three levels, 0 volts of video, 

�.3 of a volt of video and �.3 of a volt of video. (In digital video, 

signals are not denoted as a signal level measured in IRE units 

but as voltage levels.) By using both positive and negative pulses of 

equal value, the signals become self-canceling. This eliminates the 

problem of creating capacitance in the circuits. HD equipment can-

not utilize the older style of synchronizing pulses and thus must 

be regulated by tri-level sync. Analog systems cannot utilize tri-

level sync information. Therefore when converting from A to D or D 

to A, the synchronizing information must be converted as well. 

Synchronizing pulses are only used in HD systems for digital-to-

analog interfaces, such as monitors, where the scanning of the 

received signal must be synchronized to the transmitted signal. 

Synchronizing pulses, like all the other signals in a digital video 

system, are digital data in the data stream and do not appear as a 

separate signal on a waveform oscilloscope. On a digital waveform 

monitor, there is a flat line where the horizontal and vertical syn-

chronizing information normally appears. On a digital vectorscope, 

there is no burst display.
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The digital signal differs from the analog signal in several ways, 

which will be discussed in this chapter. Because of the differences 

between these two signals, the appearance of a digital scope is 

quite different from that of an analog scope.

Digital Signal

While the digital signal, as with analog, is 1 volt peak-to-peak, 

some of the components and measurements within that 1 volt are 

displayed and measured differently on a digital scope. One volt 

is divided into a thousand units, each referred to as a millivolt, 

expressed as mV (Figure 14.1). On the graticule, 1 volt of digital 

video is displayed from �.3 volts (or �300mV) to a peak of .7 volts 

(or 700mV) for a total of 1 volt. Active digital video is displayed 

between the 0 base line on the graticule and .7 volts. This relates 

to 100% video, or 100 IRE units on an analog waveform monitor.

Since the digital signal is a stream of digital information, it does 

not require the synchronization elements that an analog signal 

does. Because synchronization is not present in the signal, the 

face of the scope (or graticule) and the measurement of the digital 

signal do not contain the synchronizing elements. When a signal 

is displayed on a digital waveform monitor, there is no horizontal 

or vertical sync display within the signal (Figure 14.2, also in color 

Digital Scopes 14
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insert). On a vectorscope, there is no synchronizing color burst, 

which normally appears in the nine o’clock position on the vector-

scope graticule.

While analog black is displayed at 7.5 IRE units, true black in a 

digital signal is 0, and is therefore displayed at the baseline on the 

graticule. Because the analog transmission system was designed 

to put out peak power at the lower video levels, if the analog black 

signal were true black, or 0 units, the analog signal would electri-

cally overload the transmitter. Since a digital signal is a stream of 

data or digital bits, the levels do not vary over time, but instead 

remain constant. As a result, digital video can utilize the full range 

between true black and full luminance.

When measuring analog video, the 75% color bar display is often 

used so as not to exceed the measuring capabilities of the wave-

form monitor. A digital waveform monitor is capable of receiving 

the digital video signal and reducing it to fit within its measur-

ing capabilities. The maximum digital video level is measured at

.7 volts, or 700mV.

Dual Digital Scope Overview

There are several makes and models of digital scopes. For the pur-

poses of this chapter, the Tektronix WFM601 will be used for ref-

erence. The WFM601 is a dual-purpose scope that displays both 

waveform and vectorscope readouts for measuring digital signals. 

The scope is divided into multiple categories and each of these cat-

egories has several buttons. Each button allows several choices 

(see Figure 14.2, also in color insert). To maximize the use of the 

scope, some of the buttons are “soft” buttons—their operation 

changes with a change in menus. One button can perform several 

different functions depending on the menu selected.

WFM601 Monitor Overview

On the left side of the WFM601 scope is the graticule. Below the grati-

cule are adjustment knobs for the vertical and horizontal positions 
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of the display. The three knobs in the center, with lines pointing to 

each of them, are adjustment knobs for different options that can 

be accessed through the menu buttons.

Unlike the older analog scopes marked in IRE units, the scale on 

the graticule of the 601 scope is marked in millivolts (mV) and 

ranges from �300mV to �800mV, with each major division being 

further subdivided into five minor divisions, each one representing

20 millivolts. The horizontal reference line, or base line, is the heavy

line at 0 with three large vertical markings between the �.1 and

.1 lines. This line is alternately referred to as the 0% line, 0mV, 

zero line, blanking level, and black level.

In the middle of the scope, just to the right of the graticule, are five 

buttons in a vertical line with a Clear Menu button beneath them. 

These are “soft” buttons that are used to activate the settings that 

appear next to them. The right side of the scope contains eight 

sections with the following labels: AUDIO, VIDEO DISPLAY, VIDEO 

IN, SWEEP, MENU, SERIAL, REF, AND POWER.

Video Display

In the VIDEO DISPLAY section in Figure 14.2, there are buttons 

labeled WAVEFORM, VECTORSCOPE, LIGHTNING, PARADE, MULTI- 

PLE, PICTURE, and BOWTIE. These buttons are used to select 

the type of display that will appear on the CRT. The waveform and 

vectorscope displays are similar to analog scopes. The other dis-

plays were created to examine color and luminance information in 

a digital environment where no sync or subcarrier signals exist.

The LIGHTNING display compares the color difference signals (Cb 

Cr) with the luminance signal (Y). It is best used when varying the 

levels of the luminance and color difference components. This is 

discussed further in Chapter 21, Test Signals, Displays, and Media 

Problems.
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On an analog waveform CRT, the signal can be viewed as luminance 

only (LOW PASS), chrominance only, or flat, which is the combina-

tion of both luminance and chrominance. On a digital scope, these 

signals can be combined into one display called PARADE. When 

PARADE is selected, the CRT displays the luminance signal (Y) and 

both color difference signals (Cb Cr) (Figure 14.3).

The MULTIPLE display allows more than one signal to be viewed 

simultaneously. When WAVEFORM or PARADE is selected, it is 

possible to add a Vector (vectorscope), LIGHTNING, or DIAMOND 

display. The Diamond display is discussed in Chapter 21.

When PICTURE is selected, the CRT displays a monochrome ver-

sion of the video signal from the digital input. Whatever image is 

Figure 14.3 Parade Display
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coming from the digital source can be viewed in this display. This 

display is used to verify the incoming source.

The BOWTIE display is used to compare the timing and gain or 

amplitude of the color difference signals to the luminance signal. 

This is discussed further in Chapter 21.

Video In

Under the section called VIDEO IN are CH 1, CH 2, and CH 3 but-

tons. These buttons represent the luminance and chrominance 

signals. CH 1 is Y or R, CH 2 is Cb or G, and CH 3 is Cr or B. 

These three channels of information can be turned on or off. 

However, at least one channel remains on at all times.

Some display signals, such as BOWTIE, display specific channels. 

For example, the left waveform in the Bowtie display compares CH 1

to CH 2. The right waveform always compares CH 1 to CH 3.

The SERIAL A/B button selects the “A Input” or the “B Input” of 

the scope. What signal is input will vary from facility to facility.

Sweep

As on an analog waveform monitor, the SWEEP selection chooses 

between a horizontal line display and a vertical field display. 

The LINE and FIELD buttons toggle through two different posi-

tions each. The LINE button will display both a 5�s/division and 

a 10�s/division. The FIELD button will display either a one-field 

display of information or a two-field display.

The MAG button turns on the horizontal sweep magnifier to dis-

play the information in 1 µs/division in a two-line sweep rate, or 

.5�s/division in a one-line sweep rate, or in the 25X magnification 

for both the one- and two-field sweep rates.
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Reference

The REFERENCE (REF) button selects either the internal serial dig-

ital reference or an external video input for the scope’s reference. If 

the scope is being used to measure signals from an output device, 

it is recommended that the scope’s reference be locked to that 

device. If for some reason a reference is not available, the scope 

can be locked to its own internal reference.

Menu Section

Under the MENU section are options for FILTER, CURSOR, LIN 

SEL (line select), and GAIN menus. This group of menus expands 

the measuring capabilities of the selections under VIDEO DISPLAY 

and SWEEP. They are identified by LED indicators to the left of 

each function when that particular function is selected. Only the 

menu readout for the last function selected will be displayed, even 

though more than one menu item may be chosen.

Also under the MENU section you will find the PRESET button, 

which allows the recall of nine different presets that can be stored, 

plus one factory setting. Each of the presets can be assigned a 

unique set of parameters. These might include line blanking, hori-

zontal or vertical blanking, closed captioning measurements, and 

so on.

The CONFIG button brings up six separate submenus that allow 

measurements of the signal in different configurations. The CRT 

button brings up a menu used to control the CRT display, i.e., 

FOCUS, SCALE, INTENSITY, READOUT INTENSITY, and TRACE 

ROTATION. When these menus appear, the soft buttons to the 

right of the graticule and the soft knobs below the graticule will 

change functions depending on the menu selected.
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Compression is the process of reducing data in a digital signal

by eliminating redundant information. This process reduces the

amount of bandwidth required to transmit the data and the amount

of storage space required to store it. Any type of digital data can be 

compressed. Reducing the required bandwidth permits more data 

to be transmitted at one time.

Compression can be divided into two categories: lossless and lossy. 

In lossless compression, the restored image is an exact duplicate of 

the original with no loss of data. In lossy compression, the restored 

image is an approximation, not an exact duplicate, of the original.

Lossless Compression

Lossless compression is characterized by a complete restoration of 

all the original data that was contained in the original image. Com-

pressing a document is a form of lossless compression in that the 

restored document must be exactly the same as the original. It

cannot be an approximation. In the visual world, lossless compres-

sion lends itself to images that contain large quantities of repeated

information, such as an image that contains a large area of one 

color, perhaps a blue sky. Computer-generated images or flat colored

Compression 15
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areas that do not contain much detail—e.g., cartoons, graphics, and

3D animation—also lend themselves to lossless compression.

One type of lossless compression commonly used in graphics and

computer-generated images (CGI) is run-length encoding. These 

images tend to have large portions using the same colors or repeated

patterns. Every pixel in a digital image is composed of the three com-

ponent colors—red, green, and blue—and every pixel has a specific

value for each color. Therefore, it takes three bytes of information, 

one byte for each color, to represent a pixel.

Run-length encoding, rather than storing the RGB value for each 

individual pixel, groups each scan line into sections, or run-lengths,

of identical pixel values. For example, one section of a line of video 

might consist of a row of 25 black pixels. This section would be run-

length encoded as 25, 0, 0, 0. This translates as 25 pixels, each 

composed of R � 0, G � 0, and B � 0, or black. The original image 

would have required 75 bytes (25 pixels � 3 bytes) to hold this data.

When compressed using run-length encoding, the same data can 

be contained in four bytes.

Lossy Compression

Video images generated by a camera are generally not suited for 

lossless compression techniques. Rarely are there long enough run

lengths of the same pixel value in an image to maximize the efficiency

of these techniques. Compression used for active video is usually 

in the lossy category. With lossy compression, the re-stored image 

will be an approximation of the original. When a lossy image is 

reproduced or uncompressed, not all the data left out during com-

pression will be restored exactly as it was.

To minimize the visible loss of data, lossy compression techniques

generally compress the data that comprise those parts of the image

the human eye is less sensitive to, or that contain less critical image

data. The human eye is more sensitive to changes in light levels or 
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luminance than it is to changes in color, both hue and saturation. 

Within the color gamut, the human eye is more sensitive to the 

yellow-green-blue range. The human eye is also more sensitive to 

objects in motion than to still objects.

In lossy compression, the data compressed is the data that does not

fall within the human sensitivity range or data that contains a great

deal of motion. Two commonly used lossy compression techniques 

are JPEG and MPEG. These techniques, and variations of them, are

described in this chapter.

Data Reduction

Video files generally contain redundancy that can be used to reduce

the amount of data to be stored. This can be done by registering the

differences within a frame (intraframe) and between frames (inter-

frame) rather than storing all the information from each frame.

Intraframe Compression

Intraframe compression utilizes spatial redundancy, or the repeti-

tion of data within the space of the frame, to define the data that 

can be discarded. This compression is achieved through a technique 

called sub-sampling. In sub-sampling the number of bits needed to 

describe an image is reduced by storing only some of the pixels that 

make up the image. For instance, every second pixel in a row and 

the entirety of every second row could be ignored. Those pixels that 

are retained would then be increased in size to compensate for the 

data that has been left out (Figure 15.1, also in color insert).

Another sub-sampling strategy uses the average values for a group 

of pixels. This average is substituted for the original values for those 

pixels. Sub-sampling effectively reduces the number of pixels in an 

image. Alternatively, rather than reduce the number of pixels in an 

image, the amount of information about each pixel can be reduced. 
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This, however, also reduces the number of gradations of color and 

grays in the image. 

Quantization is another method for reducing the amount of data. 

Quantizing sets a limit on the quantity for the range of values to be 

stored and the increments between values for the data to be coded, 

thereby compressing the amount of data needed to be stored.

Transform coding uses a complex conversion process to turn coded

blocks of the image into a compressed image or video file for storage

or transmission.

Interframe Compression

Interframe compression compares the unchanging portions of suc-

cessive frames from one frame to the other. Simple movements of

objects between one frame and another or changes in light, for exam-

ple, can be stored as similar commands between frames (Figure 15.2).

Figure 15.2 Interframe Compression

Figure 15.1 Intraframe Compression
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The commands take up less storage than the actual data required to 

store the complete frame. Interframe compression utilizes a version 

of sub-sampling in which not all frames are transmitted. Instead, 

the commands are stored to recreate the data. Other strategies used 

in Interframe compression are difference coding, block-based differ-

ence coding, and block-based motion compensation.

In difference coding, each frame is compared to the preceding one 

and only those pixels that are changed are stored. 

Block-based difference coding works in the same fashion but at a 

block level rather than a pixel level. The frames are divided into 

blocks of pixels, and it is these that are compared between frames. 

Block-based motion compensation is a further refinement of differ-

ence coding. The frame is divided into blocks as before. These blocks

are then compared to blocks in the preceding frame to find blocks 

that are similar. If the similar blocks are in different locations, it 

is this difference of position that is stored rather than the actual 

information in the block.

A further refinement is bidirectional motion compensation, in which 

the current frame is compared to both the preceding and follow-

ing frame and the differences stored rather than the content of the 

frame.

Data Transmission Limitations

The requirements of the programming source, as well as the trans-

mission and storage devices being used, may limit your choice of 

compression types. The limitations for transmission are controlled by

the quantity of data the transmission and receiving systems can han-

dle in a given time period. The limitations for storage are obviously

limited by the space available. Therefore, another factor to be con-

sidered in data compression is the bit rate needed to store, transmit,

and reproduce the data accurately.
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Bit Rates

The complexity of an image is a result of the combination of the 

amount of movement or change from frame to frame and the quantity

of detail contained in the image. To maintain proper image motion in 

time, the zeros and ones, or digital bits, that comprise the data must

be transmitted and received quickly enough to reproduce the image 

in the proper time frame. Depending on the complexity of the image 

and the required level of quality, different data rates, or bit rates—

that is, the speed at which the data is processed—are used. 

If the images are less complex in nature, or if the required level of 

quality is not high, a fixed or constant data rate or bit rate may be 

used. Where the images are either more complex or the required 

level of quality is high, variable bit rates may be used in order to 

maintain a reduced data rate while not compromising the quality.

Because of these differences, constant bit rates can be used to com-

press images in real time, whereas variable bit rates cannot.

Constant Bit Rates

Fixed or constant bit rates (CBR) result in varying levels of picture

quality because there is no allowance for image complexity. Broadcast

media such as cable, satellite, and terrestrial broadcasting, require 

constant bit rates for their transmission equipment. Live broadcasts,

satellite linkups, and playback of uncompressed video all require 

real-time compression before being transmitted. Constant bit rates 

can be used to compress images in real time, whereas variable bit 

rates cannot. 

Variable Bit Rates

Although video runs at a fixed frame rate, the amount of data 

required to encode each frame can be variable, depending on scene

complexity. Variable bit rates (VBR) allow for consistent picture 

quality when the complexity of the image varies. Each part of the 
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image is analyzed and compressed at its optimal compression rate. 

Less complex portions of the image are compressed at higher rates 

while more complex portions of the image are compressed at lower 

rates. In order to achieve variable bit rates, there must be greater 

analysis of the image content to achieve the best quality with the 

least amount of data; most encoding software and equipment does 

two-pass variable bit rate encoding, with the first pass over the 

video devoted to simply analyzing the video. With variable bit rates, 

the encoding process is more complex and cannot be done in real 

time. VBR encoding is used for storage in media such as DVDs.

JPEG Compression

JPEG compression was developed by the Joint Photographic Experts

Group and defines the standards for compressing still images, such

as graphics and photographs. In JPEG compression, the image 

data is converted from RGB into luminance (the Y component) and 

chrominance information (the color difference signals, the Cb and 

Cr components). JPEG takes advantage of the human eye’s greater 

sensitivity to changes in luminance than changes in color by sam-

pling the chroma or color information in the image less often than 

the luminance. This process is known as downsampling or chroma 

subsampling.

Downsampling can result in data reduction by a factor of 2 in the 

horizontal direction only or by a factor of 2 in both the horizontal 

and vertical directions if both are used. The components are then 

grouped in blocks of 8 � 8 pixels and converted using a type of 

transform coding called DCT (discrete cosine transform). Data can 

be reduced further by encoding redundant luminance information 

in the image using intraframe coding methods.

JPEG compression of 10 to 1 results in images that appear to be 

unchanged from the original. More aggressive compressions of 100 

to 1 are possible, but visual degradation is apparent. The levels of 

compression used are dependant on the end use of the image file.
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JPEG 2000

JPEG 2000 was designed to handle higher compression ratios than 

can JPEG, but without introducing the artifacts that are a by-product 

of higher compression under the DCT-based JPEG standards. JPEG 

2000 can handle both lossless and lossy compression. Apart from

being designed to deliver higher compression ratios, JPEG 2000 has 

been designed to detect and conceal errors introduced into the file 

by transmission, such as over wireless channels. 

As with JPEG, the images are transformed from RGB to the luminance

and chrominance (Y, Cb, and Cr) information. The image is then tiled 

into areas that are encoded separately. The results are called sub-

bands, which are then quantized and further processed into what are

called precincts which are approximately related blocks in the image.

The precincts are divided into code blocks that are of equal sizes, 

and the encoder codes these blocks.

This coding takes place in three stages and the resultant bit stream is

then divided into packets for transmission. Those packets containing

the least significant bits can be discarded. JPEG 2000 is designed 

for applications such as multimedia devices, video streaming and 

video servers, HD satellite imagery, and storage of video sequences.

Motion JPEG Compression

Motion JPEG, or M-JPEG, while not covered by the JPEG standard, 

was developed from JPEG as an early attempt to compress mov-

ing images by treating each image as a single still picture. M-JPEG 

compression uses intraframe coding and is used in nonlinear edit-

ing systems, some Internet browsers, game consoles, and com-

pressed video disks.

MPEG Compression

MPEG compression was developed by the Motion Picture Experts 

Group and defines the standards for compressing moving images. 
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MPEG techniques establish the protocols for compressing, encod-

ing, and decoding data, but not the encoding methods themselves. 

In other words, the rules dictate the order of the data and what the

data must contain but not the method by which the data is derived.

This allows for continuous improvement in encoding techniques 

without having to constantly change existing equipment.

The MPEG Process

The MPEG process starts by analyzing a sequence of video frames 

known as the video stream. Redundant information is encoded and 

compressed. The compressed video stream is then encoded into a 

bit stream. The bit stream is then stored or transmitted at the bit 

rate called for by the playback equipment. The data is decoded and 

uncompressed when it is to be used and the image restored to its 

original form.

MPEG compression utilizes a combination of two different compres-

sion schemes, spatial and temporal. Spatial compression reduces the 

quantity of data contained in each frame of video by eliminating the 

redundant data within the image. Temporal compression compares 

the changes between the images over time and stores the data that 

represents only the changes. Spatial compression uses the same

technique as JPEG compression, described above, to create an intra 

picture, called an I frame. Unlike the temporal compression frames, 

the I frames are complete “stand-alone” images that can be decoded 

and displayed without reference to any surrounding frames.

The I frames are interspersed within the video stream and act as 

references for the temporal compression between frames. The arran-

gement is somewhat like a picket fence, with the I frames representing

the relatively few fence posts while the temporal frames are the 

many pickets. The temporal compression frames, called B and P 

frames, contain motion information that describes how the different

regions of the I frame have changed between the intervening frames. 

The B and P frames contain far less data than the I frames. They 

contain only the data about the changes that have occurred between 
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frames. This accounts for the great efficiency of MPEG encoding. 

Compression rates of 25:1 can be achieved with little or no notice-

able degradation in the quality of the uncompressed image. I frames 

and B and P frames are described in more detail below.

I Frames

An I frame (intra picture) is one frame that is a complete image sam-

pled in detail so it can be used as a reference for the frames around 

it. Each I frame is divided into 8 � 8-pixel blocks which are then 

placed in groups of 16 � 16 pixel blocks called macroblocks. These 

macroblocks are then compressed using a variety of compression 

techniques. I frames are created as often as needed and particularly 

when there is a substantial change in the image content. In a typi-

cal video stream, this occurs approximately two times per second.

P Frames

The frames before and after the I frame, labeled P and B, contain the 

data representing the changes that occur between themselves and

the I frame. P frames (predicted pictures) contain descriptions of how

the pixel blocks in the previous frame have changed to create the 

current frame. These descriptions of distance and direction of move-

ment are called motion vectors. The decoding process for the current

frame looks backward at the previous frame and repositions the pixels

based on the P frame motion vectors. The previous frame could be 

either an I frame or another P frame. If there is a change in luminance

or color, that difference is also encoded with the motion vector.

If there is a substantial change in the image, new pixel blocks are cre-

ated for the portion of the image that has changed. These new blocks

are derived from the source video and use the same encoding method

as the I frame. P frames cannot stand alone or be directly accessed, 

since they are dependent upon the information in the previous frames

from which they are derived. P frames contain much less data than 

I frames and are therefore simpler to encode.
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B Frames

B frames (bidirectional pictures) are similar to P frames in that they 

are made up of motion vectors and picture blocks. The difference is 

that they look both forward and backward to compare pixel blocks, 

where the P frames only look backward to the previous frame.

When new elements enter the picture, the pixels in a B frame can be

compared forward or backward to pixel blocks in either I or P frames.

The data representing the difference between the previous and

following frames is used to create the B frame.

The B and P frames both consist of data that reflects only the changes 

between the frames and not data about the complete image itself. For 

this reason, neither B nor P frames can stand alone as single images.

The Group of Pictures (GOP)

I, B, and P frames are grouped together to form a Group of Pictures, 

or GOP. A GOP must start and end with an I frame to permit its use 

as a reference for the surrounding B and P frames. A GOP can con-

tain just P frames or both B and P frames in between the I frames. 

The number of B frames or P frames within a GOP can be increased 

or decreased depending on image content or the application for 

which the compressed video is intended. For example, a fast-mov-

ing action sequence with complex content (lots of detail) would use 

shorter groups, hence more I frames. Group lengths typically range 

from 8 to 24 frames. The following shows the typical GOP structure 

for 30 frames of IBP-encoded video stream:

 I B B P B B P B B P B B P B B I B B P B B P B B P B B P B B

IP Method

Excellent compression quality can be achieved using just I and P 

frames, even though the P frames only use backward references in

time. The following example shows three frames of the source video

material encoded only with I and P frames (Figure 15.3).
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Figure 15.3 IP Method of Compression

The source video material (top row) 

shows a truck moving left to right over 

a city background.

The compression process starts with 

an I frame, which is a JPEG compres-

sion of a single frame of video.

In the next step, a P frame is generated 

that refers backward in the sequence 

of images to the previous I frame. 

The P frame contains motion vectors 

that describe the position of the back-

ground and the movement of the truck. 

When the truck is repositioned, the 

area of the background that is uncov-

ered leaves a “hole” in the background 

(black square).

To fill in the missing part of the back-

ground, blocks of pixels are copied 

from the I frame using JPEG compres-

sion and combined with the motion 

vector data contained in the P frame.

The procedure is repeated for subse-

quent P frames which refer back to the 

previous P frame, retrieve data from 

the I frame, and fill in any new “holes”.
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IBP Method

The addition of the optional B frame increases the compression 

quality and lowers the rate of data transmission. The B frame 

looks both forward and backward in time so the frame with the 

most helpful information can be used as a reference (Figure 15.4).

Profiles and Levels

The I, B, and P tools can be combined into progressively more 

sophisticated compression techniques called profiles. Picture quality

can improve depending on the profile used. Each profile can be divided

into levels of quality, depending on the compression tools used and 

the physical parameters of the compressed video, such as the picture

size, resolution, and bit rates. There are four levels that provide a range

of picture quality, from limited definition (1/4-resolution video) to high

definition with 1080 scan lines. Each level has its own specific stan-

dard for the input video, such as Standard Definition video or High 

Definition video.

Main Profile at Main Level

The different profiles and levels can be mixed and matched to create 

a wide variety of picture sizes, bit rates, and encoding qualities. The 

most useful combination is the Main Profile at Main Level (abbrevi-

ated as MP@ML). Main Profile means that I, B, and P frames can be 

used for compression, and Main Level means that the picture reso-

lution is 720 � 480 in NTSC. Different storage and delivery systems 

Various bit rates for Main Profile at Main Level

 Bit rate Application

2 Mbits/sec Equivalent to VHS quality

4 Mbits/sec NTSC/PAL broadcast quality

10 Mbits/sec DVD quality

15 Mbits/sec Equivalent to DV quality
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Figure 15.4 IBP Method of Compression

Like the IP method, the IBP method 

starts with an I frame.

In the next step, the last frame of 

GOP is generated as a P frame 

first. The P frame refers back to the 

I frame with motion vectors to descri-

bethe background and the movement 

of the truck. Again, any “holes” in the 

background are filled in with pixel 

blocks from the I frame.

The B frame is then generated by 

motion vectors for the objects in 

motion. Like the IP method, the 

truck’s movement uncovers a region 

of the background leaving a “hole” in 

the picture.

The B frame is completed by filling 

in its “holes” with pixel blocks from 

either the I or P frames by looking 

both forward and backward in time.
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have different bit rate constraints. The I, B, P compression tools are 

flexible enough that MP@ML can adjust the bit rates. Lowering the 

bit rate reduces the picture quality unless it is compensated for by 

using more sophisticated encoding tools.

Video Encoding and Compression

After converting RGB video signals into luminance and chrominance

data, the chrominance portion can be compressed with little apparent

loss in image quality. The RGB channels are converted into lumi-

nance (Y) and two chrominance channels (Cr and Cb).

 Pixels 1 2 3 4

scan line 1
 Y X X X X

 Cr X  X

4:2:2 sample Cb X  X

scan line 2
 Y X X X X

 Cr X  X

4:2:2 sample Cb X  X

4:2:2 sampling across each scan line of video

4:2:0 sampling alternates between 4:2:2 and 4:0:0 on each scan line

 Pixels 1 2 3 4

scan line 1
 Y X X X X

 Cr X  X

4:2:2 sample Cb X  X

scan line 2
 Y X X X X

 Cr

4:0:0 sample Cb
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The above table illustrates the digitizing scheme for 4:2:2 video. For 

every set of four pixels on a scan line, there are four digital sam-

ples of the luminance channel. Only two samples are taken for each 

of the two chrominance channels. Each chrominance sample is 

shared by two pixels. As a result, the two chrominance channels are 

digitized at half the resolution of the luminance channel, reducing

the amount of data for those two channels by 50%. This reduces 

the total data required for each frame of video by 33%.

4:2:0 sampling takes the idea of sub-sampling the chrominance 

channels a step further than 4:2:2. If, for every four pixels, there 

were four samples of luminance but no samples of chrominance, 

that would be 4:0:0 sampling. Of course, with no chrominance 

data you would only have a black and white picture. However, 

if every other scan line was digitized at 4:2:2 and the lines in-

between were digitized at 4:0:0, the chrominance data from the 

4:2:2 scan lines could be shared by the alternating 4:0:0 scan 

lines, further reducing the amount of data required to describe a 

frame of video.

The table above illustrates how 4:2:0 sampling alternates between 

4:2:2 and 4:0:0 sampling on each scan line. Each chrominance 

sample is therefore shared by two pixels horizontally as well as two 

scan lines vertically. This means that the chrominance samples 

cover a 2 � 2 area, or four pixels. As a result, the two chrominance 

channels each have only 25% of the data that the luminance chan-

nel has. Reducing the data requirements for two channels to 25% 

reduces the total data required for each frame of video by 50%.

MPEG Variations

Over time, MPEG variations, such as MPEG-1, MPEG-2, MPEG-4, and

so on, were developed with different compression schemes. For exam-

ple, MPEG-2 compression can use a variety of computer algorithms,

or mathematical formulas, to compress the images. These different

algorithms can be used in combination to provide progressively 
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increased compression without loss of quality. Different MPEG com-

pression techniques or variations lend themselves better to specific 

applications.

MPEG-1

MPEG-1 comprises the Video CD (VCD) format, the quality of which 

is analogous to that of the output of a VHS tape. The VCD format 

was a popular way of recording video onto CDs before the ready 

availability of DVD recording. MPEG-1 does not support broadcast-

quality video.

MPEG-1 compression, along with MPEG-2 and MPEG-4, differs

from JPEG in that it can be compressed spatially, that is within 

the space of the frame, and temporally or in time, within a 

sequence of frames. MPEG-1 standards include a program stream, 

compression and decompression standards or codecs for video 

and audio, and procedures for testing compliance with the stan-

dards. MPEG-1 Audio Layer 3 is the formal name for the popular 

MP3 audio format. In MPEG-1, there are special format pictures 

known as D frames that are used for sequence searches. D frames 

are low-resolution and not used with the I frames, B frames and

P frames.

MPEG-2

Nearly all digital video broadcast uses the MPEG-2 video compres-

sion standard, which is also used to encode audio and video for 

broadcast satellite and cable TV. MPEG-2 is more complex than its

predecessor, MPEG-1, but it is essentially an improved version of 

MPEG-1. The MPEG-2 standard has a number of parts describing

coding and testing of audio and video files, data broadcasting, down-

loading of files, and interfaces for decoding the files. MPEG-2 Part 1

defines a transport stream for the broadcast of audio and video files 

and a program stream for storage on media such as DVDs.
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One major difference between MPEG-1 and MPEG-2 is that MPEG-2

is designed to support interlaced video as used in analog broad-

casting while MPEG-1 does not. MPEG-2 however, also supports 

progressive scan video streams.

Instead of organizing pixels into blocks, MPEG-2 uses macroblocks 

(16 � 16 instead of 8 � 8). The macroblocks are processed as four 

blocks of 8 � 8 blocks. MPEG-2 has a definition for fields within 

frames. There are two fields in each frame, an upper and a lower field.

MPEG-2 uses two types of DCT coding, frame DCT and field DCT. 

Frame DCT-coded macroblocks are coded from four blocks coming

from the same frame of video. Field DCT-coded macroblocks can either

be coded with four blocks coming from one field of video or two blocks 

coming from one field and two blocks coming from another field.

Non-interlaced video is coded using frame DCT while interlaced video

can be coded using frame DCT or field DCT. Field DCT can only be

used with interlaced video. MPEG-2 adds coded variants to the I frame,

B frame, and P frame utilizing the fields of the frame being coded 

and comprised of either a pair of the same fields or one field of each 

of two frame types. 

MPEG-4 

MPEG-4 is a set of coding standards designed to compress digital 

audio and video data. It includes many of the features of MPEG-1

and MPEG-2 but adds to them and offers increased resistance to 

errors and greater compression efficiency. Whereas MPEG-2 is DVD-

quality video, MPEG-4 delivers the same quality but at lower data 

rates and in smaller files. The key with MPEG-4 is streaming the 

video—the continuous sending of content from broadcaster to host 

server and from server to player/downloader—technically giving a 

stream of constant video (although the stream will stop and start up 

again at many download speeds).

MPEG-4 was originally designed to work in three bit rate ranges: 

�64Kbps, 64–384Kbps, and 384Kbps–4Mbps. Data rates of 1.2Gbps
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and up are projected as future achievements. MPEG-4 is used for 

distributing media over broadcast TV and the Internet and to hand-

held media devices (cell phones, PDAs, etc), so its flexibility and 

resistance to errors introduced by transmission are key.

One of MPEG-4’s new capabilities and biggest strengths is its ability 

to use a variety of coding methods and its use of objects. These objects

might be text, audio, or video objects, and each may be coded using

a different strategy as appropriate, with the objects being indepen-

dent or generated by separating portions of a scene (the background, 

foreground or a particular item) as separate objects. Because the dif-

ferent types of objects are most efficiently compressed using different

coding methods, encoding and decoding MPEG-4 files might require 

a number of coding engines working together with the ability to

re-composite the original file.

MPEG-4 Compression Process

MPEG-4 is processed in a visual hierarchy rather than as a series 

of images. Every object is represented by a video object plane (VOP) 

that consists of a sampling of the object over a number of frames.

A group of video object planes (GOV) is similar to the GOP organiza-

tion used in MPEG-1 and MPEG-2. A video object layer (VOL) is the 

next level of organization and consists of a series of VOPs or GOVs. 

The video object (VO) is all of the VOLs associated with an object.

The VOP may be thought of as an MPEG-1 or MPEG-2 video frame 

and is coded in a similar fashion, with I-VOPs, B-VOPs, and P-VOPs.

As MPEG-2 introduced variations on the IBP system of MPEG-1, 

MPEG-4 has its own new techniques to improve the efficiency of 

compression.

MPEG-4 also uses sprites. A sprite is a video object that is static and 

persistent. Once the sprite has been transmitted, only perceptual

variations need be updated. Sprites, being static objects, are treated

and encoded much like a JPEG image.
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Webcasts on the Internet are broadcast in MPEG-4, MPEG-4/

AVC (AVC – Advanced Video Coding), Real Video, WMV (Windows 

Media Video), QuickTime, RealMedia, and 3GP (3rd Generation 

Partnership–cell phone application), all of which include some 

aspects of MPEG-4 parts (or standards) and profiles. Each part

contains a number of profiles. Most of the features are left up to 

developers as to whether or not to implement them so there are

levels and profiles in MPEG-4 implementation, but probably no 

implementation that includes them all.

Problems Introduced During Compression

During compression and encoding of digital data, various errors and

inaccuracies can be introduced into the image. Some of these problems

include aliasing, quantization noise, overload, and degradation.

Aliasing occurs when frequencies being digitized are too high for 

the sampling frequency. Aliasing produces a distortion consisting 

of vertical lines through the image.

Quantization noise is caused by the quantization process, which 

forces the frequencies into a limited fixed number of levels or steps,

producing coarseness in the final image.

Overload occurs if the amplitude of a signal is too great. All levels 

exceeding the maximum level that can be correctly digitized are 

converted to white and produce a bleached final image. In another 

type of overload caused by low amplitude signals, all levels below a 

minimum are converted to black causing a darkened final image.

Degradation can occur during the transmission of the compressed 

images. The nature of the compression process means that a single

bit error can have an exaggerated effect on the final image.

Compression Artifacts

The compression and decompression process sometimes introduces

small visible errors into the restored image. These errors are called 
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artifacts. The type of artifact depends on the type of compression 

used and the signal content.

Chrominance smear—As a result of low luminance levels or high 

chroma levels, colors can bleed across sites on a chip. The result is 

called smearing. The appearance is that of colors blending between 

areas in the image.

Chrominance crawl—Very fine vertical stripes in a scene can pro-

duce high frequency luminance signals that start to be interpreted 

as chrominance information. This appears as a shimmer of rainbow

colors over the striped surface.

Blocking—the appearance of small, regular squares that appear to 

tile an entire still image.

Mosquitoes—fuzzy dots that can appear around sharp edges after 

video compression.

Compression for Broadband, Cell Phones, and
Handheld Devices 

Digital Video Broadcasting (DVB) is a set of internationally accepted

open standards for digital television. These standards are the 

European and Asian counterparts of the North American ATSC stan-

dards. DVB uses MPEG-2 for video compression and MPEG-2 and

Dolby Digital for audio compression. All of the standards modulate 

a carrier frequency by various methods to encode the data. 

With the advent of DVB, a host of possibilities have opened up for 

sending video to receivers other than home television sets. These 

possibilities include over the Internet to home computers, to hand-

held devices such as PDAs, and to cell phones. The DVB standards 

were created to facilitate these types of transmissions. While DVB 

standards are in use in Europe and Asia, they as yet have not been

adopted for use in North America. 
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DVB-S and DVB S-2

For satellite transmission, there are two standards, DVB-S and DVB

S-2. The DVB-S standard is fairly resistant to noise. The main

difference between DVB-S and DVB S-2 is the quantity of data that 

can be transmitted with DVB-S being the precursor to DVB S-2.

DVB-C

Cable television transmission uses the DVB-C standard. DVB-C uses

QAM (quadrature amplitude modulation) to encode the data on the 

carrier waves. Two separate carrier waves that are 90 degrees out of

phase with each other are used. The flow of data is split into two equal

parts generating two independent signals. These signals are then 

added to one another for transmission. The QAM system is capable 

of carrying large quantities of data at high rates. 

DVB-T

DBV-T is the standard for broadcasting digital terrestrial television.

It works by transmitting a compressed digital audio-video data 

stream using a modulation scheme that distributes data over a 

number of sub-carriers spaced apart on precise frequencies.

DVB-H

The DVB-H standard is an adaptation of the DVB-T system that 

meets the requirements for handheld receivers. These receivers may 

be individual or part of a mobile telecommunications network. One of 

the major differences between DVB-H and DVB-T is that, in DVB-H,

the data is distributed in bursts that may contain as much as 

2Mbps. This technique is known as time slicing and is implemented 

to conserve battery power, which is limited in a handheld device. 

Time slicing is also advantageous because mobile devices, by their 

nature, move in and out of reception areas. The bursts of data may 

be stored in a buffer in the device or played out live as received if 
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the received signal is stable. Picture sizes for handheld devices may 

range from 176 lines � 144 pixels per line at 15fps up to 400 � 224 

at 30fps. 

The standards being developed for cell phones include 3G (third 

generation), which allows for full-motion video, streaming music, 

3D gaming, and Internet browsing. 3G is capable of date rates from 

144Kbps up to 2Mbps. 3.5G is designed for on-demand video and 

video conferencing and has data rates of 384Kbps to 14.4Mbps. Also

in development is 4G (fourth generation), which uses WiMax as its

transmission standard. 4G will be capable of data rates from 100Mbps

to 1000Mbps or 1Gbps. These data rates will allow for high-quality 

video streaming, video conferencing, and voice over Internet for tele-

phone calls (VoIP).

Additional DVB standards include standards for Internet Protocol 

Television (IPTV), encrypted video, copy protection, and interactive 

TV applications such as gaming, email, and ecommerce.

DMB

Digital Multimedia Broadcasting is a digital transmission system for 

sending radio, video, and data to mobile devices, operated via sat-

ellite as S-DMB or terrestrially as T-DMB. Used for transmissions 

on UHF and VHF bands, it is not used in the United States, as fre-

quencies have not been allocated for these signals. Consequently, 

DMB is unavailable in the U.S. although there is an equivalent pro-

prietary system called MediaFLO that is in use in the United States. 

The DMB standards are commonly used in South Korea and are 

under study in Germany, France, Switzerland, China, England, and 

Indonesia.

The DMB standard was developed by the ETSI (European Telecom-

munications Standards Institute), which is the European equiva-

lent of the American ATSC.
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ISDB

Integrated Services Digital Broadcasting is the digital TV and audio

broadcasting standard adopted in Japan and Brazil for digital 

broadcasting of television and radio. The ISDB standard contains a

number of individual standards that are counterparts to the European

and American standards for data transmission. These include ISDB-

S, ISDB-T, ISDB-C, and 1seg, which is the standard used for cell 

phones and handheld devices. The ISDB uses MPEG-2 compression 

and is HDTV capable.

Wi-Fi and WiMAX

Wi-Fi (wireless fidelity) is a generic term referring to any IEEE (Institute

of Electrical and Electronics Engineers) 801.11 network (802.11a, 

802.11b, 802.11.g and 802.11n). Originally licensed by the Wi-Fi 

Alliance to describe the technology underlying wireless local area net-

works (WLAN) for use with mobile computing with laptops, it is now 

increasingly used for Internet and VoIP access, gaming, and connect-

ing media networks in the home (DVD and CD players, TV, digital

cameras etc.).

A Wi-Fi device needs to be able to connect to an access point (AP) 

that can connect it to other Wi-Fi devices or the Internet. An area 

covered by one or more APs can be as small as a room, or cover 

many square miles such as in a municipal wireless network.

Wi-Fi, because of its limitations, will not be able to challenge cell phone

networks. These limitations include the narrow broadcast spectrum 

and the limited reception/broadcast range. However, WiMAX might 

be able to compete with the many cell phone protocols currently

in use.

WiMAX (Worldwide Interoperability for Microwave Access) is the name

given to a certification issued by the WiMAX Forum for conformation 

and interoperability of equipment with the IEEE 802.16 standard. 
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WiMAX is expected to be used to connect Wi-Fi hotspots to each 

other, provide wireless delivery for cable and DSL services (making 

interior wiring at the delivery point of the services unnecessary), and

to provide high-speed data and telecommunications services to 4G

cell phones. It is envisioned that WiMAX will be embedded into many

mobile devices, including notebook computers, PDAs, game consoles,

MP3 players, and cell phones.

WiMAX is an IP-based technology that could also be used in con-

junction with existing 2G and 3G technologies and with cell, wired, 

and Wi-Fi networks, thus making it an all-pervasive future tech-

nology with applications in cable, DSL, cell phone, and all personal 

broadband delivery systems.



This page intentionally left blank 



183

All video images begin as a form of light, which is then converted 

to electrical signals. These electrical signals can then be converted 

to either a magnetic or optical signal for purposes of recording or 

storage. The two primary methods used to record or store video 

are magnetic recording, as in videotape, or optical recording, as in 

DVDs. This chapter will deal with magnetic recording and media.

Magnetic Recording

Magnetic media is based on the physics principle that electric-

ity, or electrical signals from a converted light source, that passes 

through a wire creates a magnetic field around the wire. If that wire

is wrapped around a soft iron core, that iron core will become an 

electromagnet (Figure 16.1). The process can be reversed. A mag-

netized iron core moving in a coil of wire can be used to create an 

electrical current in the coil of wire.

The iron core is bent in the shape of a circle where the ends do 

not touch. Touching both ends together would complete the energy 

flow and the iron core could not be used to magnetize the tape. 

Therefore, a gap or space is left between the two poles. This gap is 

a small opening that is visible under high magnification. By leav-

ing this gap, the flow of magnetic energy follows the path of least 

Image Acquisition and 
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resistance, which is to the tape. The coating on the tape has greater

permeability and therefore provides an easier path than trying to 

cross the gap between the two ends of the magnet. The magnetic 

energy deposits itself on the tape and is stored there.

On a magnetic recording device, such as a videotape recorder, there 

is a record head, which is the part of the machine that records the

signal (Figure 16.2). This record head contains a coil of wire wrapped

around a soft core of iron. The video or sound signals are converted to

electrical energy. When this electrical energy flows through the coil of

wire in the record head, it causes the record head to become a magnet.

The strength of the magnetic field varies depending on the amount 

of electricity that is flowing through the coil of wire around it.

As the tape passes across the head, the varying magnetic energy 

levels, called flux, magnetize the particles on the surface of the tape. 

The amount of electricity, and thus the magnetic energy, varies 

depending on the strength of the signal. The signal represents both 

the amplitude and frequency of the data being recorded. The levels of 

magnetic energy are analogous to the variations in the signal. The 

particles on the tape do not move. Instead, these little particles of 

metal act as small magnets. As magnets, they retain their magnetic 

energy until they are either demagnetized through erasure or are 

altered by replacing the information with newly recorded material.

Figure 16.1 Coils of Wire Around an Iron Core
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Two other aspects of the magnetic recording process are important 

to note. They are bias and equalization. Magnetic recording media

has an initial resistance to being magnetized. This resistance is 

overcome through a process known as bias. Biasing magnetic media

allows a very high frequency signal to be recorded, on the order of 

100 to 200 kilohertz, at a low energy level. This high frequency signal

overcomes the media’s resistance to recording the incoming signals. 

Because this bias signal is so high in frequency, it is undetectable 

and causes no interference. The media is now more easily magne-

tized by the incoming signals about to be recorded.

Equalization is the process of recreating the original frequencies at 

their original amplitudes when the signal is reproduced. Because 

of the nature of magnetic media, not all the recorded frequencies 

are reproduced as they were recorded; it is not a linear process. 

Figure 16.2 Video Heads
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Frequency response and amplitude can be distorted from the origi-

nal signals. To overcome this distortion, equalization is introduced. 

By increasing or decreasing the amplitude of those frequencies 

that have changed, the original recording can be accurately recre-

ated. Equalization is used for both audio and video signals.

Playing back the tape is the reverse of the recording process. The 

tape, which is magnetized, is passed across the playback head, that

part of the machine that converts the magnetic energy back to elec-

trical energy. The varying magnetic energy levels cause electrical

current to flow in the coil of wire that is wrapped around the soft iron

core in the playback head. Varying levels of electrical energy based on

the strength of the magnetic energy are produced in the coil of wire.

This electrical energy is then amplified and reproduced as the 

information that was originally recorded.

Magnetic media, specifically videotape, can be used to record either 

analog or digital signals.

Control Track

When a video signal is recorded onto magnetic media, a control track 

is recorded (Figure 16.3). A control track serves a similar function

to perforations in film. If it were not for the perforations in film, 

there would be no way to place the frame in its proper position in 

the gate of a projector. The control track aligns the scanner in the

VTR, or the record/playback head in a floppy or hard drive, so that 

the play-back begins at the start point and finishes at the end of the 

data track. The scanner or record/playback head aligns itself with

the tracks one at a time as it plays them back.

A tape or disk drive that has never been recorded on has no control 

track. The control track is created as the recording is made. As the 

head moves across the tape or disk, a control track pulse is formed 

at the proper time. In a VTR or VCR, there is one control track

pulse for each rotation of the video head. When the tape is played 
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Figure 16.3 1-Inch Videotape Tracks

back, the heads on the playback machine are aligned in exactly 

the same way as when the video tracks were recorded.

Signal-to-Noise Ratio

While digital information is not subject to analog noise, the fidelity and

clarity of analog recorded data is compromised by the inclusion of noise

in the recording. Noise is defined as any electrical or electromagnetic

energy that interferes with or distorts the signal or desired data. Noise

can be generated by any number of spurious signals that exist in

the physical world, e.g., electrical energy, transmitted electromagnetic 

radiation, and static electricity. Noise can also be generated by the

nature of the recording media.

For example, as a magnetic recording tape passes across a record/ 

playback head, the friction of the magnetic particles against the 

metal of the head creates a hiss that is recorded as noise. Because 

of the minute size of the particles, and the speed of the tape across 
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the head, this hiss or noise tends to be a high frequency. Recorded 

noise becomes part of the signal, making the noise difficult to 

identify and remove. In Chapter 20, a process of noise reduction is 

discussed.

The balance between the signal or desired data and the noise is 

referred to as the signal-to-noise ratio, or S/N. The stronger the sig-

nal containing the desired data and the weaker the noise signal, the 

greater the signal-to-noise ratio. S/N ratios are generally expressed

in decibels (dB), a measurement of signal strength. A signal-to-noise

ratio of 59dB would indicate a 59 to 1 ratio of signal information 

to noise. Because the decibel system of measurement is built using 

logarithms, this is not as great a difference as it appears. A 59 to 

1 ratio does not mean that the signal is 59 times stronger than

the noise. For example, a ratio of 10dB to 1dB does not indicate an

energy level 10 times as great. It is in actuality only twice the energy

level.

Magnetic Tape

Magnetic tape is made by grinding a metal oxide into a very fine 

powder, mixing it with a glue or binder, and coating it on a plastic 

backing. In the recording process, the metal compound becomes 

magnetized. To manufacture magnetic tape, a metal compound had

to be chosen that was abundant, inexpensive to manufacture, and 

simple to use. There are only three metals that can be magnetized: 

iron, nickel, and chrome. The original metal compound chosen was

common iron oxide (rust) because it fit all the criteria.

Since the development of magnetic tape, many improvements have 

been made in both the oxides and the backings onto which the oxide 

is coated. Plain iron oxide has given way to other compounds that

have increased the recording tape’s ability to hold magnetic energy,

giving it a better signal-to-noise ratio. The plastic backings have 

become thinner, more flexible, and stronger at the same time. With 

some tapes, the back of the plastic base is coated with a carbon 
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compound to ensure better friction between the tape and drive 

mechanisms of the record or playback machine.

Computer floppy disk technology uses the same recording principle 

as magnetic tape. Inside the floppy disk hard shell case, there is a 

circular, thin, floppy plastic disk that is coated with a metal oxide 

compound. This metal compound is magnetized in the same manner 

as tape, with the only difference being that the floppy disk itself 

moves in a circular motion as opposed to the linear motion of tape.

Metal Tape

An improvement in recording tape was made with the development 

of pure metal coatings to replace oxide-based coatings. The advan-

tages of metal tape are the greatly increased magnetic properties 

that come with pure metal. In oxide-based recording media, a sig-

nal that contains more energy than the magnetic particles on the 

tape can retain will become saturated. This causes distortion or 

loss of data in two ways. First, saturation occurs when the signal 

is so strong that the magnetic energy bleeds across into adjacent 

particles, thereby destroying that data. Second, some of the signal 

energy or data may not even be recorded, as the metal particles 

are unable to retain the complete signal.

A pure metal tape will not saturate as easily. A stronger signal can 

be recorded without danger of distortion. The ability of the coating to 

hold more magnetic energy means greater signal strength in the S/N 

ratio, more information on a smaller quantity of tape, and better 

retention of the magnetic information over longer periods of time.

However, pure metal coatings were not used originally because they 

were too coarse and too abrasive. This type of coating would have

caused excessive wear on the record/playback heads and greatly 

increased the high frequency noise that is created as the tape passes

across the heads. The pure metal coating also had poor adhesion 

to the plastic backings.
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In order to use pure metal coatings, a process was developed for 

encapsulating the metal particles so they did not cause friction as

they pass across the heads. The encapsulation process created a

barrier between the metal particles and the machine. The barrier

does not affect the magnetic properties of the metal, but does keep 

the metal particles from contacting the heads. This prevents exces-

sive head wear and noise. The encapsulation process helps the 

metal adhere to the plastic backing.

Modulation and Demodulation in Analog Recording

Modulating a carrier frequency is the method used to transmit a 

broadcast signal. When transmitting a television signal, video is 

transmitted in the form of an amplitude-modulated carrier. The 

audio signal is transmitted as a frequency-modulated carrier.

When recording video, it is also necessary to use a modulated car-

rier. The amount of information that is contained in a video signal 

is more than can be recorded on tape. To facilitate recording, video 

signals are recorded as a frequency-modulated carrier. Audio sig-

nals are direct recordings and are not modulated. Direct record-

ing means that the signal is recorded in its full spectrum and not 

compressed as a modulated carrier.

In playback, the recorded video signal is demodulated, the 

carrier is filtered out, and the information that was stored on the 

carrier is reproduced as a video image. As audio is a direct record-

ing, there is no demodulation necessary when playing from tape.

Erasing Media

Erasing any magnetic media, either analog or digital, can be achieved

in two ways. First, the media can be bulk erased. Bulk erasing requires

putting the media into an electromagnet, or degausser. In a degausser,

a strong magnetic field is created in which either the media or the
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magnet is rotated. During the process of rotation, the media is phys-

ically moved away from the magnet and the magnetic field is reduced 

in strength. This drains the magnetic energy from the media.

Magnetic energy still remains, but because it is low in intensity and 

scrambled, the media appear to be blank.

The degaussing process can also take place while a VTR is record-

ing. When a VTR begins recording, an erase head is turned on. The 

erase head emits a strong magnetic field. As the tape moves across

the erase head, the existing magnetic energy is replaced by a high-

frequency, high-energy random signal. The record head then records

the new desired magnetic signals on the tape.

On magnetic media, such as a floppy disk, when data is deleted, it 

is not actually erased. It is simply flagged as available disk space for 

the next recording process. This is why computer files are capable 

of being retrieved even after they have been marked for deletion. 

When new data is about to be recorded, an erase head is activated 

that deletes the old data. A record head then records the new data.

Magnetic Video Recording Formats

There are different formats of magnetic recording devices. The most 

commonly used tape devices are videotape recorders (VTRs) or vid-

eocassette recorders (VCRs). A tape format identifies the tape size 

and method of recording video and audio signals. There are open-

reel and cassette formats, and professional as well as consumer for-

mats. As formats have developed, the video and audio quality has 

improved, and in most cases, the tapes and the machines that play 

them have decreased in size and cost. Below is a listing of some of 

the tape formats currently in use. All are cassette formats except 

1-inch tape, which is an open-reel format. Timecode, which is 

referred to below, is a labeling system recorded along with the audio 

and video signals. Timecode is discussed in detail in Chapter 18.

1-inch—An analog composite tape format still in use. The tape 

is 1 inch in width. The video is recorded through the process of 
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frequency modulation of a carrier. The audio is limited to two 

channels and is a direct recording. Timecode is recorded on a sep-

arate channel (Figure 16.4).

Figure 16.4 1-inch VTR

BetacamSP—An analog component format. It includes four chan-

nels of audio. However, two of the four channels are embedded in 

the video information. Two of the audio channels are directly avail-

able while the two embedded channels can only be recorded simul-

taneously along with the video signal. Timecode is recorded on

a separate dedicated track.
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Digital Betacam—Evolved from the BetacamSP VCR, some models 

are capable of playing back both the digital Betacam tapes and the 

older analog Betacam tapes. However, the format can only accept 

a digital input and record a digital signal. Digital Betacam uses a 

digital component recording process for video.

The format includes four separate and distinct audio channels. 

Timecode is recorded on a separate dedicated track. There is also 

a separate analog cue track that is used for locating specific audio 

portions of the recording. As a digital format, it uses a compres-

sion process that compresses at approximately a 3:1 ratio with a 

sampling rate of 4:2:2 (Figure 16.5, also in color insert).

HDCAM SR—Another version of the Digital Betacam format. The SR 

format is an HD format that has twelve discrete channels of audio 

and is capable of multiple frame rates and aspect ratios. Though

its input and record capabilities are digital-only, it will play older 

formats going all the way back to BetacamSP. It will convert between

24 and 30 frames per second for video, audio, and timecode. While it

is capable of playing back older formats, it can only record on SR 

cassettes.

D2—A digital composite format referred to as “anything in, anything

out,” meaning that it can accept analog or digital inputs, and can 

output analog or digital signals. There are four separate and dis-

tinct audio channels. Timecode is recorded on a Magnetic Formats 

173 separate dedicated track, and there is also a separate analog 

audio cue track.

D5—A high definition recording format that is component digital. 

It has eight discrete audio channels, a separate timecode track,

and a separate analog audio cue track. Being a high definition

machine, it has the capability of recording and playing back several

of the existing high definition standards. It is capable of recording 

an uncompressed video signal and can also record compressed data

at a 4:1 compression ratio. This format can play back and record 

at different frame rates.
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D7 or DVCPRO—A digital component format. It has a compres-

sion ratio of 5:1, with a 4:1:1 sampling rate. It has two separate 

audio channels and a separate analog audio cue track. Timecode 

is recorded on a separate track. The D7 format comprises several 

variations: DVCPRO; DVCPRO50, which uses a 4:2:2 sampling rate;

DVCPROP, which is a progressive scan using a 4:2:0 sampling rate;

and DVCPROHD, which is the high definition version of the format.

The DVCPRO and DVCPRO50 record at 25Mbps and 50Mbps, while 

the DVCPROHD records at 100Mbps (Figure 16.6, also in color

insert).

DVCAM—A digital component format using a 5:1 compression 

ratio. It uses a 4:1:1 sampling rate for a 525/60 NTSC source or a 

4:2:0 signal for a 625/50 PAL source. Audio can be recorded either 

as a two-channel or four-channel signal, depending on the audio 

sampling rate. The format has provisions for recording timecode, 

though it is not broadcast compatible. The timecode used in this 

format is proprietary to the manufacturer, Sony. The format does 

not have a separate audio cue track. DVCAM VCRs will play back 

both DVCAM and the DV format cassettes, such as the consumer 

MiniDV format. The DVCAM family also includes the DVCAM ME 

and the Digital Master DM. The DVCAM ME cassette contains a 

memory chip for recording data files with information about the 

recording that it contains. The Digital Master DM is a high defini-

tion version of DVCAM that uses an advanced metal particle tape. 

This cassette format can also be used for recording standard defi-

nition video.

HDV—A format that shares the DV tape format and the same 

recorded data rate. It will play back DV and DVCAM recordings. 

HDV uses the MPEG-2 video codec. Since HDV and DV use the 

same DV25 tape transport, at the same linear speed, recording 

times for DV and HDV are identical. That is, a 60-minute MiniDV 

cassette can store 60 minutes of either DV or HDV footage. As of 

yet, no HDV cameras can record HDV at LP speed, so the maxi-

mum record time on one tape is 80 minutes, as opposed to 120 

with an 80-minute tape.
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HDCAM—A digital component high definition format that uses a 4:1

compression and 4:2:2 sampling rate. There are four separate audio 

channels, an analog cue track, and a separate timecode track.

The format can record both high definition and standard definition

signals, and is “digital only” for both input and output. This format

can play back and record at different frame rates (Figure 16.7, also 

in color insert).

Other Recording Formats

In addition to acquiring material via magnetic recording formats, 

other recording options have emerged that utilize newer technical 

advances. For example, cameras can record directly to an optical 

disk, a solid-state memory card, and also to a hard drive attached 

directly to the camera. These options allow for direct computer access

of the material immediately after it’s been shot without having to go 

through a separate capturing process.

P2—A solid-state memory card used in Panasonic P2 cameras. 

P2 cards come in 4GB, 8GB, and 16GB capacity. As the P2 cam-

era shoots, the video and audio data can be recorded directly onto 

a P2 card (Figure 16.8). The data from the P2 card can then be 

downloaded to a portable hard drive or directly into a computer so 

that the cards may be used again. The record times vary depend-

ing on the data rates and the video standard being recorded. 

Because a P2 card is solid-state record media, the access time to 

the data is basically instantaneous.

XDCAM—A disk recording format that is optical, rather than mag-

netic, in its record process. The optical disk fits into a cartridge that 

is inserted into the camera. The disk has a capacity of 23GB. Record 

times will vary depending on the data rates and the video standard 

being used. The disk is recordable, erasable, and rewritable and the 

data can be downloaded onto portable hard drives or directly into a 

computer. The access time to the data is instantaneous.
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FireStore—A digital video disk recorder that records camera

video directly to an 80GB hard drive. It attaches to any full-sized 

camcorder through the DV input/output port. Once video has been

shot, it can be connected to a computer for instant access from within

an editing system.

Hard Drives and RAID Systems

Digital data, when converted to magnetic energy, can be recorded 

on a hard drive. A hard drive is a magnetic disk storage device made 

of steel onto which the digital data is recorded. Recording occurs 

Figure 16.8 Panasonic Memory Card Slot
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through a record head, similar in construction and type to a tape-

based recording device. The record head consists of a soft iron core 

enclosed in a coil of wire. It is mounted on a movable mechanical 

arm that allows the head to be brought into close proximity without 

touching the disk surface. As the disk rotates at high speed, the 

record head magnetizes the disk surface on whatever part of the 

disk is flagged as available space. As the arm moves up and down 

depositing data on the disk, it emits an audible clicking noise.

Hard drives can be portable, such as in the case of FireWire hard

drives that attach to computers through a FireWire cable. Hard drive

storage can be increased by grouping a series of disks together as a 

unit. In this manner, the storage capacity of a hard disk-based sys-

tem can be virtually unlimited. As the data on any magnetic media

are volatile, duplication of data on an array of disks can prevent 

accidental loss. This type of redundancy is referred to as a RAID 

system, a redundant array of independent disks (Figure 16.9).

There are a variety of levels of RAID, such as RAID 0, RAID 1, RAID 3,

and so on, each one employing a distinct organization or strategy in

the distribution of the data across the hard drives. Each RAID

level offers its own benefits, which might include increased storage 

capacity, superior data integrity, better fault tolerances, and faster 

throughput performance. The different levels achieve these bene-

fits with varying penalties being exacted with regard to efficient use

of storage space, speed of data read/write, and varying fault toler-

ance performances.

The strategies of data organization utilized in RAID systems are:

Striping: The data is written across the disks in the array in stripes,

each stripe consisting of the same amount of data, either at the 

byte-level or in blocks, and written across the disks sequentially: 

disk 1, disk 2, then laying the next stripe on disk 1 again, and so

on. Striping increases the access times for data, as read/write oper-

ations are performed on all hard drives in the array at once, rather

than the data being accessed from one drive.
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Mirroring: The data is written in blocks, with the blocks being mir-

rored across the disks: blocks in disk 1 being mirrored on disk 2, 

the blocks on disk 1 being laid out sequentially through the disk.

Duplexing: Duplexing is essentially like mirroring, only each disk 

(or set of disks) to be duplexed has its own hardware controller. 

Mirroring and duplexing are the most inefficient RAID strategies in 

terms of storage capacity as the effective storage is half the actual 

capacity of the total on the RAID hard drives. However, mirroring 

and duplexing provide a complete redundancy of data and provide 

Figure 16.9 RAID Array
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for the fastest possible recovery of lost data in the event of a hard 

drive failure.

Parity: Parity in the computing world is defined as a function whose 

result, being an odd or even number, provides a check on a set of 

binary data. This parity data is stored across the RAID array. Parity 

protects against the loss of data in the event of hard drive failure 

without the high overhead of effective storage capacity loss. If a soft-

ware RAID controller is being utilized, the cost of recovering data on 

a failed hard drive is in the need for a high performance CPU to per-

form the necessary computations to rebuild the missing data.

RAID can be achieved by either hardware implementations, using 

a special hardware controller card, or by use of software through 

the normal computer drive controllers. Each implementation has 

its own benefits, while some RAID levels work only with hardware 

controllers.

RAID Levels

There are a number of RAID levels in use, each one offering its 

own advantages and disadvantages, and each one suitable for use 

in different applications.

RAID 0 is a simple design that uses a striped array allowing for fast

data access and the most economical use of hard drive storage, but 

provides no fault tolerance. In the event of a total drive failure, all 

the data in the RAID array is lost. Areas of application include video

and other image production and editing, and any other application 

requiring high throughput.

RAID 1 utilizes mirroring or duplexing. The data is laid down 

sequentially within one drive, and mirrored in its pair. This provides

a complete copy of all data but is inefficient with regard to disk space

consumed. RAID 1 is used in applications requiring high availabil-

ity such as at a financial institution.
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RAID 2 employs bit-level striping and error correction coding (ECC) 

that stores the coded data on a separate set of disks from the 

uncoded data, thus being inefficient in storage usage. It is costly to

set up and not commercially implemented.

RAID 3 uses byte-level striping and parity. The parity is recorded 

on a dedicated disk. This level is highly efficient in storage usage 

and provides high data transfer rates. RAID 3 is usually achieved 

by use of a hardware controller. Its applications include video pro-

duction, live streaming of video, image and video editing, and any 

other application which requires high data throughput.

RAID 4 is similar to RAID 3 but employs block-level striping and 

block-level parity. This level achieves high efficiency in storage 

capacity use and high read rates, but this is achieved at the cost of

extreme complexity in the controller and slow write transaction rates.

Rebuilding the data in the event of hard drive failure is both dif-

ficult and inefficient.

RAID 5 uses data striping at the byte level, parity being striped 

across the available drives. This strategy provides the high perfor-

mance and good fault tolerance. RAID 5 is the most popular imple-

mentation of RAID. Applications include all servers, whether being 

used for files, databases, web, email or intranet.

RAID 6 is similar to RAID 5 only using block level striping and 

two parity schemes, providing greater fault tolerances. Its uses are 

similar to those of RAID 5.

RAID 0�1 employs RAID 0 striped arrays which are then mirrored 

as RAID 1 arrays. Applications for this would include a need for 

high performance without the need for the highest reliability.

RAID 10 uses striping and mirroring to achieve its reliability and 

performance. In essence it is comprised of RAID 1 arrays that are 

then striped as in RAID 0. The applications for this are database 

servers with a need for the high throughput of RAID 0 and the 
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high fault tolerances provided by RAID 1. It is very inefficient in its 

use of storage, requiring a minimum of two drives for the RAID 1 

segment, and another minimum of 2 drives for the RAID 0.

RAID 100 is a nested combination of RAID 10 in which the array 

is then striped as in RAID 0. Applications would include very large 

databases.

RAID 30 is a combination of RAID 3 and RAID 0. While expensive, 

it offers extremely high levels of throughput and fault tolerance.

RAID 50 is achieved by a combination of RAID 0 striping and RAID 

5 parity implementations. It is appropriate in applications that need 

the benefits of RAID 5 but with additional throughput.

There are several other variations of RAID combinations used to 

serve specific needs in data handling. Details of these combina-

tions can be found at a number of different sources specific to its 

application such as libraries, hardware manufacturers and finan-

cial and educational institutions.

Servers

Centralized groups of hard drives, or storage systems, can be used 

to provide data for a variety of users simultaneously. These storage 

systems are called servers. Servers come in many forms, from sim-

ple twin hard drive units to complex groups containing hundreds

of disks, and they have a variety of uses. For example, once news 

footage is loaded onto a server, access to that footage would be avail-

able to reporters and editors worldwide the instant it was recorded

on the servers’ disks. The data can be copied, changed, and stored 

separately by multiple users without affecting the original data, 

thereby providing speed and flexibility to the users.

Computer Generated Images (CGI)

In addition to capturing images with a camera, images can also 

be created with the use of computers. CGI may include not only 
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animation but also enhancement of pre-recorded live action. As 

computers do not generate standard broadcast video in either 

NTSC or ATSC specifications, a conversion process is needed to go 

from CGI to broadcast video. There is software and hardware avail-

able to convert computer generated data to standard definition 

and high definition video at variable frame rates with the neces-

sary associated time code. Without this form of conversion, com-

puter generated images may not work in a broadcast environment.
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The digital video signal can be stored magnetically or optically. 

Optical media is a development of the digital domain. It is not 

used for analog recording or storage, only for recording or storing 

digital data. The primary difference between magnetic and optical 

media is that magnetic media are volatile, meaning that the infor-

mation can be lost accidentally by exposure to a strong magnetic 

field. Optical media, on the other hand, are non-volatile. The data, 

once recorded, cannot be changed or erased except through direct 

action by the user.

Optical Recording

All optical media use laser technology for recording, storing, and 

reproducing digital data. There are three primary components of a 

laser system: a laser, a lens, and the recording media.

Ordinary light, such as a light bulb, is referred to as incoherent 

light. Incoherent light is composed of multiple frequencies that are 

scattered in all directions. A laser is an optical device that gener-

ates coherent light in the form of a beam (Figure 17.1). Coherent 

light has a single, specific frequency. A laser beam is created 

when electrical current is used to energize or excite a chemical 

compound. Specific chemicals emit specific frequencies of light. 

Optical Media 17
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Therefore, a laser beam is a single, specific frequency of coherent 

light.

This light is then focused through a lens, which may be made of a 

variety of transparent materials. Industrial-grade rubies are often 

used as the lens material, accounting for the red color of common 

lasers. Light energy used in the creation of an image or acousti-

cal energy used in the creation of sound is converted to electrical 

energy, which is then used to energize the laser.

Optical discs are made from a pure polycarbonate plastic. A reflec-

tive surface is required for the purpose of reading the data and 

this surface is usually a thin backing of aluminum or occasion-

ally gold. This layer is protected by a transparent coating to which 

printed labels can be applied.

The intense beam of light being directed from the laser source to 

the storage medium changes the plastic and the data is stored as a 

Figure 17.1 Coherent and Incoherent Light Frequencies
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change in the physical structure of the optical media. This change 

creates a small spot, or pit, when the laser is energized. An area 

where the laser is off leaves a flat, also called a land. These pits 

and flats are recorded in a circular track starting from the inside, 

or center of the disk, going outward toward the edge (Figure 17.2). 

On data retrieval, the changes between pits and flats are registered 

as ones, with no change registering as a zero. 

Commercially pre-recorded optical discs are produced using a pro-

cess that molds or stamps the pits into the polycarbonate before 

the reflective layer is applied. The pits are actual, physical inden-

tations that change the reflectivity of this added layer when read 

by an optical disc player.

Consumer recordable discs have an organic dye or crystalline metal

alloy data recording layer between the polycarbonate layer and the 

reflective metal layer, the composition of this layer being determined

by the format of the disc. This layer of dye or alloy is heated by the 

Figure 17.2 CD Directional Flow
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laser and produces changes in reflectivity of the substance that 

mimic the changes produced by the pits.

Optical Reproduction

In order to read the pits and flats from the plastic recording media, 

a reflective surface is required. As mentioned earlier, aluminum, 

or occasionally gold, is generally used as the reflective backing 

against the plastic (Figure 17.3). The aluminum backing also pro-

tects the digital data on the plastic from being damaged.

When reproducing or playing back the data, the laser beam 

remains on constantly. The constant light shining on the surface 

of the disk is reflected by the backing. The backing also protects 

the digital data from being damaged. The system interprets the dif-

ference in time between a reflection off a flat surface and a reflec-

tion off a pit. This difference in time allows the system to read the 

information as zeros or ones.

Optical Formats

The principal difference among optical formats is how much data 

can be stored on a single disc. While the flow of digital data is mea-

sured in bits, all digital memory is measured in bytes. A high-speed

internet connection is measured as so many bits per second (bps), 

Figure 17.3 CD Cross Section
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whereas a single-sided device such as a CD can hold between 650 

and 800MB, or megabytes, of data.

The hierarchy of measurement is as follows: A kilo equals one 

thousand. Mega equals one thousand kilos, or one million. Giga 

equals a thousand megs, or a thousand million, which is a billion. 

Tera equals a thousand gigs, or a thousand billion, which is a tril-

lion. Peta equals a thousand teras, which is a thousand trillion, 

or a quadrillion. When referring to digital memory, shortcuts are 

used and capitalized, such as KB for kilobytes, MB for megabytes, 

GB for gigabytes, and so on. Lower case shortcuts are used in ref-

erence to bits of data, such as Kb for kilobits, Mb for megabits, Gb 

for gigabits, and so on. 

Types of Optical Media

CDs (compact discs) and DVDs (digital versatile discs or digital 

video discs) are the same type of optical media. The immediate dif-

ference between the formats is one of storage capacity. Storage 

capacity on optical media is a function of the number of tracks 

that can be stored or written on the surface of the media. Making 

the tracks on the disks narrower and placing them closer together, 

as in DVDs, yields a greater storage capacity. Physically, CDs and 

DVDs have the same dimensions, usually 120mm in diameter, 

although there are minidisc formats with an 80mm diameter. CD 

and DVD players and recorders use red laser beams; DVDs using 

a 650nm (microns) wavelength and CDs using an infrared 780nm 

laser.

CD

CD—Primarily, CDs are used for audio recording, software and game

distribution, still images, and, to a limited degree, video. Recording 

of images in motion is limited on CDs only because of the storage

capacity of the disk. CDs are single sided and have a storage capacity

of between 650 to 800MBs. 
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CD-ROM (CD–Read-Only Memory)—CD-ROM discs are identical

in appearance to other CD discs. CD-ROMs are used for the com-

mercial distribution of audio CDs, computer games and other soft-

ware. CD-ROMs are mass produced using a process of molding 

and stamping with a glass master disc. CD-ROMs have a storage 

capacity of between 650 to 800MBs.

CD-R (CD–Recordable)—These discs were originally known as CD 

Write-Once (CD-WO). An organic dye layer is employed to record the 

data. The laser effectively burns the dye which causes it to become 

opaque and reflect less light. The recording layer is changed per-

manently by the laser. CD-R discs can be written to once, but read 

many times.

CD-RW (CD–Rewritable)—These discs use a crystalline metal alloy 

in the recording layer. The laser heats and melts this to make the 

appearance of the pits and lands of pre-recorded CDs. CD-RW discs 

can be re-recorded on up to 1,000 times, but must be blanked in 

between recordings. They can be read many times. Due to file sys-

tems used for re-writing the discs, storage capacity is usually less 

than 640MB.

DVD

DVD—DVDs are available as single-sided, single-layered discs; 

single-sided,  double-layered discs; and double-sided, double lay-

ered discs. Single-layered DVDs have a storage capacity of 4.7GB, 

while double-layered DVDs can store as much as 8.5GB of data. 

An 8.5GB DVD can hold up to four hours of video using MPEG-2 

compression. The MPEG-2 compression process used for DVDs is

generally built on a 40:1 compression ratio. DVDs, because of their 

greater capacity, are often used for recording images in motion, 

such as movies, games and interactive video.

DVD-ROM (DVD–Read-Only Memory)—These discs are produced 

in a similar fashion to CD-ROMs. They are pressed using master 
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discs. These discs can be single-sided and single-layer (DVD5), 

single-sided and double-layer (DVD9), or, rarely, double-sided and 

single-layer or double-sided and double layer.

DVD-RAM (DVD—Random Access Memory)—DVD-RAM discs are

rewritable and used mainly for computer data recording. They are 

most closely akin to a floppy or hard drive in usage. The recording 

layer is a crystalline metal alloy. DVD-RAM discs have a capacity 

between 2.58GB and 9.4GB and may be single or double sided.

DVD-R (DVD–Recordable)—DVD-R and DVD-R DL (DVD-R Double 

Layer, also known as DVD-10) discs are similar to the CD-R discs. 

The storage capacity is 4.7GB for the DVD-R and 8.54 for DVD-R

DL. The greater storage capacity is achieved by smaller pit size 

and a narrower track. A laser beam with a shorter wavelength 

than that used for writing to CD-R discs is used. This neces-

sitates the use of a different dye than that used for CD-R disc 

manufacture. DVD-R and DVD-R DL discs are made with two 

polycarbonate discs sandwiched together, with one disc having the 

reflecting layer, recording dye and track. DVD-RW discs are similar

to CD-RW discs. They utilize a crystalline metal alloy in the record-

ing level.

DVD�R, DVD�R DL and DVD�RW are similar formats to DVD-R, 

DVD-R DL and DVD-RW but have differing technical standards to 

do with tracking and timing of the discs. DVD�R was approved by 

the DVD�RW Alliance, but is not recognized by the DVD Forum. 

There are many claims made pro and con about the plus and dash 

format differences.

HD DVD (High Density DVD or High Definition DVD)—This format

is an extension of the DVD optical disc format. HD DVD discs are 

manufactured, like DVDs, with two bonded polycarbonate discs. 

The storage capacity ranges from 15GB for a single-layer disc to 

30GB for a double-layer disc. A triple-layer disc, with a capacity of 

45GB, is being developed.
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The HD DVD uses a blue-violet laser with a wavelength of 405nm. 

Like the various DVD formats, HD DVD has its variants: HD DVD-

ROM, HD DVD-R, HD DVD-RW, HD DVD-RAM. These are counter-

parts of the DVD formats, with HD DVD-ROM being prerecorded 

using a molding technique and HD DVD-R being record once, read 

many times. HD DVD-RAM has a capacity of 20GB.

Blu-ray Disc (BD)—Blu-ray technology also employs a blue-violet 

laser beam with a wavelength of 405nm. The HD DVD and BD tech-

nologies are incompatible at present, although both are backwards 

compatible with DVD standards and both utilize MPEG-2 video com-

pression. Storage capacities range from 25GB for a single-sided disc 

to 50GB for a double-sided disc.

BD variants include B-R (Blu-ray recordable) and B-RE (Blu-ray 

re-recordable), which are comparable to the HD DVD-R and HD 

DVD-RW formats.
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In the early days of broadcast television, all programs were broad-

cast live. The only means of archiving a television program was 

by using a process called kinescope. Kinescoping was the process 

of focusing a 16  mm motion picture camera at a television mon-

itor and photographing the images. The shutter was adjusted to 

accommodate 30 fps of video, though the film ran at 24 fps.

Starting in the mid-1950s, when videotape recording was invented, 

programs were taped live and then played back for broadcast at a 

different time. These programs were played in real time without 

the benefit of instant replays or freeze frames. When videotape 

began to be used for editing purposes, it became critical to identify 

specific frames of video, access those frames, then cue and edit 

them to specific locations in an edited master tape. Film frames 

traditionally could be identified by numbers imprinted along the 

edge of the film. At the time of manufacture, video had no num-

bering that could be used to identify individual video frames.

In the 1950s, SMPTE (Society of Motion Picture and Television 

Engineers) created timecode, a system by which videotape could 

be synchronized, cued, identified, and controlled. SMPTE timecode 

records a unique number on each frame of video (Figure 18.1). 

Working with time-coded video ensures that a specific video frame 

can be accessed using the same timecode number over and over 

Timecode 18
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again with complete accuracy. This is often referred to as frame 

accuracy, as in having a frame-accurate editing system or making 

a frame-accurate edit.

Reading Timecode

Timecode is read as a digital display much like the clock displays 

used in sporting events. However, in addition to the hours, minutes, 

and seconds of a digital clock, timecode includes a frame count so 

the specific video frames can be identified and accessed. A timecode 

number is displayed with a colon separating each category, con-

structed as follows:

A timecode number of one hour, twenty minutes, and three frames 

would be written as 01:20:00:03. The zeros preceding the first digit 

do not affect the number and are often omitted when entering time-

code numbers in editing systems or other equipment. However, the 

Figure 18.1 Labeling Frames

 00: 00: 00: 00

 hours minutes seconds frames
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minutes, seconds, and frames categories must use zeros, as they 

hold specific place values.

Here are some examples of how timecode is read and notated:

2:13:11  Two minutes, thirteen seconds, and eleven frames.

23:04 Twenty-three seconds and four frames.

10:02:00  Ten minutes, two seconds, and zero frames. (It is 

necessary to hold the frames place even though its 

value is zero. If the last two zeros were left out, the 

value of this number would change to ten seconds 

and two frames.)

3:00:00:00 Three hours even.

14:00:12:29     Fourteen hours, twelve seconds, and twenty-nine 

frames.

15:59:29  Fifteen minutes, fifty-nine seconds, and twenty-

nine frames.

Timecode uses military clock time in that it runs from 00:00:00:00 

to 23:59:59:29, that is, from midnight to the frame before midnight. 

In a 30 fps standard, if one frame is added to this last number, the 

number turns over to all zeros again, or midnight. The frame count 

of a 30 fps video is represented by the 30 numbers between 00 and 

29. The number 29 would be the highest value of frames in that 

system. Add one frame to 29, and the frame count goes to zeros 

while the seconds increase by 1. The frame count of a 24 fps video 

is represented by the 24 numbers between 00 and 23.

Timecode can be used with any available video standard regardless 

of that standard’s frame rate. The only difference in the timecode 

numbering process is that the last two digits indicating frames may 

appear differently. The frames will reflect whatever frame rate was 

chosen as the recording format. For example, a timecode location 

in a 24 fps HDTV standard might be 1:03:24:23, which represents 

the last frame of that second; whereas the last frame of a 30 fps 

HDTV standard would be 1:03:24:29.
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Timecode Formats

Since its development, timecode has had several formats. The 

original format was Longitudinal or Linear Timecode, or LTC. Longi-

tudinal timecode is recorded as a digital audio signal on a sepa-

rate audio track. On analog l-inch format NTSC VTRs, longitudinal 

timecode is recorded on track 3, leaving tracks 1 and 2 for program 

audio. In the PAL and SECAM standards, the timecode for 1-inch 

VTRs is recorded on track 4.

On many of the videocassette formats, such as Betacam and 

DigiBeta, there is a separate audio track reserved specifically for 

longitudinal timecode. As with the formats mentioned above, this 

timecode audio track can be recorded, erased, or changed without 

affecting the existing audio or video signals already on tape. Because 

LTC is an audio signal, the source media has to be in motion in 

order for the timecode number to be interpreted correctly. Just as 

a scream on tape is silent when the tape is in pause, so is timecode 

that is recorded on an audio track.

Another timecode format is Vertical Interval Timecode, or VITC, pro-

nounced vit-see. While LTC is an audio signal, VITC is recorded as 

visual digital information in the vertical interval as part of the video 

signal. VITC must be recorded simultaneously with the video. Once 

recorded, VITC can be used to identify a frame of video either in 

still mode or in motion.

Non-Drop-Frame and Drop-Frame Timecode

When timecode was created, video was still monochromatic and 

ran at an exact 30 fps. With the advent of color in analog video, 

the scanning frequency slowed video to 29.97 fps. In other words, it 

takes more than 1 second to scan a full 30 frames. In fact, it takes 

1.03 seconds to scan 30 frames of color video.

The original timecode labeling system still applied, but because of 

the slower rate of color video, there was a difference between actual 
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clock time and the timecode reference of time. If every color video 

frame was numbered sequentially with the original 30 fps time-

code, at the end of an hour the timecode would read 59 minutes, 

56 seconds, and 12 frames, or 3 seconds and 18 frames short of 

an hour, even though the program ran a full hour. There are fewer 

frames per second and thus fewer frames in an hour.

Broadcast programs have to be an exact length of time in order 

to maintain a universal schedule. In order to allow timecode to be 

used as a reference to clock time for color video, SMPTE created a 

new method of timecoding that made up for the 3 seconds and 18 

frames, or 108-frame difference. It was determined that numbers 

should be dropped from the continuous code by advancing the clock 

at regular intervals. By doing this, there would be an hour’s dura-

tion in timecode numbers at the end of an hour’s worth of time.

The specific formula SMPTE created began by advancing the clock 

by two frames of timecode numbers each minute, except every tenth 

minute (10, 20, 30, and so on). By advancing 2 frames on every min-

ute, a total of 120 frames, or 12 more than the 108 frames needed, 

would be dropped. But 2 frames dropped from every minute except 

the tens of minutes would be 54 minutes � 2 frames per minute, 

which equals 108 frames, accounting for the necessary amount of 

frames to identify a true clock time period. SMPTE named the new 

alternative method of time coding color video drop-frame timecode in 

reference to its process. Drop-frame timecode is sometimes referred 

to as time of day or TOD, timecode. The original 30 fps continuous 

code was subsequently termed non-drop-frame timecode (Figure 18.2).

In drop-frame timecode, the timecode is always advanced by skip-

ping the first two frame numbers of each minute except every tenth 

minute. For example, the numbering sequence would go from 

1:06:59:29 on one frame to 1:07:00:02 on the very next frame (see 

Figure 18.2). The two frame numbers that are skipped are 1:07:00:00 

and 1:07:00:01. At the tenth minute, no numbers are skipped. 

The numbering sequence at each tenth minute would go from, for 

example, 1:29:59:29 on one frame to 1:30:00:00 on the next.
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A convention is followed when working with timecode numbers 

that helps to identify whether they represent drop-frame or non-

drop-frame timecode. If the punctuation before the frames value 

is a semi-colon, such as 1:07:00;00, it is drop-frame timecode. If 

there is a colon dividing the frames, such as 1:07:00:00, it is non-

drop-frame timecode.

Like non-drop-frame timecode, drop-frame timecode leaves no 

frames of video unlabeled, and no frames of picture information are 

deleted. The numbers that are skipped do not upset the ascending 

order that is necessary for some editing systems to read and cue to 

the timecode. At the end of an hour’s worth of material, there will 

be an hour’s duration reflected in the timecode number as well.

Drop-frame timecode has been adopted for longer format pro-

grams where it is necessary to account for a specific amount of 

time. Many shorter programs and commercials use non-drop frame 

timecode because the difference in the frame count is insignificant. 

For example, a 1-minute commercial will show a 2-frame differ-

ence between its actual length and the timecode numbers, if it is 

using non-drop frame timecode. A 10-minute program will show 

Figure 18.2 Timecode Formats
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an 18-frame difference, or a little over a half second. However, the 

3:18 frame difference in a 1-hour program would be too big a dis-

crepancy to be tolerated within a broadcast environment. 

Timecode at 24 Frames Per Second

While the terms 24 fps and 30 fps are used for convenience, the true 

frame rates that most systems use are 23.976 fps and 29.97 fps 

respectively. SMPTE timecode for video runs at the same frame rate 

the video does, 29.97 fps in drop-frame timecode mode. Timecode 

used in the 24 fps video system runs at 23.976 fps, also referred to 

as 23.98. There are no drop-frame or non-drop-frame modes in a 

24 fps system because there are no conflicting monochrome versus 

color frames rates as there were in the original video systems devel-

oped by the NTSC. As a single frame rate is decided upon and the 

synchronization is fixed, a timecode system is developed to keep 

clock accurate time. Had the original NTSC system started with 

color, the timecode system developed simultaneously would have 

eliminated the need for more than one type of timecode.

This alteration in the frame rate from 24 fps to 23.98 fps was nec-

essary to simplify the 24 fps to 30 fps conversion. Without it, con-

verting true 24 fps images and timecode to the existing 29.97 frame 

rate in video would be much more complex. When converting 

24 fps film or HD to 30 fps video, the additional timecode numbers 

are added as the additional frames are added. When transferring 

the other way, from 30 fps to 24 fps, the additional numbers are 

deleted and the timecode is resequenced as the additional fields 

and frames are deleted.

Timecode Generators and Readers

Timecode is created within a timecode generator. Sometimes, in the 

case of cameras, an internal timecode generator produces a time-

code number that is recorded onto tape or other recording media. 

With some higher-end cameras, it is possible to set the timecode 
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generator to a specific number so it will generate new timecode 

starting from that number. Less expensive cameras generally start 

the coding automatically at 00:00:00:00.

Larger facilities will have external timecode generators with addi-

tional features. For example, these generators can not only be set 

to produce a specific timecode number, but also to read an incom-

ing timecode signal, and then lock on to that signal and regenerate 

it. This is also referred to as slaving the timecode generator to an 

external source.

The timecode generator can be programmed to produce any time-

code number from 00:00:00:00 to 23:59:59:29 in either drop-frame 

or non-drop-frame. There is usually a switch or menu option on the 

generator that can toggle back and forth between the two different 

modes (Figure 18.3). Once it is set, however, the generator will con-

tinue to use that particular frame code mode until it is changed.

Timecode generators are often set to the time of day. If the gen-

erator runs free throughout the day, the timecode that is recorded 

onto tape will always match the time the recording took place. 

This system can provide a reference for tracking when scenes were 

captured.

Timecode numbers have to be read and interpreted. This is done 

through a timecode reader that translates the digital timecode infor-

mation into visible timecode numbers. A timecode reader may be a 

stand-alone device or incorporated as part of a group of equipment. 

The display of the timecode reader is generally an LED or some-

times a fluorescent display.

Figure 18.3 Timecode Generator
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Visual Timecode

Timecode can also be displayed as numbers over the visual images. 

This is achieved through the use of a character or text generator 

or sometimes through an internal filter in an editing system. The 

time-code signal is fed into the character generator, and the char-

acter generator in turn displays a visual translation of the time-

code numbers. That display is placed over the video material and 

can be shown on the monitor or recorded into the picture. Visual 

time-code is not a signal that can be read by a videotape machine, 

computer, or timecode reader or generator. It is used as a visual 

reference for viewing purposes only (Figure 18.4).

Visual timecode can be recorded in different sizes and can be 

placed anywhere on the video material. It can also be recorded 

Figure 18.4 Visual Timecode
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with a background box or mask around the numbers for the high-

est level of clarity. In most cases, a matte is used because the 

numbers can be seen clearly no matter what the video background 

material may be. For example, if there is light-colored background 

material, white timecode numbers would not show up very well 

without a darker matte around them.
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Human perception and learning is 90% visual. This creates a greater 

tolerance in the range of acceptability in visual images. Because 

audio comprises a much smaller percentage of human information 

gathering, even a small audio discrepancy will translate into a much 

greater perceptible difference. Even so, audio was always thought of 

as less important than video.

People are more critical of what they hear than what they see. It has

been found through experimentation and research that people will 

watch poor-quality images if the audio is good. On the other hand, 

the audience will not tolerate poor audio, because it is more of a 

strain to make sense of the content. If audio is out of sync by one 

frame—one thirtieth of a second—it is obvious and annoying. It 

would be better in those instances if there were no audio at all. In 

contrast, if the video level is too high or low by a few percentage 

points, it is not nearly as distracting.

Measuring Volume

Sound is measured in decibels, notated as dB. The dB measurement 

was developed many years ago by Bell Laboratories, which was 

then a division of the Bell Telephone company, hence the mea-

surement in bels. The human ear responds to a remarkable range 

Audio for Video 19
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of sound amplitude,or loudness. The difference between the bare 

perception of audio and the threshold of pain is on the order of a 

10 trillion to 1 ratio. Because this range is so enormous, a mea-

suring system had to be created that reduced this range of infor-

mation to more manageable numbers.

In mathematics, logarithms are often used to simplify large calcula-

tions. For example, a logarithm can reduce 10 to 1 ratio to a 2 to 1 

ratio. That is, the ratio of 10 to 1 becomes 2 to 1 when measured 

as a logarithm. Logarithms can be used with any numeric system, 

such as base 10 or base 2. When logarithms use the decimal sys-

tem, or base 10, to simplify the measurement of sound, that mea-

surement is referred to as decibels. All decibel measurements are 

logarithmic functions.

The decibel is not a specific measurement in the way that an inch 

or foot is an exact measurement of distance. A decibel is actually 

the ratio between a measured signal and a 0dB reference point. 

For acoustics or acoustical engineers, the 0dB reference point is 

the threshold of hearing. For electronics, the 0dB reference point is 

the maximum allowable power for a transmitted audio signal. There-

fore, a 0dB measurement refers to a very different level of sound in 

acoustics than it does in electronics, and a different measuring scale 

is required.

Acoustic engineers use an acoustic measuring system called decibel 

sound pressure level or dBSPL. The measurement of acoustic sound 

is based on air pressure. Electronic audio signals are based on an 

electrical measuring system. This scale uses a volume unit mea-

surement, or VU. The maximum allowable strength for a sustained 

transmitted audio signal is 0 dBVU. For analog electronic record-

ing, it is permissible to have analog audio signals that momentarily 

exceed 0dBVU by as much as �12dB.

Digital recording is a serial stream of digital data. Because this dig-

ital stream represents every aspect of the audio signal, including 

frequency and amplitude, increases or decreases in dBVU do not 
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add to the quality of the signal. Digital audio recordings are gener-

ally made in the 12dB range. If a digital audio recording is made at 

greater than 0dBVU, there will be distortion and loss of data.

Analog Audio

The audio signal encompasses a much smaller range of spectrum 

space than video. Because of this, audio recordings in analog are 

direct recordings. Early analog VTR formats were manufactured 

with either one or two channels of audio. In order to respond to 

the demand for additional audio tracks, beyond the capabilities of 

existing equipment at the time, encoding techniques were developed

to increase the number of available audio channels.

One method of encoding used was to interweave the audio into the 

video tracks during the recording process. By using an FM or fre-

quency modulation encoding process, the audio signal could be

recorded along with the video and not interfere with the video por-

tion of the signal. The audio frequency modulation process, or AFM, 

was developed by Sony and used in their BetacamSP VCR format. 

By using the AFM tracks, the number of audio channels on BetaSP 

recordings was increased from two to four.

A similar method of encoding, called HiFi, was used on consumer 

VHS, S-VHS, and Hi8 formats to expand the number of audio tracks 

for those formats. Both AFM and HiFi recordings give greater audio 

fidelity along with greater frequency and dynamic range.

In AFM and HiFi recordings, the enhanced audio channels or tracks 

are available if the playback machine has the ability to reproduce 

them. The standard longitudinal tracks are also available. The only 

drawback to these enhanced audio channels is that they must be 

recorded at the same time as the video. Any changes or additions 

to the AFM channels would require re-recording the video. The 

longitudinal tracks, however, can be recorded at any time, with or 

without the video.
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With the availability of these audio channels, the recording of addi-

tional, discrete audio material was possible. For example, music, dia-

logue, and sound effects could be recorded onto individual channels

for mixing later. The added channels also meant that a separate 

audio program, or SAP, could be used for additional languages. For 

visually impaired consumers, a DVS channel, or descriptive video 

system, was developed to verbally describe what is occurring visu-

ally on the screen.

Digital Audio

When recording a video signal, the audio portion is included with 

the video as part of the serial digital stream. A digital audio signal 

has several benefits. Because noise is analog information, audio 

recorded as digital data is immune to analog noise problems. Also, 

as a serial digital stream, digital audio allows for recording and 

reproducing with a greater dynamic and frequency range.

Since digital audio is in the stream of signal data, no separate audio

connections are required. One connection, referred to as SDI (Serial

Digital Interface), carries the serial data that includes audio, video, 

synchronizing, time code, and soon. The number of audio channels 

is not limited by the equipment or the physical recording process. 

The only limitation in the number of digital audio channels is the

processing speed and the available bandwidth. As with analog, sep-

arate channels can be designated for music, effects, dialogue, SAP, 

DVS, and so on.

Sampling Rates

Harry Nyquist, an American physicist, developed the theorem that

sampling of a sine wave had to be slightly more than twice the high-

est frequency in order to be successfully reproduced. If the sampling

rate is equal to or less than the original frequency, data will be 

lost at certain points along the wave. The reproduced signal will be 

incomplete (Figure 19.1).
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Human beings are sensitive to only certain areas of the frequency 

spectrum. The ear is capable of hearing between 20 and 20,000Hz, 

or 20kHz (kilohertz). Based on the Nyquist theorem, the sampling 

rate for audio had to be slightly more than 40kHz, or 40,000 sam-

ples per second. The original sampling rate for audio was set at 

44.1kHz. In the interest of better fidelity in reproduction, the sam-

pling rate was increased to 48kHz. In certain instances, the sam-

pling rate has been increased to 96kHz and as high as 192kHz.

Each sample taken is composed of digital bits. The number of bits 

contained in the sample can vary. A sample can be composed of

8 bits, 16 bits, 20, 24, or 32 bits, and so on. The more bits in the 

sample, or the larger the digital word used, the truer the reproduction.

Both the frequency of sampling and the number of bits contained in 

the sample are restricted only by the band-width and the speed of 

the equipment creating or reproducing the data.

Audio Compression

Sampling is part of the digitizing process. Audio, like video, once 

it is digitized or sampled, can be compressed. The compression 

process reduces the quantity of data by reducing redundant infor-

mation. Within the range of human hearing—20Hz to 20kHz—

the range of 2 to 5 kHz, which is the range of the human voice, 

is most sensitive. During the compression process, this range is 

Figure 19.1 Nyquist Theorem
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given a higher proportion of the compressed audio data stream. 

Frequencies above and below this range are more heavily com-

pressed and are allotted a smaller percentage of the data stream.

Audio is typically compressed by a factor of about ten to one. As with 

video compression, different audio compression techniques are used 

depending on the sound quality desired and the bandwidth and 

sampling rates available. The MPEG process of compression is the 

most common. Within the MPEG compression process, three data 

rates are used. Each of these data rates is referred to as a layer.

Layer 1 192kbps Lowest compression

Layer 2 128kbps Medium compression

Layer 3 64kbps Highest compression

A layer is a data transfer rate that is based on the number of sam-

ples per second and the number of bits contained in that sample. 

Each of these layers represents a different quality of reproduction. 

Each layer is compatible with the layer below it. In other words, 

Layer 1 can reproduce Layer 2 and Layer 3. Layer 2 can reproduce 

Layer 3, but they are not backward compatible.

Layer 1 is the lowest rate of compression, thereby yielding the best 

fidelity of the original signal. The bit rate is 192 kilobits per second 

(kbps), per channel.

Layer 2 is a mid-range rate of compression. The bit rate is 128kbps 

per channel. In stereo, the total target rate for both channels com-

bined is 250kbps per second. This is the layer used with most 

MPEG-encoded video.

Layer 3 is the highest rate of compression at 64kbps per channel. 

Layer 3 uses complex encoding methods for maximum sound qual-

ity at minimum bit rate. This is the standard popularly referred to 

as MP3, which represents MPEG-2 Audio Layer 3.
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Audio Formats

The original analog tape formats were reel-to-reel recorders. These 

evolved into audio cassette decks. An audio cassette is basically a 

reel-to-reel device except that the reels are enclosed within a cas-

sette casing. Digital audio can be recorded on both magnetic and 

optical media. Audio devices using magnetic media include floppy 

disks, mini-disks, and solid-state recording devices such as those 

used for MP3. Optical recording media include CD and DVD.

The original analog formats recorded audio as a direct, uncom-

pressed signal. Digital formats can record the audio signal as either 

compressed or uncompressed (full bandwidth). The MPEG process 

is the most commonly used form of compression.

Noise Reduction

Any form of analog recording on tape creates an inherent high fre-

quency hiss. This is caused by the movement of the oxide particles

across the audio heads while the tape is in motion. The particles 

rubbing on the audio heads create a hissing sound, some-what like 

rubbing sandpaper on wood. The noise is created by a physical 

phenomenon and is not a recorded signal. It is the nature of the 

recording medium.

A process of noise reduction in analog recordings was developed by 

Ray Dolby, an engineer who was also involved in the original cre-

ation of videotape recording. Dolby discovered the range of frequen-

cies that comprise this high frequency hiss. He determined that by 

amplifying the high frequencies in the recorded signal, and then 

attenuating or reducing those signals to their original levels on play-

back, the high frequency noise inherent in analog tape recordings 

could be reduced. If the high frequencies were simply reduced on 

playback without the first step of amplification, the high frequen-

cies in the signal would be lost. Dolby encoding can be used for

any type of analog recording on tape.
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The original Dolby process, referred to as Dolby A, boosts the high 

frequencies of the audio being recorded. This is known as Dolby 

encoding. When the encoded signal is played back, the boosted high 

frequency recording is brought back to its original state. This is 

referred to as Dolby decoding. Because the high frequencies in the 

audio signal have been amplified to match the inherent tape hiss, 

the noise level is reduced during decoding. Reducing the noise level 

makes the noise inaudible when listening to the audio playback.

There have been further improvements made to the Dolby process, 

increasing its ability to reduce noise. Dolby B and Dolby C were 

improvements made in consumer formats, with C being a fur-

ther improvement over B. The two are compatible in that Dolby 

C machines can decode Dolby B recordings. The processes are 

essentially the same as Dolby A.

Dolby SR (spectral recording) is another improvement in profes-

sional formats. The SR process boosts the mid-range frequencies 

as well as the high frequencies for better noise reduction. It is 

also sensitive to dynamic range. When the audio signal becomes 

weaker, the Dolby process increases its noise reduction process-

ing. This is helpful because noise is more prevalent in the quiet 

parts of a recording. Where the audio signal is stronger, noise is 

less apparent and less Dolby processing is necessary. The noise 

reduction process follows the dynamics of the recording. The con-

sumer version of the SR process is known as Dolby S.

All Dolby recordings are encoded in recording and should be decoded

in playback. However, when making a copy of Dolby-encoded tapes, 

the boosted high frequencies will be part of the copy. Therefore, it 

is not necessary to decode and re-encode. The encoding will follow 

from copy to copy. It is only necessary to decode on final playback.

What You Hear

No matter how sound is recorded, compressed, or reproduced, how 

it is heard depends on the recording technique that is used. For 
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example, mono audio, also referred to as monophonic or monau-

ral, consists of a single audio signal without reference to left, right, 

front, or rear. When played back, mono audio imparts no informa-

tion as to the direction or depth of the sound. Other audio recording 

systems, such as stereo and surround sound, include data that do 

impart information as to the direction and depth of the sound.

Mono, Stereo, and Surround Sound Audio

The choices in audio used to be limited to mono, or single-channel 

audio, and stereo, or two-channel audio. In a monophonic system, 

the audio is reproduced in the center only without left and right 

channels. Stereo, on the other hand, has discrete left and right 

channels. 

Stereo more closely resembles the way sound is normally heard. 

Due to the position of the ears on either side of the head, each ear 

receives the sound at a slightly different time, allowing the brain to 

locate the source of the sound. With stereo recordings, the sound 

is separated so that each ear hears the sound in a natural way, 

lending a sense of depth and reality (Figure 19.2).

In the 1980s, to enhance this realistic effect, Dolby Labs developed

Surround Sound. Surround Sound adds an additional channel that 

appears behind the listener. This is called the Surround channel. 

The term Surround Sound is a trademark of Dolby Laboratories. 

Audio Standards for Digital Video

The ATSC adopted a set of standards for the video portion of digi-

tal television known as document A/53, introduced in Chapter 13 

of this book. The table of standards associated with A/53 does not 

address audio. Audio standards are set in a document referred to 

as A/52. Within the A/52 document, the ATSC refers to the Dolby 

Digital coding system as AC-3. The AC-3 method of coding audio 

has been accepted by manufacturers as the primary audio coding 
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method to be used for most consumer equipment. Consequently, 

broadcasters and manufacturers have accepted this standard for 

production purposes. However, it has not been officially adopted by

the ATSC. 

The A/52 document describes the encoding and decoding of the 

audio data and the paths needed within the equipment to allow 

manufacturers and broadcasters to create the necessary audio data. 

The document does not describe how programs are to be created 

or recorded, or the paths that will be used outside of the encoder/

decoder. It does not mandate how the information is to be handled

within the end user’s equipment. The standard only describes what

is to happen within the equipment used to create the audio data. 

How it gets to the encoder and what happens at its output is not 

defined. 

Dolby Digital, or AC-3, covers many different variations of audio 

inputs, outputs and the various channels associated with multi-

channel audio systems. As most manufacturers have adopted 

Dolby Digital as their manufacturing standard, most new consumer 

equipment contains Dolby Digital decoders. Because of this, profes-

sional equipment manufacturers design and build audio equipment 

to accommodate the Dolby Digital AC-3 audio standard.

As digital data allows for the inclusion of more information than 

was possible in analog, more channels of audio have been added to 

further enhance the realism of the audio. The number of channels 

has been increased to six. This is referred to as 5.1 Dolby Digital, 

or just 5.1.

The 5.1 system has five discrete, full-range channels and a sixth 

channel for low frequency bass. The five full channels are left and

right front, center, and left and right rear (Figure 19.3). The front 

channels would be the equivalent of the original stereo channels,

the left and right rear the equivalent of the original surround channel

and the center the equivalent of the original mono channel. However,

these channels now carry far more audio data that adds to the 
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realism of the audio portion of a program. They are no longer as 

restricted as the older analog systems were. These channels now 

contain audio data that create an effect of being within the actual 

environment. 

The sixth channel is referred to as the LFE channel, or Low Frequency

Effects channel. Because low frequency audio is non-directional, the 

placement of the LFE speaker is not critical. Low frequency audio, 

because of its power even at low volume levels, tends to reflect off 

surfaces and so its direction is not discernable by the human ear. 

As the LFE channel needs only about one-tenth the bandwidth of 

the other full audio channels, it has been designated as .1 channel 

or a tenth of a channel, thereby giving the designation 5.1 channels 

of audio.

Figure 19.3 Surround Sound
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With all these possibilities for creating and recording, the audio chan-

nels and their uses must be designated and documented carefully. 

A program may be created with two-channel stereo, two-channel

stereo with Surround Sound encoded within, six discrete channels 

(5.1), and 5.1 with two-channel Surround encoded stereo on two 

additional channels, thereby creating an eight channel recording. 

These configurations may also be referred to in a simpler fashion. 

Stereo with two additional Surround Sound channels is often des-

ignated as 2�2. The six discrete channels are 5.1, and 5.1 with the 

two additional stereo Surround Sound encoded channels is referred 

to as 5.1�2.

Out-of-Phase Audio

As with any signal based on sine waves, the waves of audio signals can

be out of phase with each other. If the waves are 180º out of phase 

or, in other words, exactly opposite each other, cancellation will take 

place. When one wave is at its peak, the other would be at its low 

point. The result would be silence or near silence. Either side lis-

tened to alone would sound fine, as two signals are needed to create 

an out-of-phase situation. Signals less than 180º out of phase also 

cause a decrease in volume or amplitude but to a lesser degree.

Out-of-phase situations can be detected by a phase meter, a scope, or

sometimes just by listening. Listening to one side, then the other, and

then both at once, will sometimes allow the detection of an out-of-

phase situation. A drop in amplitude, when the two sides are listened

to at once, will be an indication that the signals are out of phase.

The out-of-phase error can be anywhere along the audio chain, 

from the original recording to the final playback. The audio may 

have been recorded out of phase. The speakers, through which the 

sound is coming, may have been wired incorrectly. Correcting this 

problem can sometimes be as simple as reversing two wires on one 

side of the signal path. By reversing one side only, the two sides 

would then be in phase with each other. This switch can be done 

anywhere along the audio path, and the problem will be corrected.
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If the audio is recorded out of phase, this can only be corrected by 

re-recording the audio in the correct phase relationship. It is pos-

sible to play back out-of-phase audio and, by phase reversing one 

side of the signal path, correct the phase for playback purposes.

Some digital scopes have a selection for checking stereo audio. If 

audio is present in the SDI stream, the signal will appear on the 

scope. If the audio is stereo and in phase, it will appear as a straight 

diagonal line. If audio is out of phase, the two lines appear separated

by the amount they are out of phase. The signal in Figure 19.4 is 

slightly out of phase.

Figure 19.4 Out-of-Phase Audio
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Operational procedures for playing back and recording an analog 

video signal follow general principles regardless of the format, tele-

vision standard, or the content of the signal. Digital video, because 

it is a serial stream of bits, is not subject to the errors, changes, 

and corrections required by analog signals and therefore the setup 

process is minimal.

VTR and VCR Components

All videotape machines have the same basic functions and parts. 

On open-reel machines, the parts are visible and accessible (Figure 

20.1). On cassette-based machines, some of the parts are inter-

nal and are accessible only by opening the machine housing. The 

function controls may vary in their placement, but all machines 

have controls for similar parameters.

Every videotape machine has a scanner, also known as a drum. 

The scanner, which contains the video heads, is where the record-

ing is created or reproduced. As the tape passes across the scan-

ner, the video heads read or record information on the tape.

Following the scanner, there are audio stacks that record and play 

back the audio portion of the videotape. One audio stack plays the 

Overview of 

Operations
20
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signal back in a playback mode. In a record mode, one stack erases 

any existing signal on the tape, while another records the incoming 

material. Some machines also have a monitor stack to allow moni-

toring playback of the audio while the recording is being made.

On the takeup side of the scanner are the capstan and pinch roller. 

The capstan regulates the speed of the tape as it moves through 

the videotape machine. The pinch roller holds the tape against the 

capstan.

Figure 20.1 Parts of a 1-inch VTR
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Operational Controls

After loading a tape, the scanner needs to be started. On some 

machines, this happens automatically. Pressing the PLAY button 

will also set the scanner in motion (Figure 20.2, A and B). Pressing 

the STANDBY button will turn the scanner on in the event the 

scanner turns itself off. It can also be used to shut off the scanner 

manually.

The control for shuttling the video forward or reverse may be a 

knob, a set of buttons, or both. Use of this control will allow a 

variable movement of the tape at a speed other than play speed. 

There may also be controls for FAST FORWARD and REWIND. The 

PLAY button will set the tape in motion at a normal forward speed 

for viewing. The STOP button will stop the motion of the tape with-

out turning off the scanner. STOP can also be used at any time to 

stop a recording, an edit, or shuttle mode.

To make a recording it is necessary to press the PLAY and 

RECORD buttons simultaneously. Pressing both together will set 

the machine in forward motion at normal speed and begin record-

ing immediately. To prevent an accidental recording, there is a 

RECORD LOCK-OUT switch within the machine. In the lock-out 

position, the machine will be prevented from going into record 

under any circumstances.

A REMOTE/LOCAL switch allows the machine to be controlled 

locally or from another location. In the LOCAL position, the machine 

can be operated at its own control panel. Quite often, putting a 

machine in REMOTE will not lock out all the LOCAL functions. 

This allows an operator some control over a machine that is being 

controlled from a remote location.

There is also a switch marked TAPE/EE. EE stands for 

electronics-to-electronics. In the EE mode, the incoming signal is 

passed through the machine without being affected by any of the 

machine settings. In the TAPE position, the video monitor displays 

the video that is on the tape no matter what mode the machine is 

in (e.g., stop, fast forward, rewind).
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Audio is controlled by a series of knobs that adjust recording and 

playback levels for all audio channels, and in some cases time code. 

There are meters above the knobs to show audio levels measured in 

VU. In some formats, time code level is not under the operator’s con-

trol. In these cases, no meter will be available to monitor the level.

There is a meter for measuring VIDEO LEVEL, which is a separate 

reference than the waveform monitor. This meter may also be used 

to measure RF, or video signal strength, by selecting the button 

marked RF.

Either tape time or time code can be displayed on the video 

source. This display can be changed depending on the needs of 

the situation.

A jack is available for audio monitoring. This allows the use of a 

headset. When a headset is used, the audio may not be routed to 

the monitor speakers. A volume control is used to set the levels in 

the headset.

The main power switch for turning the machine ON and OFF is 

usually on the front panel. Occasionally, when a machine is hav-

ing operating difficulties, powering it down and then turning it 

back on again will reset it and clear up the problem.

Analog Tape Playback

The video signal is in the physical form of magnetized metallic par-

ticles on the surface of the videotape. These particles are expanded 

and compressed as the tape is pulled through the machine. The 

actual amount that the videotape is altered as it plays is very 

minute. However, the critical timing intervals in the video signal 

are also very minute, millionths or billionths of a second. At that 

microscopic level, the stretching and relaxing of videotape pro-

duces very significant effects. A time base corrector, or TBC, cor-

rects the irregularities created in the timing of the video signals.
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The television image is a picture within a frame, with the active 

video portion being the picture itself, and the frame being the 

blanking area around the picture. Basically, the function of the 

time base corrector is to maintain the position of the picture within 

the frame and make the frame stable.

Time base correctors may also incorporate a processing amplifier 

or proc amp. A proc amp reprocesses the video signal to correct 

or alter signal levels. When adjusting the black level, video level, 

chroma level, and hue, it is actually the proc amp section of the 

TBC that is being controlled.

Analog Playback Procedures

When setting up for analog playback using color bars, the first 

step is to set the BLACK LEVEL or SETUP to 7.5 IRE units. The 

next step is to set the VIDEO LEVEL, or luminance, to 100 IRE 

units. Once the black and video levels are set, the next step is to 

adjust the CHROMA, or saturation. The reason why this particular 

order must be followed is that the measurement of each of the sig-

nals is dependent on the one prior.

Next, the CHROMA PHASE, or HUE, can be adjusted. Do not con-

fuse this control with burst phase or system phase. The chroma 

phase or hue control will rotate the color vectors but leave the 

position of the color burst on its reference axis. Turn this control 

to align one of the vectors with its proper box.

To further adjust chroma, HI PASS or CHROMA and 2 FIELD or 

2H can be selected on the waveform monitor. With this setting, the 

color bars can be viewed according to their saturation levels. The 

chip on the far right is blue. Yellow is on the left. The largest chip 

on the left is cyan and the largest chip on the right is red. The 

left chip in the center is green and the right chip in the center is 

magenta (Figure 20.3, also in color insert).
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There are specific chroma levels at which the color chips should 

be set: Yellow and blue are 62 units each, 31 units above and 31 

units below the base line marked on the scope. The next chips in 

on each side, cyan and red, are 88 units each, 44 units above and 

44 units below the base line. The center set of chips is green and 

magenta, each being 82 units, 41 units above and 41 units below 

the base line.

The audio playback level controls are used to set the tone signal 

that is recorded with color bars on the tape. This level should be 

set to play back at zero VU on the audio meters.

Horizontal Blanking

Once playback levels have been set, blanking needs to be mea-

sured. This measurement is taken in the actual program con-

tent as opposed to color bars. The overall horizontal blanking 

Figure 20.3 Color Bars on Waveform Monitor
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period is the first measurement taken. This measurement should 

be taken with the waveform monitor set to FLAT, and 1 �s/DIV. 

The VERTICAL position control on the waveform monitor is used 

to position the sweep of the video signal so that the zero line is 

at �20 units. Active video at the base line will be at 20 units 

(Figure 20.4). The overall blanking width is measured from the 

front porch to the back porch. This measurement should be no 

smaller than 10.6 microseconds and no larger than 11.4 microsec-

onds. The front porch should be 1.5 �s and the breezeway .5 �s.

Once these measurements are taken, the vertical position of the 

sweep can be moved so that the zero line is positioned at �20 units 

on the graticule. This position places the mid-point of horizon-

tal sync on the measuring line. In this position, the width of the 

horizontal sync pulse must be between 4.7 and 4.8 microseconds. 

The burst must have a minimum of 8 cycles and a maximum of 

Figure 20.4 Horizontal Blanking
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11 cycles at an amplitude of 40 IRE units, measured between �20 

and �20 units.

Vertical Blanking

To measure the vertical blanking interval, the waveform monitor 

must be set for 2V or 2 FIELD magnified. There should be six pre-

equalizing pulses and six vertical sync pulses. There will either be 

five or six post-equalizing pulses, depending on whether the even 

or odd field is being displayed. Active video should begin on line 20 

or line 21 respectively (see Figure 4.4).

Video Recording

Before starting the recording process, it is important that the 

machine is set up for proper playback levels. A separate color bar 

reference tape can be used for this purpose. The audio tone should 

be set to play back at zero VU level. Once these levels are set, they 

will be the reference for the record levels.

The first step of making a recording is to record the incoming 

color bars signal. The next step is to check the incoming levels 

and compare them with the machine playback levels. This is done 

by switching between the EE signal and the playback signal off 

tape. At the record VTR, there is little control over what is being 

sent. If the incoming level is too low or too high, the signal must 

be corrected at the point of origination. Once the video levels are 

adjusted and set, the audio record levels can also be set.

Signal Timing

In order to create a coherent recording, the signal must follow cer-

tain guidelines and standards. Some of these standards dictate in 

very specific terms the timing of the signals contained in the video 

information. The synchronizing signal for the NTSC television sys-

tem is the color subcarrier frequency.
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To maintain the proper subcarrier phase relationship between 

sources, the NTSC system is designed to shift the picture horizon-

tally so as to keep the subcarriers in phase. This shift is seen as a 

definite horizontal movement to the left or right. To eliminate this 

shift, a set of specifications was developed to define the subcarrier/ 

horizontal, or SC/H relationship. This set of specifications is known 

as RS170A and refers to subcarrier/horizontal phasing.

RS170A states that the relationship between the color subcarrier 

and horizontal sync should be such that a zero crossing of the 

color subcarrier will occur at the 50% point of the leading edge 

of the horizontal sync pulse on Line 10 of each field. The leading 

edge of horizontal sync is the descending slope of the horizontal 

sync pulse (Figure 20.5). It follows the front porch in the horizon-

tal blanking period. RS170A specifies that the point halfway down 

the slope of sync (� 20 units) should coincide in time with a color 

subcarrier zero crossing point.

Figure 20.5 Leading Edge of Sync

Horizontal Blanking
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The timing differences involved in SC/H phasing are very small. 

Differences are measured in nanoseconds, or billionths of a sec-

ond. In the color subcarrier signal, one cycle of subcarrier lasts 

for .279 microseconds or 279 nanoseconds. (This is rounded to 

280 for mathematical convenience.) There are three zero crossing 

points in one cycle of subcarrier.

At the first zero crossing point, or anywhere up to the first quar-

ter cycle (0�–90�), the system will align itself with the first zero 

crossing point (Figure 20.6), by shifting the picture horizontally to 

the left. If the subcarrier has passed the 90� point, and is there-

fore in the second quarter cycle (90�–180�), the system will align 

itself with the second zero crossing point. The system will shift the 

image horizontally but in the opposite direction to the right.

As the cycle proceeds into the third quarter cycle (180�–270�), the 

second zero crossing point continues to be the reference. The sec-

ond zero crossing point, then, is common to the second and third 

quarter cycles of the subcarrier wave. Finally, the fourth quarter 

Figure 20.6 Subcarrier Cycle
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cycle will reference to the third zero crossing point as the color sub-

carrier wave approaches the start of its next cycle. The system is 

never more than 90� or one quarter of a cycle off. One quarter of a 

cycle is equal to a duration of .07 microseconds or 70 nanoseconds.

Shifting the picture horizontally to the nearest zero crossing point 

may widen the blanking and may put the picture in an incorrect 

color frame. Color framing concerns the position of the subcarrier 

with respect to the lines and fields that make up the color picture. 

Since one cycle of subcarrier is 279 nanoseconds, or .279 micro-

seconds, and one line of a television picture is 631/2 microseconds, 

there are 2271/2 cycles of subcarrier per line.

This means that from line to line, the extra half cycle causes the 

phase of the subcarrier relative to the video to be opposite what it 

was in the previous line. In other words, if at the beginning of line 

10 of a field, the color subcarrier is in its positive going direction 

(moving from lower left to upper right), then at the beginning of the 

next line of that field, it will be in a negative going direction (mov-

ing from upper left to lower right).

This relates to fields, in that if line 10 of the first field of a frame 

started with the color subcarrier going in a positive direction, then 

line 10 of the second field will have the color subcarrier going in 

a negative direction. The two fields that make up that one frame 

will have one field with a positive going subcarrier at its beginning 

and the second field will have a negative going subcarrier at its 

beginning.

At the beginning of the third color field (second frame, first field), 

the phase of the subcarrier will be negative going. In other words, 

if the first color field is positive going, and the second field is nega-

tive going, then the third color field will also be negative going. The 

next color field is the fourth in the series. It completes the second 

frame and it will be positive going. In this four-field system, the 

first field is positive, the second is negative, the third is negative, 

and the fourth is positive.
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Continuing this process will show that the next field, or field five, 

begins positive going. The next field begins negative going, the field 

following that is negative going, and the field following that (field 

eight) is positive going, and so on.

When SC/H phase is to be checked, it is always measured on the 

tenth line, which is the first line that is common to both fields. In 

the odd field, the first full line of video begins on the tenth line. 

In the even field, however, the first half line of video begins on the 

ninth line. In any given color frame, there is one negative field and 

one positive field, negative and positive being defined as the direc-

tion of the subcarrier at the beginning of the tenth line.

Color framing, then, refers to the phase of the subcarrier. This 

four-field system must be adhered to in video editing in order for 

the subcarrier to be a continuous in-phase signal as one image is 

edited to another. If the four-field cycle is not adhered to, the sub-

carrier may become 180� out of phase when it crosses to the next 

color frame.

For example, an edit that placed two positive color frames next to 

each other would cause the phase of the subcarrier at the end of 

one color frame and the phase of the subcarrier at the beginning of 

the next color frame to go in the same direction. Instead of being a 

continuous signal, the color subcarrier at the second frame would 

be 180 degrees out of phase. This would cause an H (horizontal) 

shift at the edit point, as the system realigns itself. To help identify 

the proper sequence of fields in the color television signal, machines 

record a color frame pulse as part of the control track.

In PAL systems, the color framing process is the same except that 

there is a four-frame, eight-field requirement. As there are two 

burst reference signals to account for, the system requires more 

frames and fields to return to the proper color frame reference. In 

SECAM systems, editing does not use a color reference. The video 

signal is edited in non-composite form. As there is no fixed burst 
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reference, it is not possible to make composite color edits. The 

sync signals for video and chroma are added after the project is 

complete.

Insert and Assemble Editing

There are two ways to record in the edit mode, Insert and 

Assemble. In the Insert mode, the existing control track remains 

unchanged while the new video or audio is recorded or inserted 

over existing audio or video tracks. In the Assemble mode, new 

control track is recorded along with video and all-audio tracks.

In the Insert edit mode, there must be a clean, continuous control 

track for the full length of the edit. Often tapes are pre-recorded 

with a video signal such as black or color bars for the length of the 

tape in order to prepare the tape for insert editing. In the Assemble 

edit mode, this is not necessary, as new control track is recorded 

along with the new audio and video information during each edit.

When making an insert edit into existing material, it is necessary 

to set the record machine’s audio and video record levels to match 

those of the existing material. Set the record machine’s playback 

levels by using the bars at the head of the record tape.

In the Assemble mode, the OUT point of an edit will always be 

“dirty,” meaning that instead of a clean cut at the end of the edit, 

there will be a ragged falling-off of video. An assemble edit made 

into existing material may ruin the material that follows it and 

leave an irreparable hole in the control track. The beginning of an 

assemble edit, however, is clean.

Assemble editing, also referred to as crash editing, is used when 

the stock is new or being reused after being degaussed. This pro-

cess can also be used in the interest of saving time and money. 

As recording on tape is a real-time process, to prerecord or pre-

black a one-hour tape would take an hour. Assemble editing is 
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commonly used in news editing situations, when the editor doesn‘t 

have enough time to prepare a tape by recording black and con-

trol track for the tape‘s entire run length. The tape can be quickly 

formatted with a couple of minutes of black, as well as the bars 

and tone reference signal at the beginning, and then be used for 

assemble editing from that point forward.

Digital Playback and Recording

Because of the consistency of digital data and the ability to incor-

porate error correction, the process of recording and playing back 

digital information is greatly simplified. While it is still necessary 

to verify the accuracy of the incoming or transmitted signal, digital 

signals left in unity or the preset machine levels generally will not 

need to be adjusted.
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Unlike program material, test signals are designed to assist in 

achieving precisely defined measurements in the video signal. They 

are used to determine whether a piece of equipment or system is 

working properly, to measure noise levels in the signal, chroma 

errors, errors that occur in the converging of the chroma and lumi-

nance signals, and to measure signal levels to ensure they meet 

proper standards. There is a multitude of test signals, each one 

designed to measure a specific aspect of the television signal.

Both the digital and analog domains make use of some of the same 

test signals. However, because analog and digital signals are prone 

to different types of errors, the way test signals are examined and 

analyzed differs between the two domains. In the digital domain, the 

displays used on the waveform and vectorscope examine properties 

of a digital test signal that do not exist in analog.

Color Bars

The primary test signal in video is color bars. Color bars come in 

several different presentations, including full field bars, EIA split 

field bars, SMPTE, and PLUGE bars. These were developed over 

time to address different aspects of the video setup process.

Test Signals, Displays, 

and Media Problems
21
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The EIA split field bars contain a 100% white chip, a 75% white 

chip, and the three primary and three secondary colors. The analog 

black setup chip is 7.5 IRE units. In digital, the black setup chip is 

223 zero units (Figure 21.1, also Figure 7.2 in color insert). In ana-

log, the I and Q chips are used to determine if the color is being 

created correctly by the encoder and to set the phase on a vector-

scope. If the I, Q, and burst signals are not in their exact relation-

ship to each other in the analog signal, then the color information 

that results will be incorrect.

Color bars can be generated from several different sources: from a 

camera encoder, from a color bar generator, or from a sync genera-

tor with a color bar pattern output. When the color bar signal is 

coming from a camera encoder, it represents the way the camera 

has been setup. The encoder is creating the color bars in the same 

way it will process the video when the camera is switched over to 

a picture mode. The bars coming out of the encoder are created by 

the same electronics that will create the television picture.

Figure 21.1 PLUGE Bars Display
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Stairstep

Theoretically, analog television systems should handle chroma 

equally through all luminance levels. High luminance colors and 

low luminance colors should be carried through the system without 

distortion of levels. In practice, chrominance signals are not always 

reproduced accurately. Errors in chroma reproduction are possible 

between the lowest luminance signals and the highest luminance 

signals.

The stairstep test signal was created to determine the accuracy 

of reproduced chroma signals during changes in luminance. The 

stairstep signal displays a consistent chroma level through chang-

ing luminance levels. Color subcarrier is used as the chrominance 

signal, as it is the main carrier of the color information in the sys-

tem and common to all colors.

The stairstep signal is a set of luminance chips from 7.5 to 100 

IRE units in 5, 10, or 20-unit steps. There is no true color in the 

signal. There is only color subcarrier running through a series of 

luminance chips (Figure 21.2).

Multiburst

Multiburst is a test signal that was created to identify how a sys-

tem handles different frequencies at the same luminance level. In 

some ways, it is the flip side of the coin from the stairstep signal. 

Stairstep measures a fixed chroma level over varying luminance 

levels, whereas multiburst measures varying frequencies over a 

fixed luminance level.

Analog video is recorded using a frequency modulated process. 

The variations in frequency imposed on the carrier represent the 

changes in levels of the video. In theory, a television system should 

reproduce all frequencies equally without altering the original val-

ues. In reality, due to the imprecise nature of analog recording, 

various frequencies are often altered from their true values during 
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Figure 21.2 A, Stairstep Image and B, Stairstep on Scope

(A)

(B)



How Video Works

259

the record process. Therefore, when playing back such a recording, 

light and dark areas may appear brighter or darker than they 

actually are.

Multiburst is a series of ‘’bursts’’ or pieces of various frequencies. 

Multiburst is a 50% luminance level, and the frequencies included 

are usually 1/2 megahertz, 1 megahertz, 2 megahertz, 3 megahertz, 

3.6 megahertz, and 4.2 megahertz. This range covers the frequency 

spectrum of the television system, including the approximate fre-

quency of the color subcarrier (Figure 21.3).

In the multiburst signal, there is no chroma information, because 

it is a luminance test pattern. The multiburst is tied in with color 

in the sense that most of the color information is high frequency 

and the luminance information is low frequency. An increase or 

decrease in either one would cause some colors to appear over-

saturated or undersaturated.

As multiburst is also used to measure and compare the abilities 

of a system’s machines, monitors, and tapes to reproduce the fine 

detail in an image, it is useful in digital video as well as analog. A 

lack of ability to handle high frequency signals results in a blur-

ring of fine edges in an image.

Cross Hatch

It is possible for the top or bottom of a monitor’s image to compress 

or slant inward. This is called keystoning. The term keystone refers 

to the ‘’key’’ stone in an arch. The keystone is wider at the top than 

at the bottom. Therefore, a television picture that is wider at the 

top than at the bottom, or vice versa, is said to be keystoned. The 

image may also curve inward on the sides. This is called pincush-

ioning, named after the shape of early pincushions used in sewing. 

These problems may occur due to misadjustments in the scan-

ning sweep within the monitor’s electronics. The test signal used 

to determine if these problems exist in a monitor is cross hatch, 

also called linearity.
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Figure 21.3 A, Multiburst Image and B, Multiburst on Scope

(A)

(B)
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Cross hatch is a series of horizontal and vertical white lines on a 

black field that form a series of square boxes on the monitor. In 

some displays, a white dot is put in the center of each box (Figure 

21.4). The horizontal and vertical lines in the cross hatch signal 

will reflect distortions that create keystoning or pin cushioning 

effects.

Cross hatch is also used to check for alignment or registration of 

the color beams in a monitor. If the beams in the monitor are not 

properly aligned, there will be color fringes on the cross hatch lines. 

On a properly aligned monitor, the squares on the monitor should 

all appear to be of equal size, perfectly square with each other, all 

the way out to the corners and edges of the screen. The entire dis-

play should have perfect white lines without any color fringing.

Digital Displays

There are several test displays that are unique to digital video: 

Diamond, Bowtie, Lightning, Arrowhead, and Eye Pattern displays. 

Many of these are proprietary to Tektronix, the company that cre-

ated the scopes, because  they developed the test signals.

Diamond Display

In a video signal, there is a gamut, or range, of allowable colors 

within the RGB domain or color space. The Diamond display is the 

most reliable and useful indicator that an image or graphic falls 

within color gamut. If a signal extends outside the diamond, it is out 

of gamut. If it stays within the gamut, it is considered to be legal.

Often times in broadcasting, other images such as graphics are 

used within the RGB color space. If these images were created out-

side the RGB color space, where the limitations are more complex, 

it’s important to ensure that they are still within the RGB color 

range. If a signal will not translate properly to RGB, the signal is 
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Figure 21.4 A, Cross Hatch Image and B, Cross Hatch on Scope

(A)

(B)
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said to be invalid even if it falls within the legal range in its own 

standard. Valid color gamut is defined as all colors created by all 

possible combinations of the legal values of R, G, and B. Valid sig-

nals will translate properly from system to system, tape format to 

tape format, and standard to standard. A valid signal is always 

legal, but a legal signal may not necessarily be valid. 

The way the gamut is identified on the Diamond display is by sim-

ple vectors that represent colors. Together, these vectors form two 

diamond shapes (Figure 21.5, also in color insert). Any signal that 

is outside of these diamonds, or this color gamut, is outside the 

color space limits and may not be reproducible by a color monitor 

or may not translate properly if the signal is converted to another 

format. This display is used to ensure that the color portion of the 

signal is not oversaturated. If the signal is oversaturated, the por-

tions of the image outside the diamond area may be clipped or lim-

ited to colors within the gamut. Errors in green amplitude will affect 

both diamonds equally, while errors in red will affect only the bot-

tom diamond and errors in blue will affect only the top diamond.

Figure 21.5 Diamond Display
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Bowtie Display

Another display used to view a digital signal is the Bowtie display. 

The Bowtie display has two purposes. The first is to ensure that the 

luminance signal and the color difference signals are timed to occur 

simultaneously. It is important that these signals converge at the 

same time so that a complete and correct image will be created. The 

second purpose of the Bowtie display is to ensure that the gain or 

amplitude of these signals, luminance, and color difference, match 

as well. The Bowtie shows the composite of the color and lumi-

nance signals together as one display. This display is named after 

the bowtie shape of the signal (Figure 21.6, also in color insert).

Lightning Display

A third digital display is the Lightning display, which takes the 

form of a lightning bolt (Figure 21.7). The Lightning display com-

pares the color difference signals (Pb Pr) with the luminance signal 

(Y). This display, as opposed to the Bowtie, compares the color dif-

ference signals over the range of luminance levels rather than as 

a composite of all the signals. It is important that the relationship 

between the quantity of color (saturation) and the luminance level 

(video) remains constant, or that any increase or decrease in lumi-

nance is accompanied by a corresponding increase or decrease in 

color saturation. In this way, the lightning display shows any error 

caused by changes within luminance or chrominance that do not 

track with each other.

Figure 21.6 Bowtie Display
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The display compares luminance with Pb in the upper half of 

the display and luminance with Pr on the lower half. There is a 

bright dot in the center that is the zero signal level or black. White 

appears at the top and bottom of the Pb and Pr displays. The 

appearance of any traces outside the graticule boxes in the upper 

portion of the display indicates an error in Pb amplitude. If the dis-

placement is in the lower portion of the display, then there is an 

error in the Pr channel. If the displacement is evident in both the 

upper and lower portions at the same time, the error is in the lumi-

nance portion of the signal.

Arrowhead Display

The Arrowhead display is used to show out-of-gamut conditions 

in a composite color signal without having to convert a signal from 

component to composite to check the condition of the signal. The 

Figure 21.7 Lightning Display
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Figure 21.8 Arrowhead Display

display is composed of a horizontal line at the bottom, a vertical 

line at the left edge, a series of diagonal lines at the upper right 

and a single diagonal line at the lower right. The luminance is dis-

played along the left vertical axis. The chroma subcarrier at each 

luminance level is plotted along the horizontal axis. The quantity 

of the chrominance information at each luminance level is plot-

ted along the horizontal line with zero level at the left corner of 

the arrow display. The single diagonal line sloping upward forms a 

graticule that indicates total luminance plus chroma amplitudes. 

The series of diagonal lines sloping downward indicate luminance 

plus chroma extending toward maximum allowable transmitter 

power and are denoted in IRE units of video. 100 IRE in compos-

ite is equal to 700mV in component. IRE units are used since this 

test signal is measuring a composite NTSC version of a digital sig-

nal and therefore the measurements are called out in analog spec-

ifications (Figure 21.8, also in color insert).
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Eye Pattern Display

A new signal additional is the Eye Pattern display. This display 

helps the user identify a problem at the physical level, one that 

might be caused by, for example, cable length. Analog video han-

dles timing errors with a great degree of latitude, which is good 

as analog video is subject to a host of timing issues that can be 

generated by a variety of elements such as cable lengths, media 

problems, machine wear, and facility design. The signal will still be 

present though it may display some degradation (Figure 21.9).

Figure 21.9 Eye Pattern Display

Digital video, on the other hand, is not forgiving of errors. Digital 

signals are much more absolute. Therefore, errors can be more 

critical in the creation and transmission of digital video data. 

Digital video is composed of digital bits that are transmitted or 

reproduced from recorded media in groups and reformed at the 

receiving or viewing end. The data is then converted to analog for 

viewing. Timing errors between the transmission and reception 

ends can cause a number of problems. Incorrect data rates or lost 
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data at the transmission or playback end can cause signal distor-

tion or disruption at the receiving end leading to a complete loss of 

the signal. 

In digital video, synchronization is provided by End of Active Video 

(EAV) and Start of Active Video (SAV) sequences that start with 

unique three word patterns that are included in the data stream. 

In High Definition video, both luminance and chrominance signals 

have these sequences and, with the wide variety of HD formats, 

additional codes can be added to indicate additional data.

One of the errors that becomes apparent with lost or incorrect data 

is jitter. Jitter is defined as the variation of a digital signal’s place-

ment in time with respect to its ideal or correct placement. This 

can cause the data to become momentarily misaligned in time. If 

the error in time is great enough, the data may be misinterpreted 

or lost. The Eye Pattern test signal allows these timing errors to be 

displayed and measured on a waveform monitor. 

Histogram Displays

A Histogram display is another available display that’s typically 

used in computer video systems. A Histogram shows the distri-

bution of dark and light areas within the digital image as a pixel 

density display. The Histogram is displayed within horizontal and 

vertical axes. The horizontal axis represents levels of brightness 

from black at the left end of the scale to white at the right end of 

the scale. Pixel density is read on the vertical axis with the den-

sity increases shown from low density at the bottom of the vertical 

axis, to higher density moving up the vertical axis (Figure 21.10).

At each level of brightness along the horizontal axis, the height 

of the display line indicates the pixel density at that specific light 

level. The more pixels at that level of brightness, the taller the dis-

play line. Thus, dark areas of the image are concentrated on the 

Histogram display at the left side and bright areas of the image 

are shown farther to the right along the horizontal axis. Bright 
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images would skew the Histogram toward the right end of the dis-

play and predominantly dark images would skew more toward 

the left. An evenly lit image would distribute the pixel density dis-

play more evenly across the Histogram screen. In motion images, 

the Histogram will be constantly changing as the images change. 

Colors may also be displayed as a Histogram. Each of the colors 

appears on a display, much the same as luminance does, showing 

the pixel density or concentration of each color.

Some software programs allow manipulation of the Histogram to 

actually affect the image. By using pointers included in the Histo-

gram display and dragging them along the horizontal axis, the 

image can be lightened or darkened, or the color balance can be 

shifted. The pixel density itself cannot be changed, only the con-

centration of the pixels in a particular location. 

Analog Tape Problems

Videotape as a recording medium has a number of problems asso-

ciated with it. Some of them are due to improper handling, and 

some are due to normal tape wear. If handled properly, a videotape 

is good for dozens of passes through a VTR. These problems are 

not as extensive in cassette tape formats.

Figure 21.10 Histogram Display
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One of the problems of analog videotape recording is dropouts. 

Drop outs are missing microscopic bits of oxide on the tape. They 

appear on a monitor as missing lines or portions of lines of video 

information. Most machines have what are called dropout compen-

sators, or DOCs. DOCs fill in the missing video by using the previ-

ous line of good video. When the dropouts become excessive, or 

there are large quantities of missing oxide, the result is noticeable 

even when using the dropout compensator.

Creases and wrinkles come from poor videotape handling or from 

a machine malfunction. Once a tape is creased or wrinkled, it may 

not be able to be run through the machine without the risk of 

damage to the machine and the video heads.

All videotape stretches from normal starting, stopping, and shut-

tling procedures, but that is compensated for in the design of the 

machine itself. The type of stretching that becomes a problem 

comes from using the same piece of tape over and over in the same 

area.

Digital Tape Problems

Tape stretching is not a problem in digital formats because the 

information on tape is digital data and not an analog signal. Also, 

digital tape formats have a built-in ability to detect an error, and 

then either conceal it or correct it on playback. Errors in digital 

magnetic media take the form of missing data bits that are detected 

during playback. Rather than simply repeat the prior information, 

as with an analog dropout compensator, the microprocessor exam-

ines the prior data and the following data and calculates what the 

missing information might be. The machine then creates the miss-

ing data bits and includes that data at the output of the machine.

In this manner, any distortion of data due to creases, wrinkles, 

dropouts, and so on can be detected and concealed or, in some 

cases, corrected. Digital machines have the capability to report on 
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the monitor whether missing information has been detected and 

whether the error has been concealed or corrected.

Optical Media Problems

In the case of optical media, there is no possibility of dropouts or 

lost data. However, optical media, because it is plastic based, is 

prone to two forms of damage: scratches and warping. Scratches 

create a defraction problem with the laser beam used to read the 

data. The scratch causes the beam to become scattered or inco-

herent. Scratches can be repaired by polishing the surface of the 

CD or DVD, or by coating the surface with a material that prevents 

the dispersion of the laser beam.

Warping, caused by heat or improper storage, is not a correctable 

problem. If the disk is warped, the distance that the laser travels 

is altered and the data cannot be reproduced correctly. A disk that 

is warped cannot be straightened or corrected.

Hard Drive Failures

Hard drives, because they are mechanical, are subject to mechani-

cal failures. These would include bearing problems, overheating, and 

contact between the read/write head and the surface of the disk. 

Hard drives are mounted on bearings that reduce friction as the 

disk spins. If the bearings fail, the disk will seize and stop turning. 

Bearings can fail due to a loss of lubrication or from overheating. 

The read/write head transfers data to the surface of the disk with-

out actually making contact. If it does make contact with the disk 

surface, it causes damage and can destroy the data. If the disk 

has not been severely damaged, it can be removed from the drive, 

placed in a new drive, and the data retrieved.

Hard drive failures can be overcome through a system of redundant 

information spread over several disks. Through a RAID system, the 
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data is duplicated over several drives. A failure of one drive does 

not result in the loss of data. Also, replacement of a defective drive 

can occur without any interruption.

In Summary

The theory and operations of video can be a challenging subject 

to pursue. At the present time and for the foreseeable future, the 

industry is going through a period of great change, as are most ele-

ments of the communications field. Maintaining your understand-

ing of the area will require ongoing study and education. While this 

book has laid the foundation for a basic knowledge of how video 

works, it will continue to be updated to reflect the major changes 

within the video industry.
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4:2:0 A digital compression scheme. For every four samples of 

luminance taken, two are taken for each color difference signal, 

but only on every other scan line. (See 4:2:2.)

4:2:2 A digital compression scheme. For every four samples of 

luminance taken, two are taken for each of the color difference 

signals.

4:4:4 A digital compression scheme. For every four samples of 

luminance taken, four are taken for each of the color difference 

signals.

Active Video The portion of the video signal that contains pro-

gram material.

Additive Color System The color system in which adding all col-

ors together produces white. It is an active color system in that the 

object being viewed is generating the visible light as opposed to 

reflecting another light source. The television system is an additive 

color process.

Address Track The time code channel created for the 3/4-inch 

cassette format. The address track is imbedded in the video track, 

thus leaving the two existing audio channels available for program 

material.

Glossary
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AFM Audio Frequency Modulation A method, developed by 

Sony, for recording audio in the video track of a BetaSP recording. 

The AFM channels yield a higher quality audio signal than the  

standard longitudinal audio tracks. Unlike the longitudinal audio 

tracks, these tracks can only be recorded along with video.

Amplitude Modulation (AM) A change or modulation in the 

height or amplitude imposed on a carrier signal. The changes in 

amplitude are analogous to voltage variations in the signal. In tele-

vision, it is the method used for transmission of video information.

Analog In television, a signal that uses continuously varying volt-

age to represent the outputs from equipment for the purpose of 

recording, playing back, or transmitting.

Aperture The dot of electron illumination that occurs where the 

beam intersects the face of the target. The dot or beam aperture is 

the smallest size that an element of picture information can be.

Arrowhead Display A type of digital scope display used to mea-

sure out-of-gamut conditions from a digital source in composite 

color space without requiring the encoding of the digital data to a 

composite form.

Aspect Ratio The mathematical relationship between the width 

and the height of an image. The standard NTSC, PAL, and SECAM 

analog aspect ratio for television is four units wide by three units 

high, shown as 4 � 3. The aspect ratio for High Definition televi-

sion is 16 � 9.

ATSC Advanced Television Systems Committee The next genera-

tion of the NTSC, it is the group responsible for the creation of dig-

ital SDTV and HDTV in the United States.

Assemble Edit A type of edit where control track is laid down 

along with the video and audio.

Auto Edit Mode The capability of a VTR to go in and out of an 

edit automatically at pre-selected points.

B Frames The bi-directional frames indicated in an MPEG com-

pression system. The data they contain are extracted from the 



How Video Works

275

previous and/or following frames and thus are referred to as 

bi-directional. These frames cannot stand alone, as they contain 

only portions of the video data from each frame.

Back Porch The period of time during horizontal blanking that 

follows the horizontal sync pulse and continues to the beginning 

of active video.

Bias The recording of a very high frequency audio signal at a low 

energy level on a tape. The signal overcomes the tape’s resistance 

to recording the incoming signals.

Binary A system of numbers consisting only of zeros and ones. The 

language in which computers store and manipulate information.

Bit In digital or computer information, a zero or a one.

Bit Rate The number of bits per second moving through a digital 

system, expressed as bps.

Black Burst A composite signal that combines the color sub-

carrier, horizontal sync, vertical sync, blanking, and a black video 

signal. It is also known as Color Black.

Black Level The measurement of the black portion of the video 

signal. In an analog television system, this should not go below 7.5 

IRE units. In a digital video system, black may be zero units.

Bowtie Display On a digital waveform monitor, a display used to 

check and confirm the coincidence of the luminance and chromi-

nance signals.

Breezeway The part of the horizontal blanking period that goes 

from the end of the horizontal sync pulse to the beginning of the 

color burst cycle.

Burst Eight to eleven cycles of pure subcarrier that appear on the 

back porch during horizontal blanking. The burst is used as a refer-

ence to synchronize color circuits in a receiver with the transmitted 

color signals. It is not modulated and does not have any of the other 

chroma information in it, such as hue and saturation.
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Calibrate The process of standardizing a reference tool, such as 

a vectorscope or waveform monitor, so that any signal information 

that is displayed is measured accurately.

Captioning/Closed Captioning Developed to aid the hearing 

impaired, the process of encoding and decoding typed text so that 

it may be displayed on a receiver or monitor. In the NTSC closed 

captioning system, the data is incorporated on line 21.

Charge Coupled Device (CCD) A solid-state device or chip con-

sisting of multiple sites operating as capacitors that convert light 

energy to electrical charges.

Chroma Subsampling The sampling of the color or chroma infor-

mation in an image less often than the luminance to reduce the 

amount of data to be stored or transmitted.

Chrominance Pure color information without light or luminance 

references.

Color Bars A test signal that provides the necessary elements 

for visual setup of video equipment. The basic display includes a 

white or video-level reference, black-level reference, chroma levels, 

and hue information. Additional elements also may be included.

Color Black/Black Burst A composite signal that combines the 

color subcarrier, horizontal sync, vertical sync, blanking, and a 

black video signal.

Color Difference Signal The calculation of the quantity of chroma 

information in the signal minus the luminance (Y) information 

(i.e., R-Y, B-Y, and G-Y).

Color Encoding Translating the color video information from its 

original state to a condensed form for recording and transmitting.

Color Frame Pulse A pulse recorded on videotape that identifies 

the color frame cycle.

Color Framing The phase or direction of the subcarrier signal 

with respect to the lines and fields that make up the color picture. 

In the NTSC system, the color frame is determined by the phase of 
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the color subcarrier at the beginning of line 10 of the first field of 

each frame. In the NTSC system, there are four fields to the color 

frame cycle. In the PAL system, there are eight fields to the color 

frame cycle.

Color Gamut The allowable range, minimum and maximum, of the 

color difference signals. Within this range, colors will be reproduced 

accurately on a picture monitor or receiver. Outside this range, 

certain colors may be either distorted or not reproduced at all.

Color Subcarrier An additional carrier for the color information 

that is transmitted and recorded within the main carrier of the 

video signal.

Component Individual element that represents a part of the 

composite signal. In component television, these elements include 

Y (luminance), R-Y, and B-Y (the color difference signals), or R, G, 

and B (the individual color signals).

Composite A complete video signal that includes all sync signals, 

blanking signals, and active video. Active video contains luminance 

and chrominance information encoded into one signal. Composite 

sync includes horizontal and vertical sync and vertical pre- and 

post-equalizing pulses.

Compression The process of reducing data in a digital signal by 

eliminating redundant information.

Control Track A recorded signal on videotape that allows the 

VTR scanner or head to align itself with the beginning of each 

video track. One control track pulse occurs for each revolution of 

the scanner.

Cross Hatch A test signal that displays horizontal and vertical 

lines that can be used to determine whether a video monitor is 

distorting the video image. Also called linearity, such distortion 

might include pincushioning, keystoning, and color fringing caused 

by misalignment of the color guns.

Cross Pulse A monitor display that shows both the horizontal 

and vertical blanking periods. Also known as Pulse Cross.
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Cue Track An audio track in digital video recording used for locat-

ing sections or scenes when the tape is in a shuttle or jog mode.

Decibel A logarithmic relationship between two power values. In 

audio it is used to measure the intensity of sound. Notated as dB, 

there are several variations of decibel measurements.

Decoding The process of reconstituting recorded or transmitted 

information that has been encoded back to its original state. Some 

of the original information may be lost in the initial encoding pro-

cess and will be unrecoverable during decoding.

Deflection Coils In a video camera or receiver, the device that 

moves the beam across the face of the target or picture tube. Hori-

zontal deflection coils cause the electron beam to scan from side to 

side for individual lines. Vertical deflection coils cause movement 

of the beam up or down to the next line and cause retrace to occur 

at the end of each field.

Demodulate To take a modulated signal that is imposed on a 

carrier and recreate the information it represents in its original 

form.

Diamond Display A simplified display on a vector scope for the 

RGB color component signals that indicates the valid limits for the 

color gamut.

Differential Gain The measurement of the difference in satura-

tion levels that can occur between low-luminance colors (e.g., blue) 

and high-luminance colors (e.g., yellow).

Differential Phase The errors in hue that can occur between 

low-luminance colors (e.g., blue) and high-luminance colors (e.g., 

yellow).

Digital A system that uses binary bits or digits to represent sine 

wave or analog information.

Dolby Originally a technique for audio noise reduction developed 

by Ray Dolby and Dolby Laboratories, it is also a standardized sys-

tem for 5.1 channel surround sound called Dolby Digital AC-3.
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Downconverting Converting a video signal from a scanning stan-

dard with a high pixel count to one with a lower pixel count.

Downlink A facility for receiving signals from a satellite.

Drive Pulse The signals used in an analog video system that 

cause interlace scanning to occur. Drive pulses are used for both 

horizontal and vertical scanning of the electron beam.

Drop Frame A type of timecode in which the timecode generator 

drops, or actually skips, two numbers, 00 and 01, every minute 

except the 10th minute. Drop-frame timecode is clock accurate.

Dropouts Missing microscopic bits of oxide on a videotape that 

appear on a monitor as missing lines of video information.

Electron Beam A stream of electrons used to convert light energy 

to an electrical signal, as in a camera pickup tube, or to convert 

electrical energy to light, as in a monitor or cathode ray tube.

Electron Gun That part of the pickup tube or receiver that pro-

duces the electron beam.

Encoding In general, the process of compressing data for storage 

or transmission purposes.

Equalization The boosting or attenuating of certain frequencies 

when a signal is recorded or played back so as to more accurately 

represent or purposely alter the original signals.

Equalizing Pulses Pulses that assure continued synchronization 

of the video signals during vertical retrace as well as proper inter-

lace of the odd and even fields of video.

External Sync A synchronizing reference that is coming from an 

external source.

Eye Pattern Display A type of display on a digital scope that 

shows timing errors in the digital signal chain.

FCC Federal Communications Commission The commission that 

regulates the practices and procedures of the communications 

industries in the United States.
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Field One half of a scanned image. A field can be referred to as 

an odd field or an even field. In the NTSC system, each field is 

made up of 262½ lines. There are 2 fields per frame and 60 fields 

per second. In the PAL and SECAM standards, there are 312½ 

lines per field, 2 fields per frame, and 50 fields per second.

Footprint The area of the earth that a satellite signal covers.

Frame The combination of the odd and even fields of a video sig-

nal. In each frame of NTSC video, there are 525 lines of informa-

tion, and there are 30 frames in a second. In the PAL and SECAM 

standards, there are 25 frames per second, each frame containing 

625 lines.

Frequency Modulation (FM) A change in the frequency of the 

signal imposed on a carrier. Frequency changes reflect voltage 

variations from the output of the originating source. In television, 

it is the method used for recording analog video information on 

tape and for the transmission of audio signals.

Front Porch That period of time during horizontal blanking that 

starts at the end of active video and continues to the leading edge 

of the horizontal sync pulse.

GOP The defined Group of Pictures used in the MPEG compres-

sion process. The GOP will contain an I frame and may contain B 

frames and P frames. The group may consist of as few as 1 frame 

or as many as 30 or more.

Graticule A lined screen in front of a CRT on a waveform or vec-

torscope, which is used to measure and define the specifications of 

a signal.

Geosynchronous When satellites are placed in orbit, they are set 

in motion to move at the same speed as the rotation of the earth, 

making them stationary above the earth. The geosynchronous 

orbit is set at 22,300 miles above the earth.

Harmonics The multiplication of frequencies achieved by add-

ing the initial frequency or fundamental to itself in an arithmetic 

progression.
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HDTV High Definition Television The high-resolution standard 

for video. HDTV includes a high pixel count, increased line count, 

and a wider aspect ratio.

Hertz Anything measured in “cycles per second” or the number 

of changes that occur within one second.

Head Individual parts of a tape machine that erase, record, or 

play back signals on a tape.

Histogram Display A graph that displays a statistical analysis of 

the distribution of pixel values in an image based on their bright-

ness values.

Horizontal Blanking The period of time in which the electron 

beam is turned off while it is repositioned to start scanning the 

next line.

Horizontal Drive Pulses Pulses that cause the electron beam to 

scan horizontally across the face of the target in a tube camera.

Horizontal Resolution The amount of detail that can be achieved 

horizontally across an image. This is generally measured as the 

number of vertical lines that can be accurately recreated horizon-

tally across the screen. In film it is measured in the number of 

lines per millimeter. In video it is measured by the frequency of the 

signal that can still be seen as individual black and white lines.

Horizontal Synchronizing Pulses That part of the video signal 

that ensures that all of the equipment used in the creation, trans-

mission, and reception of the video signal is synchronized on a 

line-by-line basis.

Hue A specific color or pigment. In television, one of the elements 

that makes up the composite color signal. A hue is represented by 

a vector on the vectorscope.

I And Q Vectors The In-phase and Quadrature vectors along 

which color video information is encoded in the NTSC video 

standard.
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I Frame In the MPEG compression process, the intraframe. The 

frame that contains all the image data and needs no reference to 

the preceding or following frames. Used as the reference frame for 

the creation of the B and P frames.

Image Resolution The amount of detail contained in a video 

image based on the number of lines in the image and the number 

of pixels per line.

Infrared Frequencies above 100 gigahertz and below 432 trillion 

hertz. Infrared is above the broadcast spectrum and below the vis-

ible spectrum. Infrared can be felt as heat.

Insert Edit A type of edit where new video or audio is recorded 

onto existing material. The existing control track remains 

unchanged.

Interframe Compression A compression scheme that reduces 

the amount of information required to describe a sequence of 

images by only preserving the information about what has changed 

between successive frames.

Interlace Scanning The process of combining two fields of video 

information. One field has the odd lines of the scanned image and 

the other field has the even lines. The two fields are interlaced 

together to form one complete image or frame of video.

Internal Sync A sync reference that is generated within a piece 

of equipment.

Intraframe Compression A compression scheme that reduces 

the amount of information that makes up a single frame by sub-

sampling or reducing the number of digital bits or amount of data 

needed to describe an image.

IRE Named after the Institute of Radio Engineers, a measure-

ment of units of video information on the waveform monitor grati-

cule. One volt of video is divided into 140 IRE units.

JPEG Named after the Joint Photographic Experts Group, a pro-

cess of lossy image compression used for still images.
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Keystoning When the top or bottom of a television image is 

compressed or less than full width. The name is derived from the 

shape of the stone placed at the top of an arch.

Leading Edge of Sync The descending slope of the horizontal 

sync pulse that follows the front porch.

Lightning Display A display on a waveform monitor that plots the 

two color difference signals against the luminance signal. Used to 

measure the color accuracy over the luminance gain to detect any 

timing delay between the color signals and the luminance signal.

Line Frequency In the NTSC monochrome system, 15,750 lines 

per second, a multiple of 525 lines per frame at 30 frames per sec-

ond. In the NTSC color system, approximately 15,734 lines per 

second, yielding 29.97 frames per second.

Linearity See Cross Hatch.

Longitudinal Timecode Timecode recorded and reproduced as 

an audio signal.

Lossless Compression In lossless compression, the restored 

image is an exact duplicate of the original with no loss of data.

Lossy Compression In lossy compression, the restored image is 

an approximation, not an exact duplicate, of the original.

Low Pass A filter that passes luminance data and filters out the 

higher frequency color information.

Luminance The amount of white light in an image.

Manual Edit Mode The mode in which edits can be made “on the 

fly” without preset entry or exit points.

Modulated Carrier A specific frequency upon which changes 

have been made to carry or transmit information. There are two 

ways to modulate or change a carrier, amplitude modulation (AM) 

and frequency modulation (FM).

Metadata Information that is added to the serial data stream 

that provides data about the picture and sound for display and 

other devices.
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MPEG Named after the Moving Picture Experts Group, a lossy 

compression process used to reduce the data requirements for mov-

ing images. There are several variations, from MPEG-1 to MPEG-21.

MP3 MPEG Audio Layer 3 An audio compression standard gener-

ally used to reduce the storage requirements for music.

Multiburst A test signal used to measure the capability of a video 

system or monitor to reproduce a range of frequencies. The range 

of frequencies tested is generally from .5 MHz through 4.5 MHz.

Multicasting The transmission of more than one signal in the 

same spectrum space.

Non-Drop Frame A type of timecode used to label every video 

frame in numerically consecutive order. It is not altered to reflect 

the slower frame rate of color television, i.e., it is not clock accurate.

NTSC Named for the National Television System Committee, a 

method for creating composite analog monochrome television. 

Also, a method used to create color television based on color dif-

ference components modulated on one color subcarrier.

Octave In television and video, a doubling of a frequency.

Oscilloscopes A type of measuring tool that uses a CRT to dis-

play and measure signal strength, frequency, and amplitude.

One Volt “Peak-to-Peak” The strength of a video signal measured 

from –40 IRE units to 100 IRE units in analog. In digital video, one 

volt is measured in millivolts, from –300 to 700 millivolts.

PAL Phase Alternate Line, a method for creating composite ana-

log color video. The PAL system makes use of two color subcarriers 

simultaneously that are phase inverted from each other on alter-

nate scan lines.

Parade A display on a waveform monitor that simultaneously dis-

plays the luminance signal and the two color difference signals in 

sequential order.

Pedestal The black level in the video signal. Also called Setup.
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Persistence of Vision The period of time that the retina, or light-

sensitive part of the eye, retains an image. The phenomenon that 

allows a sequence of individual images to be perceived as continu-

ous motion.

P Frames In the MPEG compression process, the predic-

tive frames. P frames contain only data that is different from the 

I Frame. They are not complete images and cannot stand alone.

Packets In the data stream, after the data has been segmented 

to prepare for transmission, it is inserted in a packet. Packets are 

then contained in frames.

Pickup Tube The tube inside a camera that converts light into 

an electrical signal.

Pincushioning When the picture curves in along the sides. Named 

after the old-style pincushions used for holding pins for sewing.

Pixels Picture elements, the individual elements that make up a 

digital image.

PLUGE Picture Line Up and Generating Equipment An SMPTE 

color bar display that may be used to correctly calibrate a picture 

monitor.

Post-Equalizing Pulses Six pulses that occur after vertical sync 

at twice the line frequency. They assure continued synchroniza-

tion during vertical retrace as well as proper interlace of the odd 

and even fields of video.

Pre-Equalizing Pulses Six pulses that occur before vertical sync 

at twice the line frequency. They assure continued synchronization 

during vertical retrace as well as proper interlace of the odd and 

even fields of video.

Preroll The amount of time VTRs need to stabilize and synchro-

nize before making an edit.

Primary Color In a defined color system, a color that cannot be 

created through a combination of any of the other primary colors.
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Preview A look at how an edit would appear if it were recorded, 

without actually recording the video.

Progressive Scan The recording and recreation of an image as a 

complete line-by-line frame from a single point in time.

PsF Progressive Segmented Frame A progressively scanned image 

that has been divided into two fields, each containing alternate 

lines from the frame. Unlike a true interlaced frame, both fields 

are from the same point in time.

Pulse Cross See Cross Pulse.

Pulldown The process of duplicating video fields in order to map 

a 24 frame per second sequence into 30 frame per second video.

Pullup The process of removing the duplicate video fields intro-

duced during the pulldown process that will restore a 30 frame 

per second video sequence to 24 frames per second.

RAID Redundant Array of Independent Disks The recording of 

data redundantly over more than one hard drive disk to prevent 

catastrophic loss. There are several varieties of RAID providing 

various levels of protection.

Retrace During the scanning process, the return path of the 

electron beam.

RF Radio Frequency That portion of the spectrum that lies 

between 3kHz and 300GHz.

Sampling Rate The rate at which analog data is read and the 

result is converted to digital information.

SAP Separate Audio Program In television recordings and trans-

mission, a separate audio channel reserved for foreign languages.

Saturation The ratio of luminance to chrominance information 

(e.g., the difference between red and pink).

Sawtooth Waveform Generator A circuit in a video camera that 

is used to trigger the horizontal and vertical deflection of the elec-

tron beam. The name “sawtooth” refers to the shape of the signal 
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the generator creates, which looks like the serrations on the edge 

of a wood saw.

SC/H Phasing The relationship between the phase of the 

color subcarrier and the horizontal sync pulse. SC/H stands for 

Subcarrier/Horizontal.

Scanner That portion of a VTR that houses the video heads. Also 

called the drum.

SDI Serial Digital Interface The SMPTE standard for SDI has 

a data rate of between 143 Mb/s or megabits per second and 

360 Mb/s.

SDTV Standard Definition Television The name given to the origi-

nal NTSC, PAL, and SECAM television standards.

SECAM Sequential Colour Avec Memoire A television standard 

using 625 scan lines per frame at 25 frames per second, developed 

by the French and used in several Eastern European countries. In 

the SECAM standard, there is no fixed color reference. All editing 

and image switching must be done as non-composite video with the 

synchronizing done after the fact.

Secondary Colors Those colors that are created by combining 

any two of the primary colors. In the NTSC system, the secondary 

colors are yellow, cyan, and magenta.

Setup The black level in the video signal. Also called pedestal.

Signal-to-Noise Ratio The relationship between the strength of 

the desired signal and the strength of the background noise or 

undesired information, expressed as a ratio S/N.

SMPTE The Society of Motion Picture and Television Engineers, 

the organization that sets the technical standards for television 

and motion pictures in the United States.

Stereo An audio system consisting of discrete left and right 

channels.

Stairstep A type of test signal that is used to check Differential 

Gain.
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Subtractive Color System The physical principle by which the 

eye perceives color in most objects. In the subtractive system, an 

object absorbs all colors except that which the object is perceived 

to be. That color is reflected and stimulates the retina of the eye. 

In the subtractive color process, the addition of all colors will yield 

black, as all colors will be absorbed and none reflected. (See also 

Additive Color System.)

Surround Sound An audio system consisting of front, side, and 

rear speakers that creates a realistic audio environment in which 

the sound surrounds the listener.

Synchronizing Generator The piece of equipment that produces 

the synchronizing signals—such as horizontal and vertical blank-

ing, horizontal and vertical sync, and color burst—that keep all 

video equipment in time with each other.

Target The face of the pickup tube that is scanned by the elec-

tron beam.

Teletext Information that is sent along with the video signal that 

can be viewed separately from program material. Examples include 

a list of programs on a cable station or the local weather and news.

Test Signals Signals such as color bars, stairstep, multiburst, 

and cross hatch that are used in the setting up and checking of 

television equipment.

Time Base Corrector A piece of equipment that corrects errors 

in the timing during the playback of recorded video signals. These 

errors occur due to the mechanical nature of video equipment.

Timecode A labeling system that is used to identify each frame 

of recorded video. There are several systems of time code in use 

worldwide.

Trace The process of scanning a line of video information. This 

scanning or tracing process occurs a line at a time.

Transcoding Converting a video signal with one color encoding 

method into a signal with a different encoding method. Also in 
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digital, various methods for recoding a compressed bit stream or 

decompressing and recompressing the data.

Transponders A channel of communication on a satellite.

Upconverting Converting a video signal from one scanning stan-

dard to another with a higher pixel count.

Uplink A facility for the transmission of signals to a satellite.

Vector A mathematical representation of a force in a particular 

direction. In television, it is used to measure color information 

where the angle represents the hue and the length represents the 

saturation.

Vectorscope A type of oscilloscope that is used to display the 

saturation and the hue of the video signal.

Vertical Blanking The period of time in which the electron beam 

is turned off while it moves from the bottom of the image to the top 

of the image to begin tracing or scanning the next field of video.

Vertical Drive Pulse An electronic pulse that moves the electron 

beam down the face of the pickup tube one line at a time during 

field scanning. It also moves the beam back to the top of the pic-

ture during vertical blanking.

Vertical Interval That portion of the video signal that includes 

the vertical blanking, the vertical sync pulses, and the pre- and 

post-equalizing pulses. Also, the area where other information that 

is carried with the television signal—such as captioning, teletext, 

and satellite instructions—is inserted.

Vertical Interval Reference Signal (VIRS) The VIRS provides a 

constant color reference for the monitor or receiver. Without the 

VIRS, the color balance of the image could change.

Vertical Interval Test Signals (VITS) One of several different 

one-line test signals that are inserted into one of the unused video 

lines in the vertical interval providing a constant reference with 

respect to the active video contained within the frame.
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Vertical Interval Timecode A visual encoding of timecode 

inserted into the vertical interval. As the data is visual, the infor-

mation may be read when the image is not moving.

Vertical Resolution The detail in an image dictated by the num-

ber of horizontal scan lines the image contains.

Video Level A measurement of the luminance level of the video 

image. In NTSC, the analog video level should not exceed 100 IRE 

units nor go below 71/2  IRE units. In digital images, black may be 

0 millivolts and peak video may be 700 millivolts.

VU (Volume Units) Properly noted as dBVU, it is a measurement 

of the strength of an audio signal. Traditionally, 0 VU was the 

peak allowable transmission amplitude level of an audio signal.

WiFi (Wireless Fidelity) Referring to any IEEE (Institute of 

Electrical and Electronics Engineers) 801.11 network that is com-

monly used as a local area wireless network for laptop computing.

WiMax (Worldwide Interoperability for Microwave Access) 

Refer ring to the IEEE 802.16 protocol that will be used to connect 

all of the WiFi hot spots together and provide wireless delivery for 

cable and DSL services as well as high-speed data and telecommu-

nications services to 4G cell phones.

Y/C Recording A method of recording in which the luminance 

information (Y) and the chrominance information (C) are recorded 

as separate tracks. They are combined at the output of the 

machine.
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0Db Reference Point, 226
1-inch VTR, 191–192, 218, 240
2:3 Pulldown Sequence, 141–143
3:2 Pulldown Sequence, 141–143
5.1 Dolby Digital, 235
8VSB, 133
24 p, 145–146

A
A/52, 130, 233, 235
A/53, 130, 133, 233
AC-3 Dolby Digital Standards, 130

see also A/52
Active Video, 17–18, 36, 37, 101, 247
Additive, 57
AFM (Audio Frequency Modulation), 

227
Aliasing, 114, 176
All Decibel Measurements, 226
AM (Amplitude Modulation), 40, 106, 

132, 133
Analog and Digital Domain, 2–4, 103, 

128
Analog and Digital Encoding, 103–105, 

108
Analog Broadcasting, 45, 132

Conversion to Digital, 44–45, 117
Analog Component Signal, 106–107
Analog Composite Signal, 105–106
Analog Encoding Process, 104–105
Analog Playback Procedures, 245–246
Analog Recording, 190, 231, 257–259
Analog Signal Synchronizing, 25

Blanking Pulses, 28–30
Color Subcarrier, 31–34
Cross Pulse Display, 34, 35
Drive Pulses, 16, 27–28
Equalizing Pulses, 30–31
Signal Outputs, 34–36
Synchronizing Generators, 

25–26, 34
Synchronizing Pulses, 26–27, 

28, 148
Vertical Interval Signals, 36–37
Vertical Synchronizing Pulses, 26, 30

Analog System, 44, 113, 147–148
Analog Tape Playback, 244–245
Analog Tape Problems, 269–270
Analog Television Standards, 128, 135
Analog Vectorscopes, see Vectorscopes
Analog Video, 111–112, 147, 257, 267

Operational Procedures, 239
Analog Waveform Monitors, see 

Waveform Monitors
Aperture, 7, 8
Arrowhead Display, 265–266
ASCII (American Standard for 

Computer Information Interface), 
117

Aspect Ratios, 124, 131
of Pixel, 118–119
Widescreen, 136–137

Assemble Editing, 253–254
ATSC (Advanced Television Systems 

Committee), 123, 130, 233
ATSC Digital Television Standards, 130

see also A/53
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Note: Page numbers in italics refer to figures.
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Audio for Video, 225
Analog Audio, 227–228
Audio Formats, 231
Audio Standards, for Digital Video, 

233–237
Digital Audio, 228
Measuring Volume, 225–227
Mono, 233
Noise Reduction, 231–232
Out-of-Phase Audio, 237–238
Sampling Rates, 228–229
Stereo, 233
Surround Sound, 233, 236, 237

Aux Section, 100
Axes, 96

B
B Frames (Bidirectional Pictures), 

141, 167
in GOP, 167
and P Frame, 165, 166, 167
Temporal Compression, 165

Back Porch, 28, 30, 65, 247
Bandwidth, 45

Audio Carrier, 46
Color Subcarrier, 46
Visual Carrier, 46

Base Line, 85, 153, 246, 247
Beam Splitter, 11, 12
Bell, Alexander Graham, 

50, 51
BetacamSP, 192, 193

VCR Format, 227
Bias, 185
Binary System, 115–117
Bit Rates, 155

Constant Bit Rates (CBR), 156
Variable Bit Rates (VBR), 

156–157
Black and White 

Specifications, 21
Black Burst, 32, 33
Black Level, 146, 236
Blanked Video, 30
Blanking, 16–19, 28–30

Zoetrope, 18, 19
Blanking Pulses, 28
Blocking, 177
Blu-ray Disc (BD), 214
Bowtie Display, 155, 264
Breezeway, 28, 30, 247

C
Cable Television Transmission, 178
Camera Chips, 11–13

CCD Cameras, 10
Capacitance, 148
Cathode Ray Tubes (CRT), 79, 

84, 95, 100
CbCr, 108, 109
CCD Cameras, 10, 11
CCD Chip, 10

see also CCD Cameras
CD, 211
CD-R, 212
CD-ROM, 212
CD-RW, 212
Chip Cameras, 10, 13

see also CCD Cameras
Chroma Errors, 255
Chroma Phase, 245
Chroma Subsampling, see 

Downsampling
Chrominance, 65–67, 88–89, 106, 172, 

257, 266
Crawl, 177
Smear, 177

Chrominance-to-Luminance 
Ratio, 67

Closed Captioning, 36–37, 133, 156
Coherent Light, 207, 208
Color Bars, 74, 91–92, 255–256
Color Black, see Black Burst
Color Burst, 28, 65, 85
Color Difference Signals, 67–69
Color Framing, 251, 252
Color Image Monitoring, 73, 78–79

Color Bars, 74
DLP, 80
Human Eye, 73–74
LCD, 80
LCoS, 81
Monochrome Image, 74–76
Plasma, 81–82
PLUGE Bars, 76–78
SED, 81
Video Displays, 79–80

Color Standards, 70–71
Color Subcarrier, 31–34, 46
Color System, 59
Color Vector Cone, 66
Color Video

Additive and Subtractive, 57–58
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Chrominance, 65–67
Color Burst, 65
Color Difference Signals, 67–69
Color Standards, 70–71
Color System, 59
Harmonics, 59–61
I and Q Vectors, 69–70
Luminance, 65–67
NTSC Color Frame Rate, 63
NTSC Color Transmission, 

62–63
Primary and Secondary Colors, 

58–59
Vectors, 63–65

Combination Signals, see Composite 
Signals

Commercial Insertion data, 37
Composite Signals, 31, 85, 

105, 108
Compression

Artifacts, 176–177
B Frames, 167
Bit Rates, 162–163
for Broadband, 177–181
for Cell Phones, 177–181
Data Reduction, 159
Data Transmission Limitations, 161
Definition, 157
DMB, 179
DVB-C, 178
DVB-H, 178–179
DVB-S, 178
DVB S-2, 178
DVB-T, 178
Group of Pictures (GOP), 161
for Handheld Devices, 177–181
I Frames, 166
IBP Method, 169–171
Integrated Services Digital 

Broadcasting (ISDB), 180
Interframe, 160–161
Intraframe, 159–160
IP Method, 167–168
JPEG, 163
JPEG 2000, 164
Lossless, 157–158
Lossy, 158–159
Main Profile at Main Level, 169, 171
Motion JPEG, 164–165
MPEG, 165–166
MPEG Variations, 172–175

MPEG-1, 173, 174
MPEG-2, 174–176
MPEG-4, 174–176
P Frames, 166
Problems, 176
Profiles and Levels, 169, 171
and Video Encoding, 171–172
Wi-Fi, 180, 181
WiMAX, 180–181

Compression Artifacts, 176–177
Compression Quality

in IBP Method, 169, 170
in IP Method, 167–168

Computer Generated Images (CGI), 
157–158, 204–205

Computer Processing, 115
Constant Bit Rates (CBR), 162
Consumer Recordable Discs, 

209–210
Control Track, 186–187
Conventional Definition Television 

(CDTV), 128–129, 136
Crash Editing, see Assemble Editing
Cross Hatch, 259, 261, 262
Cross Pulse Display, 34, 35
CRT Graticule, 84

D
D Frames, 173
D2 Format, 193
D5 Format, 193
D7 Format, 195
Data Reduction, 159
Data Transmission Limitations, 161

Bit Rates, 162–163
DCT (Discrete Cosine Transform), 163, 

174
Decibel, 188, 225, 226
Decimal System, 116
Decoding, 69, 106, 166
Deflection Coils, 8
Degaussing Process, 191
Demodulation, in Analog Recording, 

190
Diamond Display, 261–263
Dichroic Filters, 11
Digital Audio, 228
Digital Betacam, 193, 194
Digital Bits, 117, 229, 267
Digital Broadcasting, 42–45
Digital Component Signal, 109
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Digital Composite Signal, 108, 109
Digital Display Technology (DDT), 75
Digital Encoding, 103–104, 108
Digital Light Processing (DLP), 80
Digital Micromirror Device 

(DMD), 80
Digital Multimedia Broadcasting 

(DMB), 179
Digital Playback and Recording, 254
Digital Recording, 226–227
Digital Scopes

Digital Signal, 149–152
Dual Digital Scope, 152
Menu Section, 156
Reference, 156
Sweep, 155
Video Display, 153–155
Video In, 155
WFM601 Monitor, 152–153

Digital Signal, 149–152
Digital Stream, 117–119
Digital Tape Problems, 270–271
Digital Television Standards, 

130–132
Analog Broadcasting, 132
Aspect Ratios, 124–126
Categories, 128–130
Conventional Definition Television 

(CDTV), 128–129
Criteria, 123
Digital Television Categories (DTV), 

129
Digital Television Transmission, 

132–133
Enhanced Definition Television 

(EDTV), 130
Frame Rate, 127–128
High Definition Television (HDTV), 

129–130
Image Resolution, 123–124
Interlace Scanning, 126–127, 130, 

138
Multicasting, 132–133
Organizations, 121–123
Pixel Aspect Ratio, 124–126
Progressive Scanning, 126–127, 130, 

138
Standard Definition Television 

(SDTV), 130
Digital Television Transmission, 

132–133

8VSB, 133
Quadrature Amplitude Modulation 

(QAM), 133
Quadrature Phase-Shift Keying 

(QPSK), 133
Digital Theory

Analog Video, 111–112
Binary System, 115–117
Computer Processing, 115
Digital Stream, 117–119
Digital Video, 112
Sampling Rate, 112–114
Serial Digital Interface (SDI), 

119–120
Digital Video, 112, 267–268

Audio standards, 233–237
Transmission, 267

Digital Video Broadcasting (DVB), 177
DVB-C, 178
DVB-H, 178–179
DVB-S, 178
DVB S-2, 178
DVB-T, 178

Digital Waveform Monitor, 148, 149, 
150, 152

Digitizing, 12, 112
Display Controls, of Waveform 

Monitors, 85–87
Display Section, 87, 97
Dolby, Ray, 231
Dolby Encoding, 231–232
Dolby Digital, 130, 233, 235
Double Hop, 49
Double Illumination, 50
Downconversion, in HD VCR, 144–145
Downsampling, 163
Drive Pulses, 16, 27–28
Drop-Frame Timecode, 218–221
Dual Scope, 102, 152
Duplexing, 201–202
DVB, see Digital Video Broadcasting
DVCAM, 195
DVCPRO, see D7 format
DVD, 211, 212
DVD5, 213
DVD9, 213
DVD10, see DVD-R DL
DVD-R, 213
DVD-R DL, 213
DVD-RAM, 213
DVD-ROM, 212–213
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E
EBU (European Broadcast Union), 123
EIA Split Field Bars, 75, 255, 256
Electron Beam, 7, 8, 15, 16, 20, 28
Electronic Photography, 5

Camera Chips, 11–13
CCD Cameras, 10
Image Displaying, 9–10
Image Scanning, 7–9
Tube Cameras, 5–7

Encapsulation Process, 190
Encoded Signal

Analog and Digital, 103–104
Analog Component Signal, 106–107
Analog Composite Signal, 105–106
Analog Encoding Process, 104–105
Digital Component Signal, 109
Digital Composite Signal, 108–109
Digital Encoding Process, 108
Encoding and Compression, 110
Transcoding, 110

Encoding, 103
End of Active Video (EAV), 268
Enhanced Definition Television (EDTV), 

130, 131
Equalization, 185–186
Equalizing Pulses, 30–31
Erasable Programmable Read-Only 

Memory (EPROM), 10
Erasing Media, 190–191
ETSI (European Telecommunications 

Standards Institute), 179
Even Field, 30, 31, 138
External Reference (EXT), 89, 99
Eye Pattern Display, 261, 

267–268

F
Federal Communications Commission 

(FCC), 44, 131
Fiber-Distributed Data Interface 

(FDDI), 52
Fiber Optic Transmission, 52

Advantages, 54–55
Disadvantages, 55
Multimode Fiber Optic Cable, 53
Plastic Optical Fiber (POF), 53
Single-Mode Fiber Optic Cable, 

53–54
Fiber Optics, 50–52
Fiber to the Home (FTTH), 55

Field-by-Field Scanning, see Interlace 
Scanning

Fields, 19–22
File-based System, 4
Film, 5, 18, 19, 139–140, 143
Film-to-Tape Conversion, 140
Filters, 11, 88–89
FireStore, 199
Fixed Bit Rates, see Constant Bit Rates 

(CBR)
Floppy Disk, 189
Flux, 184
FM (Frequency Modulation), 40, 106, 

227
Frame Accuracy, 215–216
Frame Rate, 19–20, 127–128, 132, 

139–140
Converting Different Sources of, 

140–141
Frequency Spectrum, 41–42, 43
Front Porch, 28
Front Projection System, 75–76

G
Gain Section, 99
Gamut, 261, 263
Glass Fiber, 48, 51
Graticule

Signal Components, 85
Group of Pictures (GOP), 167
Group of Video Object Planes (GOV), 

175

H
Hard Drive, 199

Failures, 271–272
and RAID Systems, 199–202

Harmonics, 59–60
HD DVD, 213–214
HDCAM, 197
HDCAM SR, 193
HDTV, 129–130, 131

Film-to-Tape Conversion, 140
Frame Rate, 139–141
HD Signal

Conversion, 143–145
Syncing, 147–148

Horizontal Ancillary Data (HANC), 
146

Image Resolution, 137–138
Metadata, 147
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HDTV  (Continued)
Non-Picture Data, 146
Progressively Segmented Frames, 

138–139
Pulldown Sequences, 141–143

Consistency Maintenance, 143
Tri-Level Sync, 148
Vertical Ancillary Data (VANC), 146
Widescreen Aspect Ratio, 136–137

Hertz, Heinrich, 41
HiFi, 227
High Definition Video, 135, 205

see also HDTV
Histogram Display, 268–269
Horizontal Ancillary Data 

(HANC), 146
Horizontal Blanking, 17, 28–30, 

246–248
Horizontal Blanking Interval, 

17, 29
Horizontal Reference Line, see Base 

Line
Horizontal Synchronizing Pulse, 26, 

28–30
Hue, 65, 66, 245
Human Eye, 73–74, 158–159

I
I Frames, 165, 166

in GOP, 167
Spatial Compression, 165

I Vector, 69–70
IBP Method, 169, 170
IEEE (Institute of Electrical and 

Electronic Engineers), 180
Image Acquisition

Computer Generated Images (CGI), 
204–205

Control Track, 186–187
Demodulation, in Analog Recording, 

190
Erasing Media, 190–191
FireStore, 199
Hard Drives, 199
Magnetic Recording, 183–186
Magnetic Tape, 188–189
Magnetic Video Recording Formats, 

191–197
Metal Tape, 189–190
Modulation, in Analog Recording, 

190

P2 Card, 197, 199
RAID Levels, 200, 202–204
RAID Systems, 200–202
Servers, 204
Signal-to-Noise Ratio, 187–188
XDCAM, 197

Image Displaying, 9–10
Image Resolution, 123–124, 137–138

Spatial Density Resolution, 
123, 138

Image Scanning, 7–9
Aperture, 7
Deflection Coils, 8
Pixels, 7

Incoherent Light, 207, 208
Infrared Frequency, 41–42
Input Section, 90, 99

in Vectorscopes, 99–100
in Waveform Monitor, 90

Insert Editing, 253–254
Institute of Radio Engineers (IRE), 84, 

87, 148, 266
Interframe Compression, 160–161

Bidirectional Motion Compensation, 
161

Block-based Difference Coding, 161
Block-based Motion Compensation, 

161
Interlace Scanning, 20–21, 22, 126, 

127, 130, 138, 145
Internal Reference (INT), 89, 99
International Organization for 

Standardization (ISO), 74, 123, 
129

Internet Protocol Television (IPTV), 179
Intraframe Compression

Subsampling, 159–160
Inverse Telecine, 143
IP Method, 167–168
ISDB (Integrated Services Digital 

Broadcasting), 180
ITU-R 601, 129

J
Jack, 244
Jitter, 268
JPEG 2000, 164
JPEG Compression, 163

and I Frame, 166
and JPEG 2000, 164
and MPEG Compression, 164, 173
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K
Keystone, 259
Kinescope, 215

L
Land, 209
Laser, 51, 52, 207, 208, 209, 211, 212, 

214, 271
Laser System, 207–208
Leading Edge of Sync, 249
LEDs (Light-Emitting Diodes), 51, 52, 

80
Light Spectrum, 42
Lightning Display, 153, 264–265
Line Count, 123, 135, 138, 147
Line Frequency, 16, 60, 62, 70
Liquid Crystal Display (LCD), 80
Liquid Crystal on Silicon (LCoS), 80, 81
Local Area Network (LAN), 52
Longitudinal Timecode (LTC), 218
Lossless Compression, 157–158

Run-length Encoding, 158
Lossy Compression, 158–159
Low Frequency Effects Channel (LFE), 

236
Low Pass (LPASS), 89

Display, 89
Lower-end Consumer Cameras, 12
Luminance, 65–67, 105, 153, 163, 

172, 257, 266
Luminance Signal, 67, 106, 107, 114, 

264

M
Macroblocks, 166, 174
Magnetic Formats 171, 193, 194
Magnetic Recording, 183–186
Magnetic Tape, 188–189
Magnetic Video Recording Formats, 

191
1-inch VTR, 191–192
BetacamSP, 192
D2 Format, 193
D5 Format, 193, 195
D7 Format, 195, 196
Digital Betacam, 193
DVCAM, 195
FireStore, 199
HDCAM, 197, 198
HDCAMSR, 193
HDV, 195

Magnetic Formats 171, 193, 194
P2 Card, 197, 199
XDCAM, 197

Main Profile at Main Level (MP@ML), 
169–171

Media Problems, 255, 257
Hard Drive Failures, 271–272
Scratches, 271
Tape Stretching, 270
Warping, 271

MediaFLO, 179
Menu Section, 156
Metadata, 147
Metal Tape, 189–190
Mirroring, 201
M-JPEG, see Motion JPEG 

Compression
Modulated Carriers, 41
Modulation, in Analog Recording, 190, 

231, 257
Mono, 233
Monochrome Image, 74–76
Mosquitoes, 177
Motion JPEG Compression, 164
Motion Vectors, 166, 168, 170
MPEG Compression, 164–165, 

175–176, 230
Frames Used, 165–167
IBP Method, 169, 170
IP Method, 167, 168
Spatial, 165
Temporal, 165
Variations, 172–176

MPEG-1, 173
MPEG-2, 173–174
MPEG-4, 175

Compression Process, 175–176
MPEG Process, 165–166
Multiburst, 257, 259, 260
Multicasting, 133
Multimode Fiber Optic Cable, 53
Multiple Display, 154

N
National Television System Committee 

(NTSC), 15, 16, 17, 59, 104, 124, 
128, 147, 249

Black and White Specifications, 21
Color Frame Rate, 63
Color System, 59
Color Transmission, 62–63
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Native Standard, 136
Noise, 112, 176, 228

Reduction, 231–232
Non-Drop-Frame Timecode, 218–221
Non-Interlaced Scanning, see 

Progressive Scanning
Non-Picture Data, 146
Nyquist Frequency, 114
Nyquist, Harry, 114, 228
Nyquist Theorem, 229

O
Octaves, 59–60
Odd Field, 31
Odd Harmonics, 60, 61
Operations, Overview

Analog Playback Procedures, 
245

Analog Tape Playback, 244–245
Assemble Editing, 253, 254
Digital Playback and 

Recording, 254
Horizontal Blanking, 246–248
Insert Editing, 253–254
Operational Controls, 

241–244
Signal Timing, 248–253
VCR Components, 239–240
Vertical Blanking, 248
Video Recording, 249
VTR Components, 239–240

Optical Detector, 53
Optical Discs, 208

Consumer Recordable Discs, 
209–210

Pre-recorded Optical Discs, 209
Optical Formats, 210

Measurement, Hierarchy of, 211
Optical Media

vs Magnetic Media, 207
Optical Formats, 210–211
Optical Recording, 207–210
Optical Reproduction, 210
Problems, 271
Types, 211–214

Optical Recording, 207–210
Optical Reproduction, 210
Optically Pure Glass, 51, 52
Oscilloscopes

Vectorscopes, 95–102
Waveform, 83–93

Out-of-Phase Audio, 237–238
Overload, 176

P
P Frames (Predicted Pictures)

and B Frames, 167
in GOP, 167
IP Method, 167–170
MPEG-2, 173–174
Temporal Compression, 165

P2 Card, 197, 199
Packets, 118
PAL (Phase Alternate Line), 16, 59, 

70–71, 135, 252
Signal, 101

Pan and Scan, 137
Parade Display, 154
Parity, 202
PbPr, 108
Peripheral Vision, 136
Persistence of Vision, 18–19
Phase Section, 100
Photophone, 51
Pixel Aspect Ratio, 124–126
Plasma, 81–82
Plastic Optical Fiber (POF), 53
PLUGE (Picture Line Up Generating 

Equipment) Bars, 76–78
Post-equalizing Pulses, 30
Precincts, 164
Pre-equalizing Pulses, 30
Pre-recorded Optical Discs, 209
Primary Colors, 58–59
Processing Amplifier, 245
Professional Cameras, 12
Profiles, 169
Program and System Information 

Protocol (PSIP), 44
Progressive Scanning, 126, 127, 130, 

138, 145
Progressively Segmented Frames (PsF), 

138
Pulldown Sequences, 141, 143
Pulse Cross Display, see Cross Pulse 

Display
Pythagorean Theorem, 63, 68, 104

Q
Q Vector, 69
Quadrature Amplitude Modulation 

(QAM), 133
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Quadrature Phase-Shift Keying (QPSK), 
133

Quadrature Vector, see Q Vector
Quantization, 160, 176

R
RAID Arrays, 4, 201
RAID Levels, 202–204
RAID Systems, 199–202

Duplexing, 201–202
and Hard Drives, 199–200
Mirroring, 201
Parity, 202
Striping, 200

Rear Projection System, 79
Reference, 89, 156
Reflective Backing, 210
RGBY Signals, 109, 110
RS170A, 249
Run-length Encoding, 158

S
Sampling Rate, 112–114, 228–229

Aliasing, 114
Factors, 113
Nyquist Frequency, 114

Satellite, 37, 46–48
Broadcasting, 133
Data, 37
Footprint, 49
Signals, 50
Transmission, 178

Saturation, 65
Sawtooth Waveform Generators, 27
Scanner, 239
Scanning

Black and White Specifications, 21
Blanking, 16–18
Fields, 19–20
Interlace, 20–21
Persistence of Vision, 18–19
Video Lines, 15–16

Scratches, 271
SECAM (Sequential Color with 

Memory), 16, 70, 71, 252
Secondary Colors, 58–59
Segments, 118
Serial Digital Interface (SDI), 

119, 228
Servers, 204
Signal Encoding, 110

Signal Measurement, of Waveform 
Monitors, 87–88

Signal Modulation, 39–41
AM (Amplitude Modulation), 40, 106, 

133
FM (Frequency Modulation), 40

Signal Timing, 248–253
Signal-to-Noise Ratio, 187–188
Sine Wave, 111, 112, 113, 228
Single-Mode Fiber Optic Cable, 53–54, 

55
Single Scan Line, 28
SMPTE (Society of Motion Picture and 

Television Engineers), 92, 99, 
123, 215, 255

Spatial Compression, 165
Spatial Density Resolution, 

123, 138
Spectral Recording, 232
Sprites, 175
Stairstep Test Signal, 257
Standard, 121

Categories, 128–129
Native, 136
Standards Conversion, 49
Standards Criteria, 123
Standards Organizations, 121–123

Standard Definition Television (SDTV), 
130, 143

Start of Active Video (SAV), 268
Stereo, 233, 237
Storage Capacity

on Optical Media, 211
Striping, 200
Sub-bands, 164
Subcarrier Cycle, 250, 251
Sub-channels, 44
Subsampling, 159
Subtractive, 57, 58
Surface Conduction Electron-Emitter 

Display (SED), 81
Surround Sound, 233, 236
Sweep, 87, 155
Synchronizing Generators, 25–26
Synchronizing Pulses, 26–27, 148

T
Tape Stretching, 270
Target, 5–6
Tektronix 1730 Waveform 

Monitors, 85
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Telecine, 140, 143
Teletext, 36, 37
Television Transmission, 39
Temporal Compression, 165
Temporal Resolution of Image, 127
Test Displays, 261–269

Arrowhead, 265–266
Bowtie, 264
Diamond, 261, 263
Eye Pattern, 267–268
Histogram, 268–269
Lightning, 264–265

Test Signals, 255
Color Bars, 255–256
Cross Hatch, 259, 261
Multiburst, 257–259, 260
Stairstep, 257

Three-chip CCD, 12, 13
Three-chip Color Video Camera, 64
Throughput, 117
Time Base Corrector (TBC), 244
Time Slicing, 178
Timecode

at 24 fps, 221
Drop-Frame Timecode, 218–221
Formats, 218
Generators, 222
Non-Drop-Frame Timecode, 

218–221
Numbers, 216–217, 220, 221, 222
Reader, 222
Reading and Notation, 216–217
Visual, 223–224

Transcoding, 110
Transform Coding, 160, 163
Transmitted Signal, 39

Analog Broadcasting, 42–45
Bandwidth, 45–46
Digital Broadcasting, 42–45
Fibre Optics, 50–52
Frequency Spectrum, 41–42, 43
Satellites, 46–48
Signal Modulation, 39–41
Uplink and Downlink, 49–50

Transponders, 50
Tube Cameras, 5–7

Beam, 6
Target, 5–6

U
Ultraviolet Light, 42, 82

Upconversion, 145
Uplink and Downlink, 49–50

Antenna Setting, 50
Double Hop, 49
Double Illumination, 50
Footprint, 49
Standards Conversion, 49

V
Variable bit rates (VBR), 162–163
Vectors, 63–65
Vectorscopes, 63–64, 83, 95

Active Video, 101
Axes, 96
Calibration, 100–101
Graticule, 95–96
Input Selections, 99–100
PAL Signal, 101
Setup Controls, 97, 99
Vector Readings, 96–97

Vertical Ancillary Data (VANC), 146
Vertical Blanking, 17, 30, 32–33, 248
Vertical Blanking Interval, 17, 34
Vertical Interval Reference Signal 

(VIRS), 36
Vertical Interval Signals, 36–37
Vertical Interval Test Signals 

(VITS), 36
Vertical Interval Timecode (VITC), 218
Vertical Synchronizing Pulses, 26, 30
Video Applications, 4
Video Display, 79, 153–155

Bowtie, 155
Direct View, 79
Front Projection System, 79
Lightning, 153, 264
Multiple, 154
Parade, 154
Picture, 154–155
Rear Projection System, 79–80
Vectorscopes, 153
Waveform, 153

Video Encoding
and Compression, 171–172

Video Evolution, 1–2
Video Frames, 18, 141–142
Video In, 155
Video Level, 244
Video Lines, 15–16
Video Object Layer (VOL), 175
Video Object Plane (VOP), 175
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Video Recording, 248
Video Signal, 1–2, 37, 83–84, 85, 95, 

103, 186, 190, 244, 255
Oscilloscopes, 95

Videocassette Recorders (VCRs), 4, 191
Components, 239–240

Videotape Recorders (VTRs), 4, 191
Components, 239–240

Virtual Channel, 44–45
Visual Timecode, 223–224

W
Warping, 271
Waveform Image, 92–93
Waveform Monitors, 83

Color Bars, 91–92
Combining Setups, 91
Display, 90
Display Controls, 85, 87
Filters, 88–89
Graticule, 84–85

Signal Components, 85
Image View, 92–93

Inputs, 90
Reference, 89–90
Signal Measurement, 87–88

WFM601 Monitor, 152–153
Wi-Fi (Wireless Fidelity), 180–181
Widescreen Aspect Ratio, 136–137
Widescreen Video, 136

Letterbox, 136
WiMax (Worldwide Interoperability for 

Microwave Access), 180–181
Wireless Local Area Networks (WLAN), 

180
Word Size, 115

X
XDCAM, 197

Y
YCbCr, 109

Z
Zoetrope, 18–19


