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High Performance ASIC Design: Using Synthesizable Domino Logic
in an ASIC Flow

Presenting methodologies for high speed ASIC design developed over severa years
in industry, this practical book covers issues related to the use of domino logic in an
automated framework, and brings together all the knowledge needed to apply them in
practice.

An overview of design techniques used to achieve high speed in ASIC designs is
followed by chaptersdescribing the design and characterization of domino logic standard
cell libraries and an advanced domino logic synthesis flow. Actual results achieved by
using automated domino logic design techniques, including silicon measurements, are
presented to validate the methodology, whilst real-world design examples, such as the
implementation of the execution unit of a microprocessor and Viterbi decoder, show
how the techniques are applied in practice. This book isideal for graduate students and
researchers in electrical and computer engineering, and aso for circuit designers and
EDA engineersin industry.

RAZAK HOSSAIN iS a Senior Principal Engineer at STMicroelectonics Inc., San Diego,
Cadlifornia, where he has worked since 2000 on high-speed ASIC chips and design
methodologies. He earned his Ph.D. in Electrical Engineering from the University of
Rochester, New York, in 1995, after which he worked on structured custom circuit
design at Mentor Graphics Corporation, Warren, New Jersey.
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Preface

This book stems from my experience over the last few years in designing high-speed
digital logicusing ASIC designflows. | discovered that whileitispossibletosignificantly
improve performancein ASI Cimplementationswith deep pipelining and careful physical
design, aspeed penalty still had to be paid due to their exclusive use of static logic. This
spurred an interest in using domino logic with automated synthesis and place and route
tools. This book documents my experiences in automating the use of domino logic, and
shows that despite the challenges entailed in the process, it is possible to use domino
logic with industry-standard A SIC tools and achieve a significant speed improvement in
the process.

Engineering isagroup activity. The devel opment of our dominologic synthesissystem
was possible due to the collaboration of many intelligent, enthusiastic, and dedicated
co-workers whose contributions | must acknowledge. First of all | would like to thank
my two chapter co-authors, Tommy Zounes and Bernard Bourgin. In addition to being
gifted and hard-working engineers, Tommy and Bernard have also always been very
generous with their knowledge and time, alowing all of their co-workers, including
me, to learn a great deal from them. The domino logic library was possible due to the
talents and efforts of Scott Anderson, Shaun Forsting, Judy Alvarez-Gallardo, Roger
Boates, Michael Lin, and Juneho Park, who helped design the schematics and also
contributed to the myriad other tasks involved with taping out a number of chips. Scott,
armed with a contagious optimism, also helped me document our early experiences
with using domino logic. Shaun Forsting converted the schematics into very efficient
layouts across a number of different CMOS processes. During the early years of the
domino logic project we were joined by two engineersfrom Italy: Fabrizio Viglione and
Marco Cavalli. They both worked on the first domino chips with great enthusiasm and
effectiveness. Fabrizio subsequently took thefirst stab at implementing our approach to
synthesizing domino logic. From France we were later joined by the affable Leonardo
Valencia, who with Cyril Adobati and Robin Wilson completed the first design that
used a fully synthesizable domino logic flow. Roy Mader and Boris Andreev worked
on the project as summer interns. Roy subsequently became a much-valued permanent
member of our group and led usin overcoming many of the onerous challengesinvolved
in pushing domino designs through automated place and route flows.

People work effectively only in a supporting environment. | would like to thank
our manager Naresh Soni for encouraging and supporting us in our work in domino
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synthesis, as well as Joel Monnier, who led STMicroelectronics Central Research and
Development organization. They provided us with the extraordinary luxury of being
allowed to innovate in an autonomous manner. Nick Richardson, who later led the
group, continued in this fine tradition and also provided more specific technical advice
on mattersrelated to logic and architecture. In addition, | must thank the many othersin
STMicroelectronics who supported us in our work on domino logic, including: Philippe
Magarshack, Jean-Pierre Schoellkopf, Sylvain Kritter, Heloise Tupin, Damien Croain,
Alain Chion, Samala Sreekiran, Sanjay Bulusu, Ezio lacazio, and Marco Gregori.

I would like to thank my wonderful parents, Mosharaff and Inari Hossain, who have
encouraged me throughout this endeavor, and more broadly, instilled in me a love of
books and learning. Finally | must thank my beloved wife, Zakia Chowdhury, whose
support allowed me to write this book. | dedicate this book to her and my two delightful
sons, Farhan and Ishrag.

Razak Hossain
San Diego, CA



Abbreviations

ASIC application-specific integrated circuit
CMOS complementary metal oxide semiconductor

CSA carry save adder
CTO clock tree optimization
DRC design rule check

DSPF detailed standard parasitic format
DVD digital video disc

ECO engineering change order
EDA electronic design automation
FET field effect transistor

fF femtofarad

FO4 fan-out of four

GHz gigahertz

HDL hardware description language
LFSR linear feedback shift register
LSB least significant bit

LVS layout versus schematic

MHz megahertz

MIPS million instructions per second
MPC minimum physical constraints

MPWH  minimum pulse width high
MPWHO minimum pulse width high overlap
MPWL  minimum pulse width low

MSB most significant bit

MUX multiplexer

NMOS n-channel metal oxide semiconductor

PLL phase locked loop

PMOS p-channel metal oxide semiconductor
PUT pin under test

PVT process, voltage, and temperature
QoR quality of results

RC resistor capacitor circuit

RF radio frequency



Abbreviations

reduced instruction set computer
register transfer level
Synopsys design constraints
system-on-chip

static random access memory
turnaround time
voltage-controlled oscillator
very large scale integration
exclusive NOR

exclusive OR

micrometer
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An introduction to domino logic

CMOS and NMOS

By thelate 1970s complementary metal oxide semiconductor (CM OS) started to become
the process of choice for digital semiconductor designs. CMOS had originally been
proposed by Frank Wanlass in 1963 as a low standby power technology, since CMOS
logic gates dissipate amost no power when the inputs to the gate do not change [1].
This follows as CMOS contains both PMOS field effect transistors (FETS), which can
efficiently drive a high voltage, or logic one value, and NMOS transistors, which are
good at driving azero voltage. The presence of complementary transistors allows CMOS
logic gates to be implemented so that the output voltage level is connected to the power
or ground line, but not both. This ability to avoid contention ensuresthat if theinputsare
not changing, then no power is dissipated. This was a major advantage of CMOS over
the other manufacturing processes then available, which dissipated constant leakage or
bias currents.

In Figure 1.1 the schematic representation of a CMOS static NAND logic gate is
shown. The logic gate has two inputs A and B. A high logic value at inputs A and B
turns on transistors MN1 and MN2, while turning off transistors MP1 and MP2. This
causes the output Z to be low. When either input A or B is off, however, the path to the
ground lineisruptured, with apath to the power supply (by convention called Vdd) being
established. This causes Z to rise. While a NAND gate represents a simple function, it
does show how contention between the power and ground supplies can be avoided in
CMOS circuits. This lack of contention means that when the inputs to a CMOS circuit
do not change, often called a standby or idle state, almost no power dissipation occurs,
except for asmall leakage current which flowsthrough thetransi storsdueto theimperfect
manner inwhichaMOSFET actsasaswitch (dueto the relentless scaling in the physical
dimensionsof CM OS processes, driven by the cost advantages of having asmaller silicon
area for digital functions, MOS transistors have become less perfect switches, leading
to greater leakage current).

Thefact that CMOS logic would lead to substantial power savingswas apparent to its
inventor Frank Wanlass, who in 1963 was working at Fairchild Semiconductor. Wanlass
attempted to prove the viability and technical advantages of CMOS with a monolithic
implementation of thetechnology [2]. Whenthisproved infeasible, he proved the concept
with discrete transistors. His CMOS implementations reduced standby power by six
orders of magnitude over equivalent bipolar and PMOS implementations [2]. While
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Figure 1.1. A static CMOS two-input NAND cell.

impressive, this advantage of CMOS would not prove decisive for many years. Early
monolithic designs were very small, with the standby power consequently being very
small as an absolute quantity. The inferior maturity of MOS transistors meant that in
the 1960s, bipolar logic raced ahead of MOS transistors in applications. Transistor—
transistor logic (TTL) and emitter-coupled logic (ECL), developed in 1962 and 1966,
respectively, provided effective digital design techniques for bipolar transistors in the
rapidly increasing semiconductor industry, which by 1962 had surpassed abillion dollars
in annual sales[2]. The major user of CMOS in its early years was the watch industry,
where battery life was a more important attribute than speed [3]. Starting in the 1970s,
MOS technol ogy began to mature rapidly, with much of the early industrial development
being driven by Intel, then a small Silicon Valley company. In 1971 Intel released the
4004, the world's first microprocessor. The 4004 was built using a 10 um line width
PMOStransistor and used 2300 transistorsrunning at 108 kHz [4]. In 1974 Intel released
the 8-bit 8080, manufactured in a6 pm NMOS process. The chip ran at 2MHz and had
6000 transistors. Yield and cost concerns at the time ensured manufacturers preferred
to use asingle type of MOS transistor. Since NMOS transistors were faster than PMOS
ones, due to the higher mobility of electrons over holes, the move to an NMOS process
was natural .

Figure 1.2 shows the schematic implementation of a NAND gate using NMOS tran-
sistorsonly. The PMOS transistors MP1 and M P2 shown for the CMOS implementation
in Figure 1.1 are removed here and replaced by aresistor, R1. This conceptual resistor
is actually implemented by a depletion mode NMOS transistor [5]. The NMOS NAND
gate output is at Vdd, or a logic one value, when either of the inputs, A or B, is low.
When input A and input B are both high, the output is driven low. The current-driving
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Resistor R (implemented with a
depletion mode NMOS transistor)

B — MN2

Figure 1.2. An NMOS two-input NAND cell.

ability of pull-down NMOS transistors must be much greater than that of the pull-up
resistor. This ensures that the output can be driven to alow voltage at the cost of higher
power dissipation. In addition to the standby power dissipation, NMOS circuits tend to
be slower than equivalent CMOScircuits. Thisisdueto the need for aweak pull-upresis-
tor, which results in very slow low-to-high transitions. While these disadvantages may
make NMOS appear to be unappealing, NMOS designs are more compact than CMOS
circuits. Figure 1.2 uses only two transistors and aresistor, compared with the four tran-
sistors needed by a CMOS design. Since the pull-up resistor isimplemented by another
NMOS MOSFET, the NMOS design uses fewer transistors and a simpler process than
the CMOS design. The need to move to CM OStherefore arose only when theintegration
level on integrated circuits (ICs) made the large standby power on the NMOS design
unacceptable. For Intel this transition occurred in 1978, when the 8088/8086 family of
microprocessors was introduced (the designs were almost identical to the 8088, having
an 8-hit bus while the 8086 has a 16-bit bus). With 29,000 transistors and a clock rate
of 5to 10 MHz, the 8086 dissipated 1.5W. This exceeded the 1 W per chip power limit
for plastic packaging. Increasesin integration levels meant that a 32-bit processor would
dissipate 5 to 6 W, leading to severe reliability problems[6]. The CMOS version of the
8086, the 80C86, consumed only 250 mW [6]. The ability of CMOS to reduce power
dissipation with increasing integration meant that it rapidly emerged as the technology
that could best utilize fabrication advances. It is an advantage that CMOS maintainstill
today (2007), with the overwhelming majority of digital IC designs in the world being
manufactured in CMOS, and the increased convergence of systems onto chips leading
CMOS to make strong inroads into analog and radio frequency (RF) designs. In 1980,
Intel’s8088 was chosen by IBM asthe microprocessor for itspersonal computer (PC) [4],
a step that would lead to Intel becoming, within afew years, the largest semiconductor
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company in the world, with its semiconductor revenues far exceeding that of IBM itself.
Therest, asthey say, is history.

As semiconductor manufacturing progressed, the largest challenge to the nascent
industry was the ability to design and verify designs using the increasing number of
transistors available. This need was met by the development of a new field of soft-
ware, often closely tied to dedicated hardware inits early years, called electronic design
automation (EDA). EDA developments started in the 1960s, with software devel oped
in-house by different semiconductor companies. In the early years of EDA the most
common tools developed were circuit and logic simulators, which allowed designersto
verify the expected functionality of adesign before manufacturing. Alberto Sangiovanni-
Vincentelli statesin hisexcellent history of EDA (The Tides of EDA) that the early tools
had limited loyalty due to the perceived limited value-added of the tools [7]. By the
late 1980s continued developments in EDA had resulted in the development of logic
synthesis, which could map a register transfer level (RTL) description to a set of stan-
dard cell gates and memory instances, and automated physical design tools, which could
physically instantiate and route the wires needed to complete the physical design. These
toolsled to amarked improvement in productivity, allowing digital designsto be quickly
implemented based on a higher abstraction level, behavioral RTL description [7]. The
increasing complexity of EDA tools, along with the realization of their tremendous
usefulness, led to therise of independent EDA companies and arapid reduction in EDA
tool development within semiconductor companies. By the end of 2006, the EDA indus-
try had atotal available market (TAM) of 5.3 hillion dollars [8], which is about 2% of
the worldwide semiconductor TAM of 260 hillion dollars [9]. The success of CMOS
manufacturing technology, along with the availability of powerful EDA tools, alowed
for the widespread penetration of electronicsinto a multitude of applications.

Peoplewho aredrawn into, and ultimately stay in, engineering are generally somewhat
private people. Our work must, by definition, be cooperative, but the bread and butter of
our daily taskstendsto be very solitary exercises. | am aware that such an audiencefeels
extremely uncomfortable with broad, historical utterances, reminding them of overly
optimistic forecasts they have had to sit through in darkened conference rooms with a
roll of theeyeand aquick, knowing smiletoacolleague. Still, | feel compelledto statethe
following: | haveno doubt that looking back from thefuture, the most important historical
event of our age will be the development and promulgation of digital technology. It will
also be seen as a profoundly positive development. | believe that all of us working in
this field should be proud of our achievements. | have said my piece and now return to
the theme of digital ASIC design.

It may have been assumed that the emergence of ASIC design methodol ogies would
displace all other techniques for implementing digital CMOS logic. This has not hap-
pened, as many digital designs have specific needs that cannot be achieved by using
standard ASIC techniques. In recent years the capabilities of ASIC tools haveincreased
greatly, largely due to the tremendous competition among the companies in the field.
Many logical and behavioral optimizationsthat previously had to be hand-coded for effi-
cient implementation are now automatically incorporated in the synthesistools. Thetwo
most common benefits of custom design are its ability to optimize across the different
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Figure 1.3. A CMOS domino logic two-input AND gate.

levels of abstractionsin the ASIC design framework and the opportunity it provides for
using logic families other than standard static logic. Thefirst of these advantages relates
to the sequential approach that an A SI C design methodol ogy uses, by which standard cell
library development, logic synthesis, and physical design are broadly separate processes.
It is true that synthesis tools are increasingly aware of physical design constraints and
physical design tools can perform logic optimizations. Thisis till very far away from
them providing a common design framework. For example, if avery high-speed design
can be made fast and small using a very specific cell that is instantiated and placed in a
particular manner, it is improbable that an automated design flow will be able to reach
that exact solution. If the library does not have the particular standard cell initslibrary,
then the automated solution obviously cannot useit.

The second advantage of custom design is that it can utilize certain logic families,
specifically dynamiclogic, that automated design frameworkshavenot traditionally been
ableto support. In thisbook we describe our experiencesin incorporating domino logic
into an ASIC design flow. This journey starts with a short description of what domino
logicis.

Domino logic circuits
A picture, it hasbeen said, isworth athousand words. Wetherefore begin our description

of domino logic with Figure 1.3, which shows the schematic representation of adomino
logic two-input AND gate.
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The AND gate shown in Figure 1.3 can be used to illustrate the functiondlity, the
speed advantage, and also some of the challenges involved in using thislogic family. In
Figure 1.3 it can be seen that the two functional inputs, A and B, are al so attended by the
clock signal, Clk. At first glance this may seem strange, since an AND gate should be
apurely combinational circuit, which unlike latches and flip-flops does not require the
presence of the clock signal. Domino logic is, however, a clocked logic family, which
means that every single logic gate has a clock signal present. When the clock signal
turns low, node NO (which is called the evaluation or internal node — some authors refer
to it as the dynamic node) goes high, causing the output of the gate to go low. This
represents the only mechanism for the gate output to go low onceit has been driven high.
The operating period of the cell when its input clock and output are low is called the
precharge phase or cycle. The next phase, when the clock is high, is called the evaluate
phase or cycle. During the eval uate phase the output of the domino AND cell can go high
provided that both inputs A and B are high, which causes the evaluation node, NO, to be
driven to a low value. The evaluate phase is the functional operating phase in domino
cells, with the precharge phase enabling the next eval uate phaseto occur. The appropriate
application of the clock signal ensuresthat the critical pathin domino cellsonly traverses
through cells in the evaluate phase. One of the advantages of domino logic over static
logic can also be garnered from the schematic in Figure 1.3. Since the domino cell only
switches from alow to a high direction, thereis no need for the inputs A and B to drive
any pull-up PMOS transistors. The lack of a PMOS transistor means that the effective
transistor width that loads down a previous stage of logic, for a particular current drive,
favors domino over static logic. Thisis critical since the key to high speed is ensuring
that a speed advantage can be gained without loading down the cell greatly [10]. For
example, if adesign is constructed with a set of cells with transistors of a certain size,
replacing thetransistorsin every cell with onesten timeslarger will ailmost certainly lead
to adesign that is faster. Provided that the initial design is properly sized, i.e., without
weak cellswhich have very long rise or fall times, the new design will not, however, be
ten times faster. The reason for this is that, while the drive strengths of each cell have
increased by a factor of 10, the output loading due to the input transistor capacitance
seen by each cell has also increased by approximately a factor of 10. Since larger cells
are now used in the design, itsareawill be larger, leading to greater wiring capacitance.
Thus, while speed gains can be achieved by optimizing cell drives, the indiscriminate
increase in drive strengths tends to limit the improvement in speed due to the increased
self-loading.

In order to see how domino | ogic altersthe relationship between input capacitance and
output drive strength, compared with an equivalent static cell, the reader is directed to
Figure 1.4. A static buffer isshown in the figure, with input PMOS and NM OS transi stor
widths of 2 um and 1 um, respectively. Assuming that the gate capacitance of a PMOS
and NMOS transistor is the same per unit micrometer of transistor width, the total load
seen by the cell driving the buffer is 3 um of transistor gate width. For a domino cell it
is possible to construct a buffer with the same drive strength but which has only 1 um
of transistor width as input capacitance. Alternately, with the same input capacitance
it is possible to build a stronger and faster domino buffer. Thisis shown in Figure 1.4,
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Clock

Domino buffer A 3um

Figure 1.4. A static and domino logic buffer.

where a domino buffer with input transistor width of 3 um is shown. This particular
domino buffer is called a footer transistor, i.e., a series NMOS transistor connected to
the clock. It is possible to use domino cellswith and without footer transistors, although
the absence of the footer transistor makes the design more complicated. Since the footed
clock transistor adds to the resistance of the pull-down path, the two 3 um transistor
widths are considered roughly equivalent in terms of drive strength to a single 1.5um
transistor. Thisfollows, astheresistance of aMOStransistor isinversely proportional to
its gate width, and asthe total resistance of a set of resistorsin seriesis equal to the sum
of theresistors. Since, for the static buffer, 1 um of NMOS transistor length isdriving a
2umPMOSand al um NMOStransistor, the effective 1.5 um of NMOSfor the domino
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cell has 50% greater drive strength. Thus, for the same input capacitance a domino cell
can result in greater output drive strength than a static equivalent.

There are a few points to note. Firstly, the degradation in drive strength due to the
addition of the footer transistor in a domino buffer is worse than in other domino cells
with more than two NMOS transistors in series. For example, in a three-input domino
AND cell, the number of NMOS transistors in series goes from three to four when
the footed transistor is considered. This is much better than a domino buffer where a
doubling in the height of the NMOS series stack occurs. Secondly, the PMOS pull-up
transistor for the domino cell in Figure 1.4 is shown as 1 um. The actual size of the
PMOS transistor will depend on the time available for the output of the domino cell to
turn low when the clock falls. This delay is called the precharge delay. In general, the
PMOS pull-up transistor is smaller in adomino cell than the static equivalent. Thirdly,
theratio of PMOSto NMOS transistor width for the static cell isgiven as 2. In Chapter 3
we will see that the actual ratios tend to be lower in static logic. Finaly, for stability
purposes domino cells tend to use weak feedback keepers placed between the output
and the evaluation node driving the output. For simplicity, that circuit is not shown in
Figure 1.4.

In addition to being able to achieve better output drive strength for input loading,
domino cellsalso have aspeed advantage as they avoid contention when the cells switch.
In order to understand this, one must note that the input to astatic cell drivesboth PMOS
and NMOS transistors. Any input transition that causes the cell to switch logical states
resultsin a PMOS transistor being turned off and an NMOS transistor being turned on,
or vice versa. Since the inputs to the cell have finite rise and fall times, this means that
during thetransition period boththe PMOSand the NM OStransistorsareweakly on. This
contention between the two transistorsincreases the input voltage level at which the cell
switches. It is possible to speed up therise or fall transition of astatic cell by increasing
or decreasing the ratio of the PMOS to NMOS transistor size. This, however, leads to
the alternate transition becoming slower. Since both transitions are equally important
in static cells, it is difficult to gain very much by skewing a particular transition. For
this reason, the switching point of most static cells tends to be close to half the supply
voltage level (Vdd). For domino cellsonly therising transitioniscritical. If aninput rise
causes the eval uation node of the domino cell to discharge, no contention exists between
PMOSand NMOStransistors. Thisallowsdomino cellsto start switching when theinput
voltage level reaches an NMOS transistor threshold voltage level. Figure 1.5 illustrates
the switching behavior of a static and a domino buffer as the data input to the cell rises.
The lower switching voltage of adomino cell leads to a speedup since the input driving
cellswill reach the lower NMOS threshold voltage quicker than a higher voltage level.
These factors lead to domino cells being significantly faster than equivalent static cells.
The speed advantage of adomino cell over an equivalent static design isin the range of
15x to 2.5x%.

Domino logic is an uninverting style of logic [11]. This follows since every domino
cell isasingle-stage dynamic cell followed by an inverter. Consequently, the only valid
transitions at the output of the gate during the evaluate phase are from alow to a high
value. The uninverting nature of the logic means that while AND gates, OR gates, and
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Figure 1.5. The output voltage of a static and domino buffer as the input switches from low to high.

buffers can be implemented with domino logic, NAND gates, NOR gates, and inverters
cannot be. Since inverting functions are unavoidable in most designs, thiswould appear
at first thought to preclude the general applicability of domino logic. Furthermore, asthe
evaluation node is precharged in domino logic cells, the only valid input transitions are
fromalow to ahigh value. Again, thisis generally not acceptable. In the next paragraph
we will describe how it is possible to construct general logic functions using domino
logic. Before that, however, one other major difference between static and domino logic
isdiscussed. Signal nodes, which toggle several timesbeforereaching afinal steady-state
condition (referred to as glitching), are relatively common in static logic, but absent in
domino designs. Thisis because once the output of adomino cell rises, no changein the
inputs to the cell will cause the output to fall. Only when the clock falls at the end of
the evaluation phase will the output of the cell fall. Thus, within a clock period thereis
the possibility of only onerise and fall at the output of the domino cell.

Therearebasically three approachesto constructing functionally correct dominologic
designsinwhich inverting functions are present. Thefirst approach isto stop the domino
cone of logic when inverting functions are encountered. This approach was suggested in
theoriginal paper in which domino logic wasintroduced [11], where the XOR at theend
of an adder isimplemented as a static cell. The advantage of this schemeisthat it allows
for the easy incorporation of inverting functions with domino logic. The disadvantage
with this scheme is that if an inverting function is encountered early in a path of logic,
most of the gates in the path will be implemented with static logic. In addition, since
some form of alatch must be placed at the boundary between domino and static logic,
to ensure that the precharge value of the domino cells does not propagate through to the
static logic, thiswill involve atiming penalty. These disadvantages could easily diminish
the speed advantages to the point where it is not worthwhile. Nevertheless, if a single
inverting function is present near the end of acritical path, the use of static logic at the
end of the path can be a useful solution.

The other two approaches provide mechanismsto ensurethat the entire path, generally
from aregister to aregister, can be fully implemented with domino logic. The second
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approach for implementing inverting functions is to ensure that all inverting signals
needed in adesign are provided from the primary inputswhich arelow when the clock is
low. In most digital designsthe primary inputsto ablock are the outputs of the flip-flops
from a previous block. In Figure 1.6 a static logic implementation of an XOR function
whose inputs are coming from a flip-flop is shown. In Figure 1.7 an implementation of
the same function using domino logic is shown. To ensure that the primary inputs are
initialy 0, the output of the rising edge-triggered flip-flop is ANDed with the clock. This
AND gate can be incorporated directly into the flip-flop. It is shown here as a separate
gatefor conceptual clarity. Sincethe clock islow beforeit rises, the inputsto the domino
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cell are initialy 0. Since the XOR function needs both the inverted and uninverted
versions of inputs A and B, these signals are provided directly from the flip-flops. It can
be seen that the XOR function is implemented as an AND—OR gate that implements
the function: AB” + A’B, which can then be provided to other logic. Ensuring that all
theinverting logic needed by thedesignisprovided directly fromthe primary inputstothe
design creates adesign in which no inverting functions are used. This structureis called
a unate implementation. The major drawback with this approach is that it can lead to a
duplication of all logic in the block, a significant area and power penalty.

The third approach to implement a correct design is to make sure that every domino
cell is only clocked when stable input values are present at the input of the domino
cells. For the XOR cell described above this means that if we know that after a certain
amount of time the inputs are at their correct values, the clock can rise. The advantage
with this approach is that inverted inputs do not need to be propagated from the primary
inputs of the design. While that isamajor advantage, it isdifficult to do in an automated
design framework. In designs generated using automated synthesis and physical design
tools, inputs tend to arrive at each gate across alarge window of time. Since the domino
gate can be clocked only after al the inputs are stable, this means that the clock is the
critical path inthe gate, arriving last. This can lead to adesign in which the datawaitsfor
the arrival of aclock signal at every single cell before it can proceed, slowing down the
signal path. Theextramargin (to account for processvariation, clock tree skew, and clock
driver granularity) that must be used to guarantee that the clock signal arrives after all
theinput signalsare stable, further slows down the critical path. While difficult to usefor
synthesizable domino logic, it is possible to allow some binate logic for domino design
implemented in custom or structured custom frameworks, where far greater control
exists on the arrival time of every input. When using synthesizable domino logic in an
automated flow, it is best to make the design unate. We will describe in Chapter 4 some
optimizations possible to reduce the area overhead in the unating process.

One of the difficulties in deploying automated domino logic design systems is the
lack of predictability, at least from a cursory human point of view, in understanding
the structure of the design and the expected arrival times of signals at different inputs
once they have been pushed through an ASIC flow. Gate-level netlists generated by
synthesis tools appear very irregular. Layout plots highlight the differences, with one
being immediately able to tell ASIC and custom designs apart. Human efforts tend to
produce graphically regular, repetitive structures, whilethe output of an automated ASIC
tool tends to appear random. Whether this phenomenon reflects any particular aptitude
of human beings to discover underlying graphical patterns, or merely reflects a human
preference to arbitrarily impose order, is an open question. One hasto be careful also to
remember that a haphazard-looking design may merely represent adegree of complexity
beyond human comprehension. In the world of VLSI digital design, where we must
collaborate with automated toolsin all of our jobs, it is interesting to note that human
designersremain in those areas where avisual or graphical, two-dimensional regularity
is most present: custom, memory, and standard cell design. Where such regularity is
absent, most notably implementing random logic, the engineer’s task has shifted to
properly operating and supervising the automated tools which do the detailed design.
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Figure 1.8. Clocking scheme for a set of domino buffers.

For RF design, perhaps the most human designer-intensive implementation task, asharp
contrast exists between the custom laid-out anal og moduleswith their classical symmetry
and palatial isolation zones, and the teeming, chaotic ASIC-designed blocks. The RF
designers try to keep the digital modules with their noise spikes and unpredictable
harmonics as far away as possible, although with the increasing digitalization of RF and
its convergence with baseband and other purely digital functions, the haphazard cities
of digital logic are continuously encroaching on the ordered world of RF.

Clocking domino logic

Ensuring that every domino cell enters the evaluate phase (when the clock is high) with
itsinputslow and that all inputstransition from 0 to 1 during the eval uate phase requires
that the design is correctly clocked. Unlike in static logic, every domino cell is clocked.
Thisresultsinthe clocking strategy being far more critical and complex in domino logic,
with the wrong clocking leading to possible functional failures.

The simplest mechanism to clock adomino design isto usetwo different clock phases.
These phases can be the two clock phases of a single clock or be from two different
clock sources. In Figure 1.8 a domino logic design for a series of domino buffer cells
is shown. Of the six buffers, three are driven by the clock ¢1, at 0 degree phase. The
other three buffers are driven by the clock &2, which has a phase shift of 180 degrees
(it is inverted compared to ¢1). The use of these two clock phases ensures that when
buffers B1, B2, and B3 arein evaluate, i.e., datais traversing through them, the buffers
B4, B5, and B6 are in precharge. Correspondingly, when buffers B4 through B6 are
in evaluate mode, domino cells B1, B2, and B3 are being precharged. This is typical
in domino designs where parts of a circuit are precharging while other parts are in the
evaluate cycle, ensuring that asthe eval uate phase dataadvancesit encounterscellswhich
have already been correctly precharged. This scheme ensures that the precharge delay
does not impact the maximum operating speed of the digital design. Figure 1.8 aso
illustrates another circuit-level optimization possible with domino cells. Since al the
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Figure 1.9. A logic module with several pipeline stages.

cells driven by a clock enter precharge at the same time, the critical path for precharge
is the time taken for a single cell to precharge. The maximum evaluate phase delay,
on the other hand, represents the maximum evaluate delay through a series of domino
cells driven by the same clock. For our purposes this means that the sum of the evaluate
delay for the buffers B1, B2, and B3 can be made equal to the precharge delay for a
single buffer (B4, B5, or B6). This difference in the speed needed by the precharge
and evaluate circuitry means that transistor sizing in a domino cell can be weighted to
heavily favor rising output transitions over falling ones. Theexampleshownin Figure 1.8
issimplified by not considering clock skew, cell drive strengths, and cell output loading,
but it doesillustrate the serial nature of the evaluate phase delay versusthe parallel nature
of precharge. Theratio of time allowed for precharge to eval uate depends on the number
of serial cells clocked by a particular clock. This attribute is strongly dependent on the
microarchitecture of the design, which determines the number of cells through which
data must propagate in the evaluate phase during a clock cycle. One of the challenges
in designing domino logic-compatible standard cell libraries is that one has to assume
a maximum operating frequency of the design, since this sets alimit on the maximum
precharge delay permissible. Setting this value too low leads to a design constrained by
the precharge delays, while avery large number will optimize the precharge delay at the
expense of the evaluate delay. This will negatively impact performance if, indeed, the
maximum operating frequency of the design is significantly lower than that supported
by the precharge delays.

Figure 1.8 shows asingle stage of domino logic. When anumber of different pipeline
stages are present in a design, as in Figure 1.9, register stages separate the different
pipeline stages. While explicit register stages are needed in static designs, to ensure that
fast-arriving data does not corrupt data from an earlier cycle [12], these pipelines are
not needed in domino design. Since domino cells act intrinsically as a latch, they are
transparent during eval uate and shut-off during precharge, thus putting two domino gates
driven by different clock phasesin series causes the data to behave as if passed through
a master—slave flip-flop. An aternate way to view thisis to assume that in a domino
design the master and slave latches present in atypical flip-flop are split and distributed
throughout the logic instead of merely being at the boundary of clock phases. In addition
to itsfaster speed, the ability to remove explicit flip-flopsis one of the major advantages
of domino logic, sincethe setup and clock-to-Q delay associated with traversing through
aflip-flop can be eliminated [12].
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While using two clock phases will lead to a functioning domino logic design, there
are some difficultieswith the approach. Care must be taken to ensure that when the clock
changes phase the next domino logic cell can capture datafrom the previous cycle before
the precharge value from the driving domino cells overwrites the valid output result. If
the inputs to the domino cell on the next clock phase arrive before the domino cell is
clocked, this is generally not a problem since, as discussed, the precharge delay for a
domino cell is much longer than the evaluate delay through it. However, in the presence
of clock skew the late arrival of the clock to the domino cell being evaluated can cause
the precharge data to be clocked. This is referred to as a hold time failure. For those
unfamiliar with the terminology, a quick set of definitionsfollows. Clock skew refersto
thedifferencein clock arrival timebetween two different circuit elementswhich send data
from one to the other either directly or via some combinational logic. For example, the
clock skew between two adjacent rising edge-triggered flip-flops is the time difference
between rising edges arriving at the two flip-flops. The primary cause of clock skew in
digital designs is due to the presence of a clock buffering tree, a physically distributed
series of buffers that sends the root clock signal to all of its nodes. For acomplex ASIC
with many flip-flops distributed across a large chip, some clock skew isinevitable. The
other two delays associated with a clocked logic element are the setup and hold delay.
The setup delay for an input to a cell is the latest input arrival time before the cell is
clocked that will ensure that correct datais captured. The hold time of aflip-flop isthe
time after the clock edge arrives for which the input data to the element must be held at
aconstant value to ensure that the correct value is sampled. Setup failures are generally
due to running the design too fast and can be overcome by running the design slower.
Hold failures are more dangerous as they can lead to functional failuresacrossall testing
conditions and must be avoided at all costs.

The possibility of hold failure, due to clock skew, is one of the challenges of using
two clock phases. In order to loosen the clock skew requirements, three or more clock
phases can be used with domino logic. For thisbook we focus on the use of skew-tolerant
clocking to clock the domino designs. This technique uses multiple overlapping clock
phases [12]. Assuming that the clocks each have a 50% duty cycle, and that they are
evenly distributed, each clock edge overlaps 17% with its adjacent clock. This overlap
allows longer rise or fall times, reducing the clock skew requirements and hence the
power dissipation in the clock tree network, while also reducing the possibility of hold
failures.

Thereis one final advantage of domino logic that is best understood in the context of
microarchitecture, where a design spans anumber of pipeline stages. To understand this
we look again at Figure 1.9. In Figure 1.9 a section of logic constituting a number of
different pipeline stagesis shown. The pipeline stage between registers Regl and Reg2
contains logic modules M11, M12, and M13. Logic M21, M22, and M23 is contained
in the next pipeline stage. In Figure 1.10 we represent a possible domino logic imple-
mentation of the same logic. Since, as mentioned, by using multiple overlapping clock
phasesit ispossibleto replaceflip-flopsin domino logic, there are no explicit registersin
Figure 1.10. For thedesignin Figure 1.9, if the first pipeline stage has the slowest delay
through it, that delay will set the maximum operating frequency of the clock. Thiswill
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Figure 1.10. A domino logic module containing multiple pipeline stages.

not change even if the pipeline stages before and after it can be clocked much faster.
For the design in Figure 1.10, a 17% overlap occurs between two adjacent clock phases.
Thismeansthat if data enters module M 12 even after the clock is high it can propagate
through the module and can possibly use the smaller delay through M21, M22, and
M23 to its advantage. This is possible because the clock for module M21 is not edge-
triggered, or a hard clock, i.e., no edge-triggered value is captured at the moment that
the clock rises, but rather islevel-sensitive [12]. Such aclocking systemisreferred to as
asoft or softened clock, ensuring that pipeline stages which need more time to complete
can seamlessly borrow some time from contiguous pipeline stages, thus allowing for
faster operating speed of the design. This property does not absolve the designer from
the requirement of trying to balance pipeline stages wherever possible, or eliminate the
need for synthesis and physical design tools to do the same. It does, however, provide a
mechanism to equalize pipeline stage delays when granularity constraints make it diffi-
cult for different stages to have exactly identical delays. In addition, process variations
due to manufacturing imperfections and cross-coupled noise may modify the delay in
different pipeline stages from the assumed values. The presence of a soft clock helps
distribute these silicon variations, limiting theimpact on operating frequency. Whilethis
technique can be, and indeed is sometimes, used with static logic, it comes for free with
skew-tolerant domino.

Summary

The use of domino logic, like just about any other design choice, has its advantages
and disadvantages. The primary advantage of domino logic is its speed of operation.
The advantage comes from the superior speed of the domino cell and the ease with
which explicit flip-flops and clock softening can be supported with domino. The primary
disadvantage of domino is its greater power dissipation, its potential area penalty, and
the complexity of using domino logic.

Thehigher power dissipationin dominologicisduetothefact that every singledomino
cell is clocked. Power must hence be consumed to switch the domino cell every single
clock cycle. This power dissipation occurs irrespective of whether the datais traversing
the domino design or not. In addition to this, domino logic cells need to be precharged
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if the output is alogic one value at the end of the evaluate phase. Thisleadsto an extra
transition that static logic does not require. If we construct a domino logic circuit by
providing the true and false values for every input, there is a possible doubling of the
number of logic gates and a proportional rise in its power dissipation.

These factors suggest that a synthesizable domino flow generally isnot useful for low
power modules (in custom design great effort can be used to minimize the power impact
of domino). The easiest way to limit the power overhead isto limit its use to those areas
in a system-on-chip (SOC) where the requirements for speed necessitate its use. For an
SOC the tradeoff in power between domino and static logic is more complex than at the
cell or module level, since system-level considerations come into play. For example, if
the use of domino logic allows two cores to be replaced by a single core running much
faster, the overall power penalty for domino logic is reduced. Alternately, if domino
logic alows a timing-critical circuit to be used with low |eakage transistors, while a
static implementation requiresfaster but leakier transistors, the power differenceismore
difficult to predict. Aside from the system considerations, at the circuit level thereisone
power advantage that domino designs have: their absence of glitching. Glitching leadsto
extra power dissipation, dueto logically unnecessary switching being absent in domino.

The area overhead of domino designs is again somewhat difficult to generalize. In
custom applications, domino designs can be smaller than corresponding static designs.
For synthesizable domino logic, the extralogic can lead to a power penalty. Sinceit is
assumed that synthesizable domino logic will be used sparingly, this overhead may be
acceptable for most designs.

The last and final disadvantage of domino is the complexity of the flow. Using syn-
thesizable domino logic hopefully manages to hide the details of the complexity from
the users. This will also reduce the great time and effort required by custom designs,
athough the design will be less optimized than a custom design.

Despite these disadvantages, the expeditious use of domino logic does have some
advantages. |nadditiontothe system-level advantagesmentioned earlier, therearealways
some logic modules where faster speed can be utilized for greater advantage. Much of
the current research on analog design focuses on the use of very high speed digita to
complement and control analog circuitry. Again this represents a small, but critically
important, part of thetotal circuitry in the design, where domino can be used to its speed
advantages. Another possible application of synthesizable domino logic isin speeding
up alegacy module without incurring the cost of redesigning the microarchitecture and
porting the software. With a synthesizable domino logic solution, the effort involved
in using it becomes much lower, making it much more attractive beyond its traditional
application areas of high end microprocessors.
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2.1

High-speed digital design

Microprocessors since 1989

In 1989 aforward-looking paper attempted to determine the characteristics of micropro-
cessorsin the year 2000. Called “Microprocessors circa 20007, the paper hypothesized
that a high-performance microprocessor in the year 2000 would have an area of 1 square
inch (645sgmm), contain 50 million transistors, and run at above 250 MHz [1]. The
overall performance of the microprocessor was estimated at 2000 million instructions
per second (MIPS), achieved by the employment of two or three cores, each with a per-
formance of 750 MIPS. Forward-looking papers often have somewhat fanciful conceits
of future developments, illustrating the witticism that predictions tend to be difficult if
they involve the future. This prediction, however, was based on many years of micro-
processor development, leading to a broadly accurate prediction of things to come. The
International Solid State Circuit Conference (1SSCC), held in early 2000, presented a
number of microprocessors whose transistor counts and area were within 2x of the
prediction. Since much of the area of a microprocessor is composed of on-chip mem-
ory, the prediction for transistor count was achieved soon afterwards. The prediction of
2000 MIPS for the maximum performance of the system also proved to be accurate. The
interesting discrepancy was in the way that the performance of the microprocessor was
achieved. Instead of employing anumber of processors operating at 250 MHz, most high
end microprocessors were single core designs running at or above 1 GHz. At the ISSCC
held in early 2001, the Pentium 4 microprocessor was introduced by Intel. The clock
frequency of this processor was 2 GHz, with theinteger execution unit running at 4 GHz.

How had such a historically anomalous jump in clock frequency been achieved in
such a short period of time? Much of this can be attributed to the intense competition
in the microprocessor market, especially for processors compatible with Intel’s x 86
family of chips. For many customers avery high clock frequency had become acritical
component in customers expectations when buying a computer. It can be debated how
important clock frequency is for a computer, especially since memory and I/Os are
often more severe bottlenecks. Still, clock frequency was a major marketing advantage
throughout this period, although, of late, its centrality has started to wane somewhat. In
addition, in 1992 Digital Computer Corporation released the first version of its Alpha
processor, which achieved an impressive clock rate of 200MHz. Since 250 MHz was
the expected clock rate at the end of the decade, Digital’s ability to reach comparable
speeds eight years early spurred clock speeds to be pushed throughout the industry.

18
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While competition can explain the motivation for desiring high operating speed, it does
not answer the basic engineering question as to how this was achieved? The answer lies
with improvements in CMOS processes and the use of much more aggressive designs,
specificaly, the use of much deeper register pipelines.

CMOStransistorsin digital designs can be viewed simplistically as switches. As new
processes with smaller feature sizes become available, it is possible to scale the physical
dimensions of the transistors. For digital designsthis|eadsto many advantages. Smaller
transistors require less energy to turn on and have smaller capacitive self-loading. They
are also faster. The speed, power, and area benefits due to shrinking a process can be
derived analytically [2]. Let usassumethat at each new process generation thelateral and
vertical dimensionsof thetransistor are scaled by 1/S, where Siscalled the scaling factor.
Over the last few process generations the typical scaling factor has been approximately
1.4. Since supply voltages and gate oxides are typicaly aso reduced, they are aso
assumed to be scaled by 1/S This leads to the delay in the transistor being reduced
by 1/S, power dissipation scaled by 1/S?, and a power density that remains constant.
Scaling leads to a reduction in area of 1/S?. This means that a significant reduction in
silicon area, or alarge increase in functionality, is possible by porting a design to a new
CMOS process. Both of these factors help to reduce total system cost, which drives
demand further; providing positive feedback for the virtuous cycle of demand, supply,
and engineering employment.

The other factor mentioned which led to improvement in microprocessor clock fre-
guencies through the 1990s was much better implementations, spearheaded by the use
of aggressive microarchitectures. These microarchitectures were much more deeply
pipelined. Figure 2.1 shows a pipeline stage with registers and combinational logic.
This combinational logic is called a cloud of logic and implements the function of
the circuit (due to the lack of an appropriate drawing stencil the clouds in Figure 2.1
are rendered as somewhat circular in shape). The total delay for a pipeline stage is
the delay through the combinational logic between the pipeline stage and the clocking
overhead. The clocking overhead corresponds to the clock-to-Q delay at the flip-flop
launching the data, the setup time at the flip-flop capturing the data, and the clock uncer-
tainty due to skew and jitter. Increasing pipeline depth reduces the logic stages between
flip-flops. As we discussed in Chapter 1, it is possible to reduce significantly clocking
overhead with the use of domino logic and overlapping clock phases [3]. For deeply
pipelined designs thisis particularly important due to the large proportion of total delay
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Figure 2.2. The year of introduction, clock frequency, and fabrication technologies of the last
seven generations of Intel processors.

Source: Used with permission from the paper “ The optimal depth per pipeline stage is 6 to 8 FO4
inverter delays’ by M. S. Hrishikesh et al., International Symposium on Computer Architecture,
May 2002.

consumed by clocking overhead [3]. For Intel processorsin the 1990s there was alarge
reduction in the logic between adjacent flip-flops, indicating the increasing emphasis
placed on deeply pipelined microarchitectures [4]. This is shown in Figure 2.2, where
the delay is given as the equivalent number of inverters driving four other inverters
(FO4). Since this measure considers delay in terms of inverter delays and not absolute
time, it is a useful metric to compare microarchitectures in a technol ogy-independent
manner.

Figure 2.2 shows that between 1990 and 2000 the total number of FO4 stages went
from 80 to 10, an approximately 8x reduction. Assuming that atypical CMOS process
generation leads to a delay reduction of 1.4x compared with the previous generation,
an 8x improvement in delay corresponds to the delay reduction achieved by 4.4 pro-
cess shrinks. Thisis a remarkable figure. Developing a new process node is extremely
expensive due to the high development costs and capital expenditure. Achieving speed
improvement equivalent to multiple process shrinks from improved design has tremen-
dous benefits not only from a cost point of view, but also by allowing far more capable
designs to come to the market earlier. While Figure 2.2 shows a reduction in logic
between registers, microarchitectural improvements entail more than merely placing
more registers in the design. Efficient design requires that a certain granularity of tasks
be performed during each clock cycle. In order to ensure that this could be achieved
with fewer FO4 inverter delays of logic, domino and other custom design methodol ogies
started to be used extensively for very high-speed designs.
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While the use of much deeper pipelines has led to greatly improved performance in
microprocessors, there are limits to the extent to which this approach can be applied.
Figure 2.2 isborrowed from a paper entitled “The optimal logic depth per pipeline stage
is6to 8 FO4 inverter delays’, which suggests that the current processors are beginning
to approach the limits of maximum pipelining [4]. Further pipelining, which leads to
more instructions being processed at the same time, does not help overall performance
since the likely occurrence of a jump instruction will lead to the pipeline needing to
be flushed. Synthesizable processor cores implemented with automatic ASIC design
flows are mimicking many of the microarchitectural features found in custom designs,
including the use of deep pipelines [5]. Synthesizable logic does not, however, have
accessto domino logic or other dynamic logic styles. Thisisamajor difference between
custom and ASIC design methodologies [5].

A point to note about high-speed ASIC design modules is to remember that while
processor design remains one of the most studied and perhaps “glamorous’ aspects of
digital implementation, it is not necessarily representative of ASIC designs. The ASIC
market and the high end microprocessor market are fundamentally different in terms of
both the application space and the economies of the business. Examples of large digital
ASICs include graphics processors, cell phone baseband processors, and set top box
decoders. The critical computational modules in these blocks are often data-processing
functions which need to be implemented under very strict power and cost budgets.
Data-processing functions al so tend to possess considerable intrinsic parallelism. These
functionsare most competitively implemented in hardware and not with aprogrammable
Mi Croprocessor.

Sincethe end marketsfor the chipsarein the consumer space, the average selling price
(ASP) for these productsfallssharply with time. From apurely business point of view this
means that it is essential to reach the consumer markets with products quickly. For this
reason semiconductor companies are extremely uneager to use custom solutions, such
asdomino logic, in ASIC products. Since high end microprocessors typically command
much higher prices, they strive to provide performance as a primary design requirement.
Thisleads to relatively long design cycles and almost mandates the use of considerable
customization. In addition to the faster time-to-market requirement, the applications
targeted by chipsimplemented with ASIC methodol ogies are much more cost-sensitive.
This should be no surprise to anyone who has purchased a DVD player and a personal
computer of late, since the prices paid by consumers are ultimately reflected in what
semiconductor companies can charge for their components. | remember once asking a
colleague in sales about his best business deal. The only chip pricing | had been familiar
with had been microprocessors, which were then available for prices in the range of
several hundred dollars each. My colleague thought for a second, until a large smile
broke across his face and he recounted the sale of a highly profitable part that he had
sold for less than three dollars a piece. At the time | was somewhat surprised by the
number, it seemed so low. As electronicsisincreasingly directed towards the consumer
market, it isworthwhile remembering that afew dollars remainsthe ASP for alarge and
ever-increasing set of chips. Like supermarkets, the real money is madein volume (even
though the ASPs for semiconductors are low, the overall profit margins for the industry
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are much higher than those for supermarkets). It isin this context of falling ASPs and
rapid time-to-market pressures in the ASIC design space that a synthesizable domino
logic solution is proposed in this book.

Since domino logic will only be applied if existing static logic-based synthesis has
not achieved timing closure, the next section deals with techniques used to improve
the implementation of ASIC designs. Many of these techniques represent good design
practice and can be applied whether the underlying circuit technology uses static or
domino logic.

Microarchitectures for high speed

According to IBM’soriginal definitionfor computers, architecturerefersto thedefinition
of theinstruction set and other programming abstracts. The actual act of transferring this
instruction set to hardware was referred to as organization [6]. In this book we will
consider microarchitecture or logic design to refer to the design of al the logic. We
will adhere to the convention of referring to architecture as meaning the software and
algorithmic view of the design. The microarchitecture is the next step of the design,
where the architecture is mapped to logic and the first realistic timing and area estimates
made.

As mentioned earlier in the chapter, high clock speed requires the use of deeply
pipelined designs. Inserting extra pipeline stages does not of itself guarantee high per-
formance, since it may be difficult to partition the logic evenly across a number of
different stages. Furthermore, RTL code that appears to be evenly balanced may turn
out to be less so once implemented. Under these conditions, considerabl e effort must be
expended to ensure that the design can run with afast clock. Such efforts are the bread
and butter, or perhaps more appropriately in this age of globalization, the rice and dal,
of digital design. Whileit is possible to enumerate different approaches to achieving an
efficient microarchitecture, it may be more instructive to study some examples.

Fast arithmetic modules

Critical paths, or the longest delay paths in digital designs, often traverse through fast
adders, multipliers, and other arithmetic functions. Sometimes these paths cannot be
further pipelined, since they have feedback requirements which require the full com-
putational cycle to be completed every clock period. Examples of such circuits include
accumulators and Viterbi add—compare—sel ect modules, in which data must come out of
aregister, go through some logic, before being latched in the same register at the end of
the clock cycle.

There has been much research on designing high-speed arithmetic modul es[6]. Rather
than repeating well-known techniques for speeding up these operations, an example
circuit is discussed to give the reader an idea of the kind of techniques used. A general
principle in speeding up arithmetic operations is to parallelize the operation as much
as possible. A ripple carry adder, for example, has a delay that is proportional to the
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Figure 2.3. Carry generate logic for an 8-bit adder.

number of input bits. While area-efficient, the ripple carry adder is slow, especially at
large sizes. The simplest way to parallelize an adder is to make every single output a
direct function of its cone of dependent inputs. This quickly leads to an unrealizable
solution, since the most significant bit (MSB) output of a 32-bit adder is dependent on
all 64 input bits (32 bits from each input bus). The solution is inelegant not only due to
the massive areaand extensive fan-out requirementsfor the inputs (these two factorswill
counteract the very low logic depth of thedesign and slow it down considerably), but also
because considerable replication is present at each output node. A better solution can
be achieved by applying the Kogge-Stone algorithm [7]. The Kogge-Stone agorithm
describes a method by which certain recursive functions can be parallelized. Since the
addition operation can be defined recursively, in terms of the carry propagate logic, itis
amenable to this approach.

In Figure 2.3 the carry propagate logic for an 8-hit Kogge-Stone adder is shown. The
reader is reminded that the output for each bit of the adder is the exclusive OR (XOR)
of the two input bits and the carry-in for that bit. The lighter gray circles in the figure
implement the bit-level carry generate and propagate function. These functions are: A;
& B for generate and A; | B; for propagate, where A; and B; are the input bits, & isthe
logical AND function, and | thelogical OR. The carry-in bitsthen progress to the darker
circles, which implement the next carry generates and propagates. These functions are
defined as. Ci+1 | G & P4y for generate, and P.; & P, for propagate. The variables
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Figure 2.4. Adding three numbersto produce a carry and save term with the final result having the
correct value.

Ci+1, Pi+1, Ci, and P, refer to the higher- and lower-order carry and propagate inputs to
the cell.

The structure of the schematic shown in Figure 2.3, where the inputs to the logic at
every stage span across progressively greater widths, is common in many high-speed
arithmetic modules. The total number of cellsin the critical path for the design is pro-
portional to the base-2 logarithm of the number of inputsto the adder. Shifters, in which
data can be shifted left or right, tend to look similar, as do increment functions and
priority encoders. It is possible to modify the tree structure shown by having each cell
be fed from more than two inputs. In such implementations the logic depth of the tree
decreases, although each node has more logic. The optimality of a particular design
depends on the tradeoff between fewer but more complex logic functions versus faster
but more numerous elements. Much of this is technology- and circuit design-specific,
especialy since it must also consider the delay associated with the wires used to route
the signals.

The reader may have noticed that the set of arithmetic functions mentioned earlier did
not include multipliers, another common arithmetic function. Indeed, theimplementation
of amultiplier isabit different sinceit requires two separate functions to be performed.
By way of explanation, wenotethat astraightforward approach to perform multiplication
isthrough repeated addition. Thiscan lead to very long computation times since multiple
additions are needed. To avoid this delay, the multiplier performs an initia carry save
compression. At the end of the carry save compression the generated terms are added
with an adder. Thefinal adder isalso called a carry propagate adder, since the carry can
propagate across the bit width of the adder. In order to illustrate the difference between
carry save and carry propagate addition, asimple exampleis shown in Figure 2.4. Three
numbers 6, 12, and 24 are represented in their binary formats. Since we do not wish to
use two separate adders to add the three numbers, the three terms must be reduced to
two and then added. The three terms can be compressed by using a full adder. A full
adder receives three inputs and produces two outputs. The sum output is the exclusive
OR (XOR) function of the three column inputs. The sum output has the same binary
position astheinputsto thefull adder. The carry output is set to oneif two or moreinputs
areone. This function is also called a mgjority voter since the output bit reflects which
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input bit isin the majority. The sum output is shifted one binary position to the left of
theinput bits. Thefull adder works on bits from the same binary position in the numbers
being added together. In Figure 2.4 these numbers are circled. The resultant carry and
sum buses are shown below. The outputs of each full adder are shown within the slanting
ovals. Once the dataisin the form of asum and carry bus, it is added in a conventional
adder. Thefull adder in thisexample actsasacarry save adder sinceall it doesisto help
compress three termsto two. The carry save name comes from the fact that every output
isafunction of anumber of input bits, with no carry propagating across cells. The delay
of acarry save adder is, thus, asingle-cell delay, while acarry propagate adder will need
to traverse through a number of cells.

Most multiplierswill have more than three input terms. This requires anumber of full
adder stagesto compress the datato two final carry save terms, which can then be added
in an adder. In addition to full adders a number of different compressor circuits can be
used, such asafour-term to two-term carry save adder (CSA42) and afive-term to three-
term carry save adder (CSA53). These compressors have a higher compression ratio
than afull adder (afull adder compresses three inputs to two outputs, whereas a CSA42
compresses four inputsto two outputs). They are, however, larger and hence slower cells.
The optimal configuration involves atradeoff similar to that involved in designing afast
adder: choosing between afewer number of more complex cells, or alarger number of
faster ones. The best solution depends on the delay of the different compressor cells, the
multiplier size, and the routing delay. These metrics can vary from processto process. In
addition to multiplication, carry save addition can be used to implement three or more
input adders.

While understanding the approaches used to perform high-speed arithmetic opera-
tions is often useful, such knowledge is not essential in ASIC design. Synthesis tools
are increasingly knowledgeable about different algorithms for implementing arithmetic
functions. Tools such as Synopsys's Design Compiler™ are also capable of optimizing
datapath logic across different modules. For example, a number of sequential adders
placed in the RTL will automatically be replaced by the more optimal solution of using
carry save addition and only onefinal carry propagate adder. Whileit is possible some-
times to improve the performance of a design by directly coding an optimized logical
solution in an RTL language, such as Verilog, such efforts tend to have alimited utility
for a great deal of effort. It is probably best to use these techniques only when a new
non-standard arithmetic module is needed, or when custom standard cells are available.
Thetask of implementing arithmetic functionsin ASIC design flowsisincreasingly best
left to computers and software.

Predictive logic and parallel computation

While competing against synthesis tools in implementing well-understood arithmetic
modules is not recommended by the author, it does not exclude intervention by the
designer to achievethereqguired performancewhen direct synthesisisproving inadequate.
In order to achieve the desired results a set of optimizations can be attempted, using
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techniquesthat often change the abstraction level or the problem formulation. Hopefully
some examples will help fill in the wonderful vagueness of what is meant by that!

A seemingly intractable critical path emerged during the design of adeeply pipelined
microprocessor that the author wasinvolved with. Thefunctionimplemented by thelogic
was to determine if a jump in the instruction sequences was needed. Jumps or condi-
tional branches are common instructions, representing approximately 20% of executed
instruction [6]. The actual task involved the result of acomparison following an addition.
A direct RTL description of the required function did not meet the target frequency of
the processor.

Algebraically formulating the problem led it to be defined as the addition of two
integers X and Y, followed by a check to see if their sum is equal to integer Z. For
our consideration X, Y, and Z are assumed to be 32-bit numbers, coded in standard 2s
complement format. Theanalysiscan easily be extended to different bit widths. Thus, we
haveto check if: X + Y = Z. Thisisequivalentto X + Y —Z = 0O (for the punctiliousthis
follows from the presence of the additive inverse in boolean algebra). Since a negative
number is defined by bitwise negation and the addition of a1 in 2s complement format,
the problem could be expressed as: X + Y + ~(Z) + 1 = 0. The only way that adding a1
to abinary number leads the output to be O (within its bit width) isif the number that the
oneisbeing added to is all ones. This follows since the one will cause afinal carry-out
bit to be generated beyond the specified bit width, with all bits in the specified range
being zero. Thus, for our considerations, determining if the result of the addition and
comparison isequal to zero is equivalent to determining if: X +Y + ~(Z) = 32 hffffffff,
where 32'hffffffff is the Verilog representation of 32 ones in hexadecimal form.

Thereformulated solution doesnot of itself |ead to abetter solution, but it does provide
insight into how it can be done. When the sum of a set of numbers has to be equal to a
particular value, it is sometimes possi bleto determinethis by bitwise operationsfollowed
by a check to make sure that all the bitwise results are correct. For our purposes this
involved ensuring that at every bit position the sum of X, Y, ~Z, and the carry-in bit from
the previous bit column is equal to 1. Thisis done by using XOR logic. The carry-in bit
is calculated by checking to seeif at least two bits in the previous bit column are equal
to 1. Thefinal resultiscalculated by ANDing theresult for all bits. While such ascheme
may seem to be somewhat suspect as a general approach, it can be formally shown that
the result of this operation is always correct!

In Figure 2.5 asimple example with 4-bit operands is used to illustrate this approach.
For theexampleontheleft of Figure 2.5, the sum of +7 isadded to —2 and compared with
the expected result of +5. For the example on the right a different number is used. The
comparison resultismet when all the output bit functionsare 1. This can be checked with
AND logic. Thedelay for thisapproach, abit operation followed by alarge AND gate, is
significantly less than performing a full add followed by a comparison. To compare the
delay in both approaches, a straightforward implementation and the proposed technique
were synthesized using a 0.18 um CMOS library. Synthesis results showed that the
conventional approach required 2.25ns, while the proposed implementation required
1.27 ns. This corresponds to a 44% reduction in delay [8]. The proposed solution isalso
smaller and less power-hungry.
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Figure 2.5. Numerical example of a predictive adder and comparator.
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Figure 2.6. Serial computational function with a multiplication at the end.
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Another technique that can be used to speed up afunction is applicable if it consists
of a number of serial functions, which can then be replaced by a set of speculative
parallel operations. The parallel operations compute the set of possible outcomes for
the original operation, with logic operating in parallel determining which outcome to
select. Toillustratethissituation, let usassumethat A, B, and C are provided to amodule.
Dependingonthevaueof A,B,andC, B + 1and C, or B + 2and C, aremultiplied together.
Schematically thisis shown in Figure 2.6, where the module F computes whether 0, 1,
or 2 isto be added to B before being multiplied by C.

If the function shown in the Figure 2.6 operation cannot be completed in a clock
cycle, it is possible to parallelize the addition and multiplication steps (A and B) with
the selection logic F. This is shown in Figure 2.7. Here it can be seen that al three
possible multiplications start earlier. This is useful since the multiplication will likely
have the longest delay of all the functions. In parallel, the function F computes which of
the outputs to select. Thisis done viaamultiplexer, shown as module M. Of course, this
approach is worthwhile only if the delay for module F is much greater than the delay
through the multiplexer. Thistechniqueis quite useful and tendsto pop up in circuit and
architecture design as well. By speculatively computing operations at the same time as
the selection logic, the delay of the selection logic can often largely be masked by that of



28

High Performance ASIC Design

C >
X_
-
+
2 —»
L
C >
X - M —
—
B —»
+ A
1 —»
C >
B :X_

A— F

Figure 2.7. Parallel implementation of the function shown in Figure 2.6 with the multiplication
starting earlier.

the other operations. Although costly in terms of area and power, this can significantly
reduce delay. As of now, logic synthesis tools do not automatically invoke this form of
structurefrom astraightforward RTL description. One of thereasonsisthat thisapproach
has extra functionality, or logic redundancies, which tends to run counter to the goal of
synthesistools, which strive for non-redundant implementations.

A practica circuit where this approach has been used is in the design of a floating
point unit (FPU). Floating point arithmetic is used in calculations requiring decimal
precision, such as scientific cal culations. The standard representation of a floating point
number is as a fractional part and an exponential value. For example, in decimal logic
625.7 is expressed as 0.6257 x 10°, where 0.6257 is the fractional component of the
number and 10° the exponential power. When two fractional numbers are to be added
or subtracted from each other, the number with smaller exponential component must be
right-shifted so that the representation of the fractional parts corresponds to the same
exponent base. Thus, if 20.0 or 0.20 x 107 is subtracted from 625.7, 20.0 should be
expressed as 0.020 x 102 to allow the fractional componentsto be subtracted directly. If
floating point addition or subtraction isto be performed on two numbers, their exponents
are first subtracted from each other. This determines which, if any, number has a larger
exponent. Subsequently, the number with the smaller exponent will need to be shifted
by the difference in the exponent values. Depending on which exponent value is chosen
first, the result of the exponent difference can be positive or negative. If it is negative
it needs to be converted back to a positive number by bitwise negation and adding a 1
to it. Converting the difference in exponents to a positive value leads to an extra delay
[9]. This can be avoided if the two exponents are simultaneously subtracted from each
other, with the result of the subtraction used to shift the two floating point fractions. The
result is generally only valid for one of two values on which the subtraction and shifting
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Figure 2.8. Anintegrated adder shifter design.

is occurring [9]. Having both operations proceed from the start, however, ensures that
the extra delay of converting a negative exponent to a positive one does not have to be
incurred. Selecting between the two operations can be left to later, by which time the
differencein the exponent valuesis known. The only speed penalty with thisapproachis
theneed for an extramultiplexing function to choosethe correct result. Sincemultiplexers
were already present in the design, the extra multiplexer required only a small penalty.

Optimizing across logic and circuit design

One of the reasons that custom design can achieve results superior to automated flows
is that it easily allows optimizations across different design abstractions in a flow. A
microarchitectural roadblock that may be intractable at the logic level, for example,
can be made more manageable by a change in the architecture. Similarly, by allowing
designersthefreedomto design both thelogic and circuit transistors, it isoften possibleto
achieve better resultsthan sharply compartmentalizing the two. Of course, to be effective
this requires designers to be familiar with different levels of design abstraction. Thisis
often difficult for engineersto acquire, dueto therigid separation of tasksin engineering
organizations (for engineering managers reading this | urge them to allow alittle more
flexibility, wherever possible, in their organizations).

To see how logic and circuit design can be designed in a complementary manner, we
shall look at an adder shifter block. This particular design was doneina0.35 um CMOS
technol ogy, in which the shifter wasimplemented using NMOS pass transistor logic and
inverters[9]. A schematic of the path for asingleinput dataisshownin Figure 2.8. At the
beginning of the clock cycle, inputs A and B are provided to the adder along with “Data
in”, which is abit in the fractional component of the floating point number. In order to
speed up the operation of the adder shifter block, initial design efforts focused on using
afast adder. Since aKogge-Stone adder was available, it was chosen. It was discovered,
however, that using afast parallel adder did not lead to the fastest modul e performance. In
order to explain this seemingly paradoxical situation, the reader isreferred to Figure 2.8.
It can be seen that until the LSB output of the adder is available, data does not start
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to propagate through the shifter. While having afast, parallel adder architecture leadsto
the fastest adder, this speed is measured from any input to any output, which for adders
typically meansfrom the LSB or another lower-order bit, to the M SB or ahigh-order bit.
The overhead of the Kogge—-Stone adder, however, meant that the output of lower-order
bits was slower than when a simpler adder architecture, such asaripple carry, was used
[10]. Thefinal architecture for the adder was a mixture of ripple carry for the lowest bits
and a more conventional faster architecture for the higher bits.

The example of the adder shifter design was in the context of a structured custom
design. For ASIC design flows the best circuit design improvements can generally be
made by observing how the delay of the critical path can be reduced by adding spe-
cific standard cells to the library. These cells, sometimes called hot cells, can then be
designed and included in the library. The benefits from using these hot cells are often
design-specific. For best performance the custom cells may need to be pre-instantiated
in the design. Thisis most often the case when the cell is a flip-flop with built-in logic
or avery complex standard cell. It is somewhat perplexing that providing the custom
cells to the synthesis tools can still lead to an inferior solution than achieved with hand
instantiation. This is most noticeable when a particular logic structure of limited cell
depth is needed to meet timing. It may be that a particular hand-instantiated solution
represents a global optimum which, depending on the technology mapping step during
logic synthesis, becomes unreachable for a synthesized solution. In addition, technol-
ogy mapping algorithms are often simplified to ensure reasonabl e runtime during logic
synthesis, limiting the quality of the solution. While it may be encouraging to think that
these cases suggest the superiority of human designers over synthesis tools, one has to
remember that analyzing and adding the custom cells occurs only after the synthesis
tool has optimized the design extensively. The work of the human designer isthus more
collaborative than directly competitive with the synthesistool.

Remarks

One of my professors in graduate school was deeply enamored of giving questions in
testswhich could only be correctly completed in atimely manner by the application of a
specific trick. | have never been a big fan of puzzles, and can share the reader’s concern
about the rather haphazard nature of the problems raised and solved in the preceding
pages. Facing the choi ce between being comprehensive but vague, or specificif arbitrary,
| chose the latter, more practical approach. The engineers approach, if you will.

The discussions till now have focused almost exclusively on high-speed design. This
has been donein the context of assuming that the architecture has been properly chosen.
For example, it may be possible that some form of parallelism can allow a design to
achieve performance without stressing the speed of the design. Most ASIC engineers
do not, however, decide the architecture of the design. This is provided. Performance,
defined by the speed of the circuit, must then be met. There has also been little dis-
cussion of power and area. For very high-speed designs, power and area must almost
by definition be subservient to the needs of speed. Synthesis tools will attempt to use
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the slack in non-critical paths to reduce the area and the power of the design wherever
possible. Often it is possible to choose between area and power as the most important
consideration after meeting timing. It has been suggested that the best way to achieve
low power in adesign isto push for maximum speed, beyond specified needs, and then
reduce speed by lowering voltage [11]. While promising, this technique is often diffi-
cult to realize due to designers being constrained in using only specific power supply
voltages.

Designing and using high-speed memories

Memories, such as static random access memories (SRAMSs), read only memories
(ROMs), and register files, tend to heavily populate ASIC designs. Since these memories
often fall along the critical path in the design, a short overview of memory designis pre-
sented here. The relative speed of memory versus logic often defines many architectural
choices. For example, the use of complex instruction set architecturesin early computer
systemswas based on the use of off-chip instruction memoriesin the multi-chip systems
then present. Deeply encoded instructions were preferable since the long decode times
could be masked by the chip-to-chip communication delays. Only when semiconductor
manufacturing technology improved to the point where chips with on-chip memories
became possible wasit worthwhile to move to reduced instruction set computing (RISC)
architectures. In RISC machines, simpler and faster decode logic was necessary to keep
up with the faster memory accesstimes[11].

A simpleexample of a4 x 4 SRAM memory isshown in Figure 2.9. The components
of the memory are: the row decoders on the left, the memory cell array in the center,
the input data buffers at the top, and the sense amplifiers at the bottom. Figure 2.9 gives
an overview of al the major components in an SRAM. The decoder logic ensures that
after decoding, asingle row of memory addresses are enabled. The memory array stores
the memory value as horizontal data words. The sense amplifiers are used to read data
from the memory array, while the input buffers are used to drive the input data into the
memory array.

Most ASIC designers receive memory modules from internal or external memory
design groups. At the logical level a memory can be considered to be similar to a flip-
flop, in that the memory has a setup time, a clock-to-Q delay, and a clock insertion
delay. The setup time of a memory is the time needed for the data to be written to the
memory array. If the decoded signal address arrives with the data, the critical path for
the setup delay will include the time needed to decodeit. If, however, the address comes
earlier than the data, the address path can be enabled alowing for a faster write. As
in flip-flops, it is possible to change the setup and clock-to-Q delay for a memory by
having more or less delay on the clock insertion delay. This may be useful for casesin
which slack exists on the pipeline stage preceding or following the memory module.
Techniques in which clock delays are modified to favor one side of a pipeline stage
represent zero-sum situations, i.e., the extratime available to compute afunction on one
side of the pipelineis offset by having correspondingly less time on the other side of the



32

High Performance ASIC Design

Data input

2
3
2
2

2
3
2
2

2
3
2
2

Memory address

Sy s Ns N ls

o]
i

2
3
2
2

L L] i|l<l

i
Z

Data output

Figure 2.9. A simplified static random access memory (SRAM) module.

pipeline. These methods are, hence, only helpful when slack exists on one side of the
memory boundary.

Whileastraightforward clocked memory moduleisdescribed hereasasingle pipeline
stage, memories need not correspond to this. A memory such as a ROM, from which
data is read and subsequently used, can be constructed to be a purely combinational
logic function, without any flip-flop boundaries. In such designs the memory tendsto be
asynchronous or controlled viasome enable signal. Alternately, it is possible to pipeline
the memory more deeply. Clock boundaries may be placed in decoding logic or sense
amplifiersin addition to that present in the memory core. There are, however, limitsto
how much pipelining is practically possible within the memory array, since much of its
functionality isanalog in nature. One of the waysto build faster memoriesisto break up
long bit lines into smaller segments. These local, less heavily loaded bit lines can then
be sensed with local sense amplifiers.

If the speed of the memory provided is not adequate or latency constraints do not
alow the use of a more deeply pipelined memory, then it may be possible to speed up
the memory by recognizing some design-specific constraints. For example, for the case
aready discussed, where the data address for a memory comes early, it is possible to



High-speed digital design 33

Figure 2.10. Layout plot of asmall register file (24 bits wide and 12 bits deep).

achieve speed with a more accurate characterization of the memory. Alternately, if a
particular bit in amemory is critical, it may be possible to favor the access time for that
bit or store it in a register, making sure to correctly use that value when it is needed.
When the whole memory speed is lagging despite these actions, the design may well
require amajor rethink.

In Figure 2.9 the memory cell has six transistors. This cell, often abbreviated asa 6T
memory cell, has two back-to-back inverters and two access NMOS transistors. Since
static RAMs comprise a large part of the area of a chip, great effort is generally taken
to ensure that a compact 6T memory cell is available. CMOS manufacturers generally
provide layouts for the 6T memory cells where compactness is achieved by allowing
some layers to be closer to each other than is generally acceptable. These waivers in
design rules ensure a small, economical memory footprint. Since the provided memory
cells are very small, they have very limited drive abilities. To improve the speed of a
memory it is possible for a designer to create alarger memory cell. Thiswill, however,
lead to a larger memory, especidly if the CMOS manufacturer does not accept design
rule waiversfor this cell (determining which design rule waivers are acceptable requires
running many process lots, an expensive and time-consuming process). The larger size
will lead to greater parasitic loading, which will tend to counteract the effect of the
greater drive strength. For these reasons most SRAMs, even high-speed ones, tend to
use process-verified memory cells.

The6T memory cell showndrivesdifferential outputs. Thisisnot truefor all memories.
Register files often have single-ended outputs. Since aregister file's dimensions tend to
be much smaller than a SRAM’s and their speed requirements much higher, they often
use much larger memory cells. Figure 2.10 shows the layout plot of aregister file. The
physical regularity of memories can be noted in Figure 2.10. Thisregularity often allows
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al the routing needs for the memories to be achieved by simply abutting appropriately
designed cells. For memory designs, the primary design constraint is often efficient
layout. An interesting observation in memories is that a single-ended register file is
generally much faster than alarger SRAM with differential output sensing. This seems
contradictory, since the push—pull action of a differential design should be faster than a
single-ended approach. While this may be true in general, it has to be remembered that
alarge, heavily loaded differential SRAM has much more heavily loaded hit lines than
asmall, single-ended register file.

At the bottom of Figure 2.9 the sense amplifiers (often abbreviated to sense amps)
are shown. In the figure the sense amps are shown as back-to-back inverters, which is
how they can be conceptualized and indeed sometimesimplemented. To improve speed,
a current mirror can be used to provide extra current for faster switching. The sense
amp isthe only pure analog circuit that will be encountered in this book. It has to sense
difference in voltage much lower than Vdd, often down to several tens of millivolts.
This is made more difficult by the need to ensure correct operations across changes in
process, voltage, and temperature. A sense amplifier is a differential amplifier in that
it amplifies the voltage difference between its two inputs. While degradations for al
transistorsin the sense amplifier due to temperature and process variations are obviously
not desired, they can generally be tolerated. Systemic differences between the two sides
of the sense amplifier, however, tend to be more critical. Great care is taken in circuit
design and layout to ensure that the two halves of the sense amplifier match each other.
Physical design techniques include ensuring that the layout of the two sense amplifier
halvesisas symmetrical as possible, with all transistor having the same XY orientation.
Thisensuresthat any variationsin the lithographic process used to manufacture the chip
will impact the two halves of the sense amplifier similarly. In addition, sense amplifiers
may use non-minimal gate lengths for sensitive transistors. While this will reduce the
performance of the transistor, it does ensure that variationsin drive strength tend to alter
the absol ute difference between the matched transistors less.

If some form of current source is used in a sense amp, care must be taken to ensure
that this current is turned on only when sufficient voltage difference exists between the
two inputsto the sense amp. Thisnot only reduces power, but also ensuresthat erroneous
voltage valuesare not sensed. A self-timed circuit, whose delay mimicsthelongest delay
through the memory array, is customarily used to ensure that the sense amp isturned on
when it should be. In addition to the constraints with matching transistors, sense amps
are also constrained by the need to make sure that they fit together with the cellsin the
memory array. This requires each sense amplifier width to be an integer multiple of the
width of the memory cell. For a register file with a full swing output signal, the sense
amp isnot an analog circuit and can be implemented with a CM OS buffer or some other
purely digital circuit.

Like sense amplifiers, decoder cells and input driversin amemory are constrained by
layout needs. A decoder cell is generally only as high as amemory array cell. Memory
decoders can use static or dynamic logic. In some applicationsit is necessary to access
more than one memory location per cycle. This can be supported by alowing multiple
read ports and write ports for the memory. This requires larger memory cells, more bit
lines, and extra memory decoders.
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From an ASIC designer point of view the primary tradeoff in memory designs is
between speed versus power and areain different memory architectures, or speed versus
memory size in different sized cuts of the same memory architecture. Asin all other
aspects of VLS| design, design-specific optimizations are often possible. Since this
book is focused on the use of domino logic, the reader is reminded that if a memory
provides data to a domino block then the only acceptable output transition for the data
is from low to high during the evaluate cycle. This can be ensured by AND gating the
memory output with the clock. This logic can also be incorporated in the sense amp or
by using a domino-compatible flip-flop.

What to remember if applying domino logic

At the end of this chapter it is worthwhile to remember that as the designer prepares to
apply domino logic to help with aseemingly intractable critical delay, some points must
be verified. Firstly, the designer must be certain that standard static synthesis cannot
achieve the desired results with a superior microarchitecture, or that such an approach
does not lead to an unacceptable penalty in area or power. Secondly, if the critical path
under consideration traversesthrough amemory, it should beverified that speeding up the
logicwill sufficiently help performance. There may bethe need to use adifferent memory
cut or change microarchitectural partitioning. Finally, care must be taken to ensure that
the module under consideration has a reasonably “clean” interface. The inputs should
preferably comefrom registers, especialy if they aretiming-critical. Theseflip-flopscan
then easily betransferred to domino logic-compatible ones. The output should preferably
go to aflip-flop or alogic stage with sufficient timing slack to tolerate the extra latch
inserted at the output of the domino cell. The module, and its timing challenges, should
bewell understood. Throwing faster logic at improperly understood logicislikethrowing
money at an improperly understood problem. Other than the fact that the money will be
spent, few other outcomes are certain.
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Domino logic library design

Razak Hossain and Thomas Zounes

High-speed digital circuit design

We start our discussions on designing a domino logic library by reviewing the answer
to two classical results on sizing static CMOS inverters. While static and domino logic
are different circuit families, they are both CMOS digital design styles, with the insight
provided by studying static inverters being useful in understanding the general needs
required for any library. The first issue relates to how the transistor sizes in inverters
should scaleto achieve afast delay through a series of invertersdriving alarge capacitor.
For example, if the first inverter has PMOS and NMOS transistor widths of 2 and 1 um,
what should the transistor sizes be in the next inverter? It seems obvious that the next
inverter should have larger transistor sizes to ensure that the final inverter is strong
enough to quickly drivethelargeload. The question that arisesis how thetransistor sizes
should scale from one inverter to the next to minimize total delay. If the next inverter's
transistor size increases quickly, it will heavily load down the inverter driving it. This
will lead to a large delay. If, on the other hand, there is only a small increase in size
between adjacent inverters then avery large number of cells are needed. Again, thiswill
cause a large delay. The inverter sizing question leads us to think how different drives
need to be sized. It also provides insight into the performance impact that occurs when
we limit the number of drive strengths available, an inevitable consequence of using a
standard cell library. The second question we will investigate is what ratio of PMOS to
NMOS transistor widths should be used to minimize the delay through a set of inverters.
Transistor sizing isthe most basic step in circuit design, with proper sizing of different
transistors being essential for good design and efficient layout. Taken together these
two questions lead usto investigate, albeit only for static inverters, what drive strengths
should be used and how each cell should be sized. This activity is essential whenever a
standard cell library needs to be designed. Let us jump right in.

In 1975, Lin and Linholm compared the area versus speed tradeoff in sizing a set of
cells used to drive a large capacitive load [1]. The intuitively obvious solution to the
problem involves aset of progressively larger driver cells, so that thefinal cell iscapable
of driving the load circuit with a reasonable transition time. In [1] it is shown that by
having a constant propagation delay across the different sized driver cells, the overall
delay is minimized. Thus, while each cell has greater drive strength than the preceding
ong, itisalso driving alarger capacitiveload. In VLS design large loads tend to be seen
for nodes that have a high number of fan-outs or which are driving very long wires. Very
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large loads (for current CMOS processes something in the range of a few picofarads)
requiring moredriver cellsare generally only encountered in the clock and reset tree and
when on-chip signals have to be driven off-chip.

Richard Jaeger was one of the reviewersfor [1] and used the authors' formulation for
total delay to derive the result that the optimal transistor scaling factor for driver cellsin
the buffer systemise, or approximately 2.3 [2]. What this meansisthat if the size of the
inverter transistor gate widths increases by 2.3 from each inverter to the next, then the
total delay for the set of driversis minimized. Jaeger also showed that delay variations
are small around the optimal point. This slow roll-off of total delay from its optimal
valueisreassuring, since it meansthat by only using alimited number of drive strengths,
asistypica in astandard cell library, it is possible to get a good approximation of the
optimal result. In the years that followed, the driver sizing problem has been extended
to include power, including short circuit power [3], reliability [4], and the effect of wire
induction in CMOS processes [5].

The need to continuously increase the drive strength for cellsin alogic path occurs
when the final driver must drive a very long wire or many fan-out cells. If there is no
need to drive alarge capacitive load, increasing the drive strength of the cells by using
progressively larger cells is not necessarily a good idea. Using larger drive strengths
reduces delay, but the benefits of this are somewhat negated by the greater capacitive
load encountered at the output of the cell due to the fact that larger cells will be present
in the next stage. In addition, it is impossible to increase sizes indefinitely, or even to
exclusively use maximum-sized library cellswithout leading to a very large and power-
hungry design. Under such circumstancesthe delay minimization problem can be studied
morefruitfully by focusing ontheratio of PMOSto NMOStransistor width. In Figure 3.1
four inverters are placed in series. Each inverter has a PMOS width, W, of 4 um and an
NMOSwidth, W, of 2 um. The capacitive |oad seen by each driver is assumed to be the
total gate capacitance of the next inverter’'s PMOS and NM OS gate widths, or W, + Wi,.
If the transistors in the inverters are in the saturation region when on, the resistances of
the PMOS and NMOS transistors are proportional to 1/(Wpp) and 1/(When), where 1,
and un, are the hole and electron mobilities, respectively. Assuming that the mobility of
electrons is twice that of holes, the delay for each inverter in Figure 3.1 is proportional
to 1/4up. Thisistrueif theinput iseither rising or falling, since the transistors have been
sized to compensate for the different electron and hole mobilities.
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Figure 3.2. Four inverters with resized transistors.

As anext step let us change the sizes of W, and W, to 3.6 pm and 2.4 um. Thisis
shown in Figure 3.2. Since the total transistor width is constant, the total loading at
the input of each inverter is the same as before. There has, however, been a shift in the
relativedelay for arising and afalling transition. Since W, issmaller, therising delay has
increased while the falling delay has been reduced. Since afalling transition is aways
followed by arising one, the average delay through two invertersisreduced by about 3%
compared with the original delay. Thereason for thisisthat thereisagreater reductionin
falling delay than the proportional increase in the rising delay. The optimum ratio of W,
to W, can be derived by differentiating the expression and is proportional to the square
root of the ratio of electron to hole mobilities. In this example, where the ratios of the
mobilities are assumed to be 2, the corresponding ratio of W, to W, transistor lengths
should be 1.4. While this analysis uses a very simplified model of transistor delays (we
also exclude interconnect and parasitic components of the delay), it does illustrate the
principle that rather than striving for equal rise and fall delays, lower delay occurs by
allocating greater transistor width to the faster mobility devices. Analysis for other cell
topologies shows that the optimum PMOS to NMOS transistor width tends to vary, for
examplethe ratio is different for an inverter compared to a three-input NAND gate [6].
Also, near optimum delaysare possible evenif theratio varieswithin 5% of the minimum
value. This provides some leeway, which is useful when laying out the cell.

Some observations can be made from the two topics that we have looked into. Firstly,
in order to ensure good drive strength a gradual increase in the drive strength is needed.
This ensures that wherever needed, proportionally larger drive strengths are available.
The second point is that rather than striving for equal rise and fall times, it is better to
emphasize the transition of the inherently faster transistor. This point helps to explain
the advantage of domino logic. All logic transitions in domino cells occur only in one
direction, with the domino cell internal node falling, which causes the output of the cell
to rise. Most of the transistor width can hence be focused to emphasize this transition.
Since the slow precharge delay does not propagate from cell to cell, it can be sized far
less aggressively.

The discussions on circuit design have focused till now on transistor sizing. The
other facet of digital circuit design at the cell level involves the use of different circuit
topologies. For CMOS combinational logic implemented with dual PMOS and NMOS
functions, there is little flexibility available since the implementation follows directly
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Figure 3.3. A two-input static logic XOR cell.
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Figure 3.4. A two-input XNOR implemented with pass transistor logic.

from the boolean definition of the function. Often the only schematic choice is if an
explicit buffer should be used on alarge drive strength cell or if the designer should go
with larger transistor sizes and no buffer. One design choice that may be available for
a designer is to use pass transistor logic. In Figure 3.3 a static two-input XOR cell is
shown. This design uses 12 transistorsif one includes the two inverters needed.
InFigure3.4an NMOS passtransistor logicimplementation of atwo-input XNOR cell
is given. Readers unfamiliar with this implementation should quickly check its validity.
Thisdesign requiresonly four transistors. There are anumber of other circuitswhich can
be implemented similarly in a very compact way using pass transistor logic. In deeply
scaled CMOS processes, however, complementary pass transistor logic has to be used
to ensure that a good zero and one are propagated through the cell. For the two-input
XNOR shown in Figure 3.4, this means that two extra PMOS transistors have to be
added. In addition, two extrainverters are now needed to provide inverted signals. This
quickly negates many of the advantages of a pass transistor implementation. There are
two other disadvantageswith passtransistor logic that limitstheir application in standard
cell libraries. Firstly, passtransistor logic tendsto be more area-inefficient to layout than
standard CMOS stacks. The drain and source of a pass transistor generally need to
be connected independently, requiring extra via connections. For standard NMOS and
PM OSstacked transistorsthisisnot thecase. Secondly, if acell inputisdirectly connected
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Figure 3.6. A pulse flip-flop built with asingle latch.

to the source or drain of a pass transistor, then depending on the condition of the gate,
the load capacitance seen by the input varies. This complicates cell characterization. It
isfor this reason that pass transistor logic is rarely used in standard cell libraries. When
pass transistor logic is used in a standard cell, the input signals generally must be first
buffered or inverted before being used.

Whilestraightforward topol ogiesaretypically used toimplement combinational logic,
morefunky implementati onsof fli p-flopsareincreasingly becoming common. Infact, the
largest change that we have seenin standard cell libraries over thelast few yearshasbeen
the increasing use of so-called glitch or pulse flip-flops [ 7, 8]. Before we describe these
cells, let usquickly review amore traditional flip-flop design. The standard approach to
designing edge-triggered flip-flops has been as master—slave latches. For arising edge-
triggered flip-flop this means that data enters the master latch when the clock is low.
When the clock rises, new data becomes available at the output of the flip-flop. This
scheme is shown in Figure 3.5. The total input-to-output delay through the cell (called
the D-to-Q delay sincetheinput of aflip-flopisgenerally called the D pin and the output
Q) involves two latch delays.

A pulse flip-flop manages to reduce the D-to-Q delay for the flip-flop from two latch
delaysto asinglelatch delay. Thisisdone by generating asmall clock pulseontherising
or falling edge of the clock. The pulse turns the latch transparent, allowing data to be
propagated through it. This structure, shown in Figure 3.6, allows the delay through the
flip-flop to be reduced from two latch delays to a single latch delay. As pipelining has
been used increasingly toincrease the operating speed of designs, the delaysthrough flip-
flops have become a progressively larger part of the total cycletime[7]. Pulse flip-flops
have correspondingly become very popular.

The singlelatch used for pulse flip-flops can either be a static or adomino implemen-
tation, with care taken to ensure that the precharge does not propagate outside the cell in
domino implementations [8]. Care must also be taken to ensure that the generated clock
pulse closely tracks the latch delay to ensure that both circuits are closely synchronized
across changes in process, voltage, and temperature. The biggest danger in using pulse
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flip-flopsis that they have longer hold times than standard flip-flops. This follows since
the output of the cell can change throughout the width of the clock pulse. Extra delay
buffers need to be used with these flip-flops to ensure hold time failures do not occur.
Hold problemsbecome more acuteif the clock pulsedriving the cellshasavery longrise
time, since this can adversely affect the quality of the generated pulse. While this may
seem to be arelatively easy problem to avoid, in practiceit requires verifying that every
single pulseflip-flop in adesign with perhapstens of millions of instances, implemented
by a number of different design teams, has a sufficiently fast clock transition. Like so
much elsein life, for VLSI design the devil liesin the detail.

An introduction to standard cells

Standard cell libraries provide a set of cells which are designed to achieve a good
mixture of high speed, small area, and low power across a wide variety of designs.
Custom design generally emphasizes performance for a specific design. Standard cells
are designed to provide acceptable performance with high productivity. The constraints
placed on standard cells are on their performance, their layout, and their need to interact
with automated design tools (correct functional models and timing characterization).

A layout plot of a standard cell is shown in Figure 3.7. A power and ground line
on the metal 1 layer (the lowest metal layer) are part of a continuous power stripe that
provides energy to the cells. In between the power and ground line, the PMOS and
NMOS transistors and connecting wires are placed. Each standard cell has a number
of metal 1 routing layers, called tracks, available along its horizontal axis. These tracks
alow for the node connections within the standard cell to be completed. Unused cell
tracks are available for the router to use. The total number of tracks available in a
standard cell library defines the largest PMOS and NMOS transistor layouts possible
without splitting the transistor into a number of parts (the act of breaking up a large
transistor into a number of fingers is referred to as folding the transistor. In computer
architecture instruction, folding refers to merging a number of simpler instructions into
amore complex one. The term, hence, is used to describe both splintering and merging
actions). Having more tracks in a library helps standard cell designers by providing
not only the possibility of larger transistor sizes, but also an easier way to connect
different points in a cell. Unfortunately, this is not often possible since more tracks
may lead to a larger design, which may not be competitive. Typically, standard cell
libraries have between 8 and 15 metal trackswith the lower number of tracks being made
available in less speed-critical, high-density libraries. Some other points to note about
standard cells:

e Since standard cells are placed with alternating power (Vdd) and ground lines, every
aternate vertical row of cells needs to be flipped to ensure that the cells are correctly
connected to power and ground.

e Designing very large standard cells can lead to acell in which it is difficult to connect
al the nodes together. In addition to the metal 1, the other horizontal metal layers
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Figure 3.7. A standard cell layout.

(metal 3, metal 5, etc.) can sometimes be used to route connections within a cell.
These layers are, however, used sparingly to ensure that enough routing resources are
availablefor the automatic routing tool. In addition, large standard cells become very
wide, making it difficult to place them efficiently. In most standard cell libraries, the
largest cells tend to be registers or flip-flops.

e Most automatic place and route tools allow double-height standard cell layouts. These
are standard cells with twice the height.

e Combinational standard cells cannot have multiple outputs. Thisis adisadvantagein
domino logic, where many logic structures can beimplemented efficiently asmultiple
output functions. The limitation stems from the inability of current synthesistoolsto
logically map such cells.

Many of the physical constraints on standard cells are based on the fact that they must be
placed and routed with EDA tools. Standard cells are also synthesized with EDA tools.
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Figure 3.8. D-to-Q delay changes with smaller setup delays.

This tool-dependent use of the cells means that they must be optimized for the expected
context in which they are used. Standard cell library development, hence, remains an
iterative process involving circuit design, synthesis experiments, and place and route
experiments.

A final challenge in developing standard cells is that each cell is an independently
modeled instance. While a cell having an independent functional model seems reason-
able, for timing analysis things get more complicated. Let us try to explain why. The
timing analysis of ASIC-style design involvestraversing through the design from inputs
to outputs to determine the paths with the longest delays. For combinational logic cells
this means that each cell must be characterized to ensure that every possible transition
from every input to the output is measured. For a two-input AND gate this would mean
that apath must exist from the inputs, let us call them A and B, rising, to the output, Z,
rising. This must be measured under different output loads and input transition times. In
order to ensure that Z will rise when input A rises, input B must be one. The difficulty
in timing characterization is that a relationship exists between when the output rises
and when input B becomes one. If input B rises a few picoseconds before input A rises
then the output delay will be much longer than if B switches much earlier. Since the
other input can change any time before the critical input arrives, current timing analyz-
ers force a static value to be used to model an inherently dynamic situation. Generally,
for characterization the other inputs are assumed to arrive much before the input being
measured. In this case the characterized delay is optimistic. An alternate scenario may
occur where parallel transistors in a standard cell switch simultaneously, leading to a
smaller delay time than under characterization conditions where only a single input is
assumed to change.

Sequential logic for which setup and hold times must be characterized have their
own challenges. The definition of setup and hold time as mentioned in Chapter 1 is
relativeto aclock signal. It might be assumed that setup and hold times can be measured
by repeatedly changing input or clock arrival times until the sequential element has a
functional failure. Thisis shown in Figure 3.8, where an input is changed repeatedly
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closer to a clock rising edge. While failure occurs when a logic one is erroneously
sensed asazero and vice versa, thisfailure modeis not approached suddenly. Rather, the
fallureisinitially manifest with correct transitions becoming slower and slower until they
finally fail. Defining a setup or hold failure with alogic failure would mean that some
extremely slow-changing outputs are possible, leading to likely timing problemsin the
next stage. For this reason, setup and hold times are generally not measured by alogical
faillure. Classifying a failure point based on the percentage degradation of the delay
through the flip-flop is a better choice. While using the most redlistic characterization
scheme is always the best choice, if a new library isto be used with an existing library
which has been characterized in a particular manner, one has to make sure that the two
libraries use similar approaches. If this is not done, the delays in the libraries will be
incorrectly calculated, leading to improper cell choices during synthesis and physical
design.

Designing a high-performance standard cell library

Many of the optimizations required to design a high-performance standard cell library
are part of the easy to understand, if difficult to define, category of good circuit design:
having optimized schematics and layouts; an accurate characterization of timing and
power; and ensuring that the cells are stable across variations in process, voltage, and
temperature. The library performance will need to be validated against other available
libraries. Two important activities encountered in the design of the library are defining
the number and type of standard cells and choosing the drive strengths.

Starting the design

The most basic choice in designing a library, defining the library cell height in metal
tracks, is often set by the competitive landscape in which the library must compete.
The designer may, hence, have no flexibility in determining this. The one qualification
attached to thissituation isfor the designer to be aware of what cellsin an existing library
aretypically used. If designing with an existing standard cell library is pushing the limits
of speed for a particular technology, the synthesis tool will be consistently using large
cell drives. Under these circumstances, designing anew library with more routing tracks
may allow for a more efficient implementation of the cells, without the need for extra
buffering. Alternately, if the design is very difficult to design, the router will need alow
utilization rate to finish its job. Here again it may be possible for a new library to be
competitive despite being taller.

The next choice to be made is the number of cells that the library is to have. This
is not often a hard number, since new cells and drives can be added throughout the
development process, with the consequences of using the new cells being evaluated
continuously. Typical numbers we have seen for general purpose libraries are around
500 standard cells. Smaller, specialized libraries focused on datapath cells, for example,
may have only adozen cellsor so. A large number of the cellsinthelibrary areinverters
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and buffers, provided with many different drive strengths. The other cellstend to havefar
fewer drive strengths available. The number of cellsin thelibrary can mushroom quickly
oncethedifferent permutationsof flip-flopsare considered: with and without scan; having
dedicated or shared scan output; support for set, reset, or set and reset inputs controlled
synchronously or asynchronously; inverted, non-inverted, or dual outputs. Thankfully,
many of these variations can beincluded by changing asmall part of theflip-flop without
having to redesign the entire cell from scratch.

Academic papers have reported that increasing the number of standard cellsinalibrary
beyond more than a few dozen does not generally improve the speed of the design [9].
The author’s own experience in designing libraries has shown that there are few speed
advantagesto alarger library after the first 50 or so most commonly used standard cells
have been introduced. As more cells are added the delay tends to reduce, although even
that is not guaranteed since adding a particular cell in the context of a specific design
and synthesistool may actually slow down the design slightly! This seemsto be related
to how the technology mapping process proceeds with different libraries. The major
advantage with larger libraries is in area reductions that are possible. Anyone who has
run asynthesis job knows that the most time-consuming part of the processis during the
slow incremental optimizations, when more efficient local substitutions are attempted.
Having arich library helps this process. Excessively large standard cell libraries tend
to dow down synthesis due to the very long synthesis runs encountered. In addition,
design and characterization timefor alibrary increasesin proportion to itssize. In recent
years characterization has become more difficult due to the increase in the number of
transistor models and environmental corners needed in new CM OS processes. Since the
Spice model sfor aprocesstend to change often during thefirst few years of itsoperation,
the characterization process has to be frequently rerun, requiring engineering resources
to be assigned long after the design is complete.

Choosing drive sizes

Drive sizes for a high-performance standard cell library should be chosen rationally to
allow the synthesistool to efficiently implement the design. In thissubsection wedescribe
the approach used by usin the design of high-performance standard cell libraries. The
approach focuses on the maximum expected load that each cell will drive.

The delay of any standard cell is proportional to the output load that the standard cell
isdriving. In addition to the load-dependent component of the delay, thereisan intrinsic
delay associated with the cell. Thisdelay isdueto the fact that acertain delay isrequired
totraversethrough acell evenif the output load is zero. Increasing the size of acell leads
to greater intrinsic delay — since the transistors of the cell are larger, they have larger
input capacitive loads (a point to remember during circuit design is to ensure that the
inputs of the cells being designed are driven by other cells and not the Spice simulator
directly. A Spice-like ssimulator will have an infinite drive capacity, which will mask the
delay increase due to using larger input transistor sizes). In Figure 3.9 the delay through
cellswithdrivesizeof 1x, 2x, 3x, and 4x isshown asafunction of output oading. For
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Figure 3.9. Drive strength versus delay for a set of standard cells.

the 1x cell the delay is minimum when the output load is below “Load value 1. After
this the 2x sized cell isfastest up to “Load value 2". Drive 3x is faster from here till
a capacitive load of “Load value 3", after which drive 4x isfastest. Thisillustrates that
thereishere nointrinsically fast cell and slow cell, rather the drive sizesreflect speed as
afunction of output loading. The drive 1x size is determined by layout and the likely
load encountered by acell driving asingle fan-out placed close to the cell. The next few
loads should reflect typical |oading conditions encountered by cellsalong acritical path.
Knowledge of the parasitic and fan-out loading conditions will determine good values
for the other load values at which atransition should be madeto alarger load value. This
is process technology-dependent. Typical values for these increments seen in a 90 nm
process have been at 30fF, 60fF, and 90fF. For very large loads it is assumed that the
output of the cell will be buffered, so there is no advantage in using very large drive
strengths. Drives 1x, 2x, 3x, and 4x are assumed to be sized for use on the critical
path of the design, a few other drive strengths can be developed for non-critical paths.
Such adrive is shown asdrive 1.5x in Figure 3.9. The cell is not the fastest cell for any
loading condition, but it can drive much larger loads faster than adrive 1x. Having such
acell will mean that alarger, more power-hungry cell does not need to be used when a
non-critical path is heavily loaded.

The values of the different cut-off points (Load value 1, Load value 2, etc.) should
be fairly consistent across the cells of alibrary. This simplifies the delay optimization
process for the synthesis tool. A very low input capacitance load (0.5x) is possible for
those cells that are frequently part of large fan-out cones. The designation of 1x, 2x,
3x, etc. for the drive strength of the cells is a somewhat arbitrary moniker, a 2x cell
transistor may not be exactly twicethe size of those of alx cell. To ensurethat the output
load of a cell does not greatly violate the load value it was designed for, the standard
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Figure 3.10. CMOS domino Io;i c two-input AND cell with afeedback keeper.

cells can be characterized with a maximum output load. This is particularly important
when domino logic cells are considered.

The authors were involved in the design of a high-performance static cell library in
a 0.18 um process. Let us recount some of our experiences and design choices. After
some experimentation, the effective PMOS to NMOS ratio chosen was around 1.5 [10].
The actua ratio varied dlightly for each cell depending on layout compactness. We
discovered that larger non-buffered cells led to better performance than using smaller
cellsand buffers. Most cells had four drive strengths, with the more popular cells other
than inverters and buffers having up to eight more sizes. Inverters and buffers were
provided with even more drive strengths. The library achieved a20% speedup, validated
onsilicon, over an existing high-speed library, which met our requirements and was very
satisfying!

Circuit design of domino logic cells: a qualitative approach

Domino logic cells are optimized for fast rising output transitions. In Figure 3.10 a
two-input domino AND gate, first shown in Chapter 1, is reproduced. We have already
discussed how in static logic the sizes of the PMOS and NMOStransistors areintricately
linked, with increases in the relative size of PMOS transistors negatively impacting fall
times, and vice versa. In domino logic, since the logical transition is always rising, the
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sizes of the NMOS pull-down transistor, Wy, and the PMOS pull-up transistor, W, can
be made large for fast transitions. The speed of precharge in the domino design depends
on the complementary transistor sizes, W,, the pull-up transistor size, and the inverter
NMOStransistor, Wy;. During precharge W, chargestheinternal node, causing the output
to fall.

When designing a domino logic cell one of the first constraints that needs to be
considered is the maximum operating speed of the logic in which it will be used. This
determines the time available for precharge. For a 1 GHz operating frequency with a
clock duty cycle of 50%, 500 psis available for precharge. From this, variation in clock
duty cycle and clock skew must be subtracted. Setting a very low precharge delay, let
us say, to assume a maximum operating frequency of 2 GHz for the logic with worst-
case process, voltage, and temperature will mean that a significant portion of the total
availabletransistor width isassigned to precharge delays. Unfortunately, thiswill reduce
the evaluate phase delay of the cell, leading to a slower design. If the actual maximum
operating frequency of the design is much lower, the speed penalty in using an overly
aggressive precharge delay may lead it to not being sufficiently fast compared with a
static logic library.

The other explicit transistor seenin Figure 3.10 isthe weak feedback keeper transistor
Wik Thistransistor is sized to be weak, often by setting its transistor length to be larger
than a minimum-sized value. The purpose of the weak feedback transistor isto keep the
output of the cell at 0 when the cell does not switch. Without aweak feedback the output
state of the transistor would be kept by virtue of the load capacitance on the internal
node of the transistor. This capacitance can be altered by leakage current through the
transistors. Furthermore, the capacitance on theload can be diminished by charge sharing
and crosstalk noise. We discuss these topics next.

Charge sharing

Charge sharing refers to the reduction of charge on the internal node of a cell under
certain input switching conditions. The condition isillustrated in Figure 3.11, where a
three-input domino AND gate is shown. During the evaluate phase let us consider the
case where inputs A and B turn high while C remains low. If the nodes Naand Nb had
originally been zero, then turning on A and B leads to some of the charge on NO being
distributed across these two nodes. Thefinal voltage on the node NO depends on theratio
of the capacitance of nodes NO to Naand Nb. Charge sharing can lead to the output node
of acell being so diminished that it flips the output state of the cell. In Figure 3.11, if all
input went high, obviously node NO would go low; thisis different from charge sharing,
where the node is discharged unintentionally.

Charge sharing is countered by the weak feedback in the domino logic cell. This
transistor provides charge that will cause the voltage level of the internal nodes NO, Na,
and Nbtorise. Thereisatradeoff between how charge sharing-tolerant adominologiccell
is(whichrequiresastronger weak feedback and aweaker pull-down NM OS stack) versus
the rising delay of the cell (which prefers aweaker feedback and larger W, transistors).
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Figure 3.11. A three-input domino logic AND gate.

This tradeoff can be avoided in custom design frameworks, where the evaluate signal
arrivesin a narrowly defined window of time, by turning off or weakening the feedback
transistor asthe evaluate phase starts. Since we are designing domino logic to beused in
amore automated framework, such timing relationships cannot be assumed, especially
at low clock frequencies. Another approach that has been proposed to counter the effects
of charge sharing is the use of extraintegral precharge transistors. We encountered two
problems with the use of such transistorsin the design of domino logic circuits. Firstly,
the layout of standard cells was greatly complicated by the inclusion of internal pull-up
transistors. Secondly, since the charge-sharing input might not switch until late in the
evaluate cycle, we noticed that much of the internally stored charge was lost when low
threshold voltage transistors were used. Thisloss of current through leakage is strongly
dependent on the process corner and temperature used for simulations.

Crosstalk noise

The classical definition of noise in electronics refers to the deviation of devices from
their idealized model s due to the non-continuous, quantized nature of charge. Shot noise
and thermal scattering are standard examples of this. Indigital design, noiseisused asan
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umbrellaterm to refer to a collection of real-world complexities that creep into designs,
with crosstalk often being the biggest concern.

Crosstalk occurs when energy from asignal on onelineistransferred to aneighboring
line by electromagnetic means. Crosstalk is usually defined in terms of aggressors and
victims, where the aggressor transfers some of its energy to the victim. In general,
both capacitive and inductive coupling exist. On-chip, however, the currents through
the signal lines are usually too small to induce significant magnetic coupling. While
inductive effects, such as simultaneous switching noise, may grow in importance in
future process generations, they are still manageable with careful routing of the power
and ground network. Capacitive coupling, on the other hand, depends on the line-to-line
spacing between wires and can be measured as the total capacitance of a node that is
coupled to neighboring wires, as opposed to fixed sources. For domino circuits, crosstalk
can lead to high pulses being induced on linesthat should be low. These pulses can cause
the domino cells to switch erroneously, leading to possible wrong states in the design.

As CMOS processes scale, wires have become progressively narrower. To limit the
resistance in them, they have also become taller. This has meant that most of the capac-
itance in wires is coupled to adjacent wires on the same level. Aggressor and victim
pairs are, hence, most likely to occur on long wires routed next to each other. The
actual occurrence of crosstalk is very complicated, being dependent on the strength and
location of the aggressor and the victim lines (crosstalk is worst when aggressor and
victim lines are driven from opposite sides), the ratio of floating to fixed line capac-
itance (greater floating capacitance causes crosstalk-induced bumps to be higher), the
resistance of the line (higher resistive lines weaken aggressors), the degree to which the
victim may aready be weakened due to other aggressors (if an attacker simultaneously
attacks the line driving the victim, the strength of the victim driver isreduced, making it
more difficult to overcome crosstalk noise on its output), and the location and number of
aggressors present (multiple aggressors can attack aline, for example, if abusis routed
together). Crosstalk can be manifest as a high and narrow pulse on the victim line, or
as awider but lower signal. While crosstalk analysis can become very complicated, for
ASIC domino logic design it can be reduced to two problems. The first is determining
the expected crosstalk-induced pulse on the cell inputs. The second is characterizing
domino cellsto determine the maximum crosstalk pulse that the cell can tolerate on any
input. Current place and route tools can estimate the maximum crosstalk noise bump
on the inputs of cells. If every cell input is characterized by a maximum bump that can
be tolerated, the tool will determine possible crosstalk failures and attempt to reroute
the problem wires to achieve a violation-free implementation. To ensure that no noise
violations occur in cells, their crosstalk susceptibility needs to be characterized con-
servatively. As EDA tools continue to improve their crosstalk analysis and avoidance
capabilities, less conservative modeling techniques can be used.

Circuit design of domino logic cells: a quantitative approach

Thedesign process for astandard cell library isan iterative processin which, ascellsare
added to the library, concurrent synthesis experiments on benchmark circuits are used
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to evaluate the benefits of the new cells. For domino logic design, the comparisons will
include a comparison with the results achieved using a static library. The design process
therefore entails a set of delay measurements for every cell asit isbeing designed. This
dataisused for adirect comparison and al so to providetiming characterized views of the
cell that can be used in synthesis. In this section we describein detail how we performed
timing characterization for adomino logic library designed with a90 nm CM OS process.
Domino logic cannot have inverting outputs. This meansthat while NANDs, NORs, and
inverterscannot beused, ANDs, ORs, and AND-OR functionscan be. Sinceitispossible
to have a wide variety of AND—-OR functions, the number of types of possible cell is
very large. In Chapter 4 we describe how inverting logic is avoided when domino logic
cells are synthesized.

Before plunging into a description of the characterization step, let us define some
terminology that will be used. Datainputsrefer to all theinputs of the cell except for the
clock, while the term “all inputs’ includes the clock. The term “pin under test” (PUT)
refersto the specific pin whichisbeing tested. Related pinsrefer to the pinsin addition to
the pin under test that need to be high to ensure that the output can switch. For example,
in atwo-input AND gate, if input A isthe pin under test, then the related pin B must be
high to ensure that the output of the gate can go high.

The design of a domino logic library involved ten characterization tests for al non-
register-type domino cells. These are:

Cell delay and output transition time measurement.

[nput pin capacitance measurement.

Setup measurement of data input rising relative to the clock falling.
Minimum pulse width high overlap (MPWHO) measurements.

Hold measurements of data inputs falling relative to the clock rising.
Setup measurements of data inputs falling relative to the clock rising.
Minimum clock pulse width for low and high phases.

M aximum noise spike characterization for the input pins.

A charge-sharing check.

Precharge sizing check.

Cell delay and output transition time measurement

The delay from the inputs switching to the output switching determines the performance
of the cell. This delay depends on the input signal rise/fall time and the load on the cell.
For domino logic cells the output can fall only when the clock goes low and the cell
can rise only if the clock is high and the data input |ogic evaluates high. For this reason
the rising delay is measured for al inputs, while delay falling is measured only when
the clock falls. Since our domino logic flow assumes that domino cells can interact with
static cells, the trip value to indicate where the measurement begins and endsisthe same
asthose usedin the available static standard cell library. Thisreduces errorswhen mixing
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Figure 3.12. Delay and transition time measurements for a domino logic cell.

domino and static cells. For afaling signa the trip value is 60% of Vdd (as a start or
end point). When a signal is rising, the trip point is 40% of Vdd. Transition times are
measured from 20% to 80% of Vdd.

Figure 3.12 shows the waveforms used to measure delay for a 90 nm domino logic
cell. Initially, all inputs are kept high. This causes all internal nodes of the cell to be low.
The clock is then forced low, and after 400ps, al the data inputs are also driven low.
Between thetimethe clock fallsand theinput pinsfall, theinternal nodes precharge. This
400 ps precharge time allows the internal nodes to be precharged to what we consider
a“reasonable” value. Let us explain the purpose for this. In a domino logic design, the
internal or evaluate node that drivestheinverter ishigh during precharge. The datainputs
eventually go low during precharge (this depends on the phase of the driving cell), since
the driving cells also enter precharge. Thereis, however, alag between when the clock
enters precharge and when the data inputs go low. During this time, internal nodes start
to prechargeto an NM OStransistor threshold voltage below Vdd (Vdd —Vtn). Thisextra
charge on theinternal nodesincreases the delay in adomino circuit. The amount of time
that theinput nodes are on will determinethe charge on theinternal nodes. In some cases,
theinternal nodes may remain at O dueto theinput signalsremaining low. In other cases,
theinternal node may prechargeto Vdd —Vtn. A precharge time of 400 psisused during
characterization since the library has precharge delaysin the range of 300 psand 400 ps.
We believe this value reflects arealistic condition without being excessively pessimistic
or optimistic. Precharge delays vary with the process corner, so a lower value would
be more realistic when a non-worst process, voltage, and temperature (PVT) corner
isused.

The output of adomino only goeslow when the clock falls. Thefall delay for the cell
is measured from the falling edge of the clock input.

Output rising delay measurements are made for every cell input, including the clock.
In many cells more than one combination of inputs can cause the cell to evaluate. In such
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cases the input condition that leads to the longest delay is selected. To measure therise
delay, the related pins rise with the clock. All other data pins remain off. The PUT rises
200 ps later. This 200 ps ensures that all the pins of the cell do not switch at the same
time, and represents an attempt to provide atypical conditioninwhich the PUT will rise.
For rise delay measurement from the clock pin, al relative pinsrise at the same time as
the clock.

The delay and transition simulations are done for five different output loads and five
different input transition times. Synthesisand timing analysistoolscaninterpolate al the
needed val ues based on these data points. The maximum input and clock transition used
for characterizationis 150 ps(a150 pstransition from 20% to 80% of Vdd isequivalent to
a250ps0V toVddtransition). Themaximum cell load used isthe maximum capacitance
value for the particular drive. This maximum capacitance is the capacitance load that
leads to a 400 ps (0 to 100% of Vdd) falling transition for a domino cell. The falling
transition is used since thisis greater than the rise transition in domino cells. Since the
maximum capacitance value depends only on the output inverter size, it is constant for
al cells of the same drive strength and does not need to be characterized independently
for every cell.

Input pin capacitance measurement

The input pin capacitance is measured by taking theintegral of the current of the PUT’s
driving source and dividing it by Vdd. This follows as the charge stored on a capacitor
is equal to its capacitance multiplied by the voltage across it. Current is measured only
when the signal is rising, and is recorded for each of the 25 delay measurement runs.
The average of all these values is then used.

Setup measurement of data input rising relative to the clock falling

Itispossiblefor an evaluate phase signal being propagated through a set of domino gates
to become progressively thinner until it finally leads to alogical failure. This failureis
manifest as a pulse that is too narrow to allow the domino cell to evaluate. The pulse
nature of domino signals means that checks must be performed to ensure correct pulse
width. One mechanism by which the output of a domino cell can have an excessively
thin pulseisif an input signal risesjust before the clock falls. In order to ensure that the
output pulseis appropriately wide, a setup time is defined between the datainputsrising
and the clock falling.

Since the purpose of this setup time is to ensure proper pulse propagation, the setup
is defined to occur when the output fall delay decreases by 2.5% compared with the fall
delays generated by a very large data setup time. The decrease in the precharge delay
is due to the internal node of the domino cell not falling all the way to 0V during the
evaluate phase. While this definition may appear to be very conservative, it is needed
to ensure output transition times do not vary much from that measured during delay
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Figure 3.13. Setup rising versus clock falling measurement for a domino cell input.

characterization. If the data setup time is allowed to become smaller the output rise
transition times will increase, with the output possibly failing to reach Vdd. Ensuring
that output fall delays are within 2.5% of the possible maximum delay ensures alimited
impact on the transition times of the domino cells.

The simulation approach used to calculate the setup rising delay is similar to that for
the rising delay measurement as seen in Figure 3.13. The clock initially goes low and
related pins fall soon after. Related pins and clock then rise simultaneously, and after a
delay, the pin under test rises just before the clock falls. This delay time when the PUT
rises is then varied until the output fall delay is 97.5% of the original fall delay. This
defines the PUT rising setup.

Likedelays, setup and hold times are dependent on the transition times of the netsthat
drive the inputs and the output load of the cell. The rising setup time is characterized
by varying clock fall times, data input rising times, and output loading. A total of nine
simulations are run for every input data pin. The timing tool interpolates other values
from this data.

One of the advantages of controlling pul se shapes by a setup check isthat thisattribute
isunderstood by ASIC tools, ensuring that synthesisand physical design toolscan correct
setup failures during the implementation process. Unfortunately, it is not possible for
all checks required by domino cells to be understood by the tools, as we shall see with
minimum overlap checks described next.

Minimum pulse width high overlap characterization (MPWHO)

When multiple inputs are applied to adomino cell care must be taken to ensure that the
pulses overlap each other sufficiently to allow the evaluation node to be discharged. For
example, in adomino AND3 gate al three inputs must be on at the same time for the
internal node of the cell to be discharged and the output of the cell to rise. The minimum
pulse width high overlap (MPWHO) is a check to ensure that the overlaps between the
different data inputs to a domino cell are acceptable. This is needed for al inputs to
the domino cells. Inadomino OR3 cell thetransistors are connected in parallel. Here the



56

High Performance ASIC Design

-
Inputl ¢ Input2
o / AREA
g $
=] Vo ','
> 7
¢
"’
," Time

Figure 3.14. Minimum pulse width high overlap area.

check merely needs to determine that each input applied to the cell is sufficiently wide
to cause the output of the cell to rise. In some AND-OR cells, many different paths can
cause the output of the cell to rise. Since we consider each domino cell to have only a
single MPWHO value, the worst-case overlap value is used.

For our 90 nm domino logic library, the MPWHO is defined as the duration of time
between when the last input rises (measured at 40% of Vdd) and the earliest input falls
(at 60% of Vdd) for each NMOS pull-down path such that the evaluation node falls to
20mV or lower. From simulationsthe 20 mV evaluation node voltage is found to ensure
that the output delay does not increase more than 1% under maximum capacitance
loading.

Since pulse width overlaps are not standard timing checks, they are not supported
natively by Synopsys's PrimeTime™ or other timing analysistools. Thisrequired adef-
inition of MPWHO to be devel oped for the domino logic library. Defining the minimum
overlap needed between inputs based on measured time proved difficult, since many
inputs can have slow transition times. Forcing the synthesis tool to try and fix all tran-
sition times to achieve acceptable high-value overlap for al cells would unnecessarily
overconstrain the design. In order to avoid this, a metric was developed to model over-
lap between different inputs under very different transition times. This metric measured
MPWHO based on the total input signal overlap areafor each cell, above a cell-specific
fixed voltage value, Vb. While this choice may appear somewhat arbitrary, this solution
married a simple characterization process with excellent correlation of the evaluation
node reaching 20mV or lower.

Figure 3.14 shows how the MPWHO area for a domino cell can be measured. For a
two-input domino cell, let us assume that Input2 is the last rising input and Inputl is
the first falling input. The intersection of these signals above Vb gives the minimum
pulse width high area overlap. The voltage Vb ensures that unless the input signals
cross a certain value, the output will never change. Since NMOS transistors only turn
on when their inputs exceed a threshold voltage, this is a reasonable assumption. The
MPWHO constraint can be checked for every domino cell in a design with Synopsys's
PrimeTime™ and some Tcl scripting. The script reads a file with the MPWHO area
and Vb data for every input. Delay and transition time information available in the
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Figure 3.15. Setting Vb to ensure equal MPWHO area under slow and fast transition times.

timing analyzer can then be used to determineif aviolation occurs. Needlessto say, this
approach requiresthat all domino cellsin thelibrary have a characterized MPWHO area
and Vb value.

In order to ease characterization of the MPWHO areafor each domino input, simula-
tions were limited to two cases: under very small and very large transition times. This
was deemed acceptable as experiments showed that the worst-case MPWHO conditions
occur either when the nets of acell are very lightly or very heavily loaded. If the pinsare
driven by lightly loaded nets, fast rising and falling signals can lead to minimum signal
overlap. Alternately, if the input pins are heavily loaded then slow rising transitions can
limit the area over the Vb voltage level. Under worst-case process and environmental
conditions, minimum transitions are simulated with a 12 ps transition time, while the
maximum transition uses a 150 pstransition time. For each set of Eldo™ runs, therising
input is moved closer to the falling input to reduce the area overlap as shown. Once the
evaluation node fails to read 20 mv, the minimum overlap condition is assumed to have
been reached. The datafrom the fast transition and slow transition times are then used to
find the Vb that will cause the areasto be the same. Thisis shown in Figure 3.15, where
Vbisset such that the two simulations have identical MPWHO areas. From Figure 3.15
it can be seen that the cell inputs do not all need to be simultaneously at Vdd for the
output of the cell to switch.

For an OR gate the rising signal and falling signal is applied to the same pin. For
gates that have more than one transistor in the evaluation path, the transistor connected
to the evaluation node will have its gate connected to the falling signal and the adjacent
transistor will have its gate connected to therising signal. Thisis shown in Figure 3.16.
All other transistors in between will be connected to VVdd. If there are other transistors
not part of the evaluation path, their gates will be connected in such away as to cause
the longest evaluation time of the evaluation path. The above condition ensures worst-
case characterization. This ordering of inputs and associated logic transitions limits the
characterization effort needed for MPWHO.
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Figure 3.16. MPWHO measurement setup for adomino cell.
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Figure 3.17. Hold violation for datafall with respect to the clock rising.

Data pin hold falling measurement

In a synthesized domino design some cells may have inputs driven by cells connected
to adifferent clock phase. Under such circumstances a cell input may go low when the
cell clock rises. Thisis shown in Figure 3.17. While the clocking scheme tries to avoid
this circumstance, it may still occur, and hence, all cells need to be verified against this
failure mechanism. This failure mechanism isin fact a classical hold time failure and
is avoided with a data fall to clock rise hold check for al inputs. This check can be
considered to be an overlap check, but the clock pin is not considered in the MPWHO
checks (for which the clock input is kept high) since it was found that considering an
extra seria transistor in MPWHO checks made the check overtly pessimistic.

The definition of hold time is the time between clock rising (measured at 40% of
Vdd) and data input falling (measured at 60% of Vdd) that will cause the evaluation
node of the PUT’s cell just to drop below 20mV. The related pins are chosen to cause
the longest delay for PUT (as in the delay characterization). The hold check is done
using two extreme clock rise times and two extreme data fall times (four data points).
Output loading is set to the maximum cell loading to ensure worst-case tolerance. The
measurement used for data pin hold with respect to clock falling isshownin Figure 3.18.
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Figure 3.18. Domino cell hold time measurement.

Data pin setup falling measurement

A requirement in domino logic is that the output of all cells must go low every cycle
before the clock rises again. If this does not happen, a false evaluation may occur. To
detect such anissue, asetup check is performed to make sure that the datainput goeslow
on each cell before its clock rise. The definition of this setup is the time between data
input going low and clock going high, such that the evaluation node is charged high.

Simulations determined that this check tendsto always pass. For this reason acompu-
tationally simple procedure is used to measure the setup time. The setup timeis defined
by measuring the distance between theinput and clock pin of the cell so that they intersect
at 20% of VVdd. Thisis a conservative number that ensures the data input transistor and
the clock transistor are both off asthe datainput falls and the clock rises. Thissimplified
check is suitable for the test cases encountered by us in our 90 nm designs. For other
processes or designs a more thorough characterization process may be needed. One of
the reasons that we always wish to use simple characterization wherever possibleis that
it allowsfor thelibrary to be characterized faster. While using parallel simulations does
allow the characterization time for a library to be speeded up, the high cost of EDA
licenses and computer servers limits the number of parallel simulations that can be run.

Two input data pin transition values and two values of clock rise transition times (four
points) are used to build the setup table. Figure 3.19 graphically illustratesthe setup time
measured.

Minimum clock pulse width for low and high phases

It is possible for a domino cell to meet all the setup and hold times but still fail due to
the clock duty cycle being severely distorted. This is manifest as a very narrow high
or low value for the clock. For clocks provided directly from a PLL, the probability
of this occurring is low. Still, as a verification check this needs to be tested, espe-
cially since clock duty cycles can vary considerably if they are generated by dividing a
faster clock source. Since this check does not require great precision, it isimplemented
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using the existing minimum pulse width checks supported by the Liberty format timing
models (often called the Synopsys.lib model). The primary limitation with using the
minimum pulse width high (MPWH) and minimum pulse width low (MPWL) check
is that it provides a single number for an input pin. In redlity, the minimum clock
pulses that are acceptable depend on the clock transition times and the output 1oad-
ing on the cell. For our purposes this check is characterized assuming the maximum
clock transitions specified in the library and the maximum output loading for the cell in
question.

Figure3.20 showsthe M PW characterization timing. Theminimum pul sewidth checks
areperformed by initially setting high the datapinsthat causethelongest eval uation del ay.
The clock is then forced high. The MPWH is measured from when the clock reaches
40% of Vdd, until when the output of the domino cell reaches 95% of Vdd. MPWL is
measured from when thefalling clock reaches 60% of Vdd until when the output reaches
5% of Vdd. Simulations showed that the output reaching 95% of Vdd led to ailmost the
same delay as the clock falling to 60% of Vdd. Using the output rise point to measure
delay allowed usto avoid an iterative process of measuring acceptable clock pulse width
by sliding the clock window and replacing it with a single pass measurement.
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Data pin maximum noise spike characterization

A major concernwith domino logicisitssusceptibility to crosstalk-induced noisefailure.
Such noise can lead to functional failures if the evaluation node in the domino cell is
inadvertently discharged. To ensure noise tol erance of domino cells, every input of every
cell ischaracterized for itscrosstalk tolerance. Thischaracterized dataisthen used during
physical design.

For the 90nm domino library, the chosen place and route methodology involved
using Synopsys's Astro™ physical design tool. In Astro™ it is possible to specify the
maximum acceptable noise spike on each input pin of every cell. The router will then
attempt to ensure that this noise spike constraint is not violated. A limitation with the
version of the tool we were using was that the noise spike was cal culated based only on
direct aggressors. This did not allow for the tool to consider the effect of noise being
propagated from other cells. Thetool also did not enforce any constraints on the width of
thenoise pulse. Sincethetotal crosstalk-induced energy isproportional to both the height
and width of the induced voltage bump, it should be considered for crosstalk tolerance
of the design. To overcome these limitations the domino cell characterization process
assumes worst-case pulse width and that propagated noiseis also present. In addition to
crosstalk, simultaneously occurring charge sharing in the domino can cause the internal
nodeto dip. Asthe evaluation node dips the output inverter’s NMOS transistor becomes
weaker, and hence less able to counter induced crosstalk noise onitsline. For thisreason
charge sharing is assumed to occur simultaneously with crosstalk. Characterizing the
cellsunder such pessimistic conditions ensures the functionality of the cells. It also goes
some way to explaining why silicon results for digital ASIC designs tend to run faster
than the simulations!

The maximum spike characterization involves applying up to two input spikesto the
cell inputs. One of these spikesisassumed to be on the PUT, whilethe other isto another
input pin. The second input spike is added to include the possibility of multiple crosstalk
events being simultaneously applied to the domino cell. The maximum charge-sharing
condition is applied simultaneously with the spike noise. The input noise and charge
sharing weaken the domino cell output inverter NMOS transistor. On this weakened
output, capacitively coupled noiseis applied to the output node. The same output noise
is applied independently to the same cell with no input noise. The output voltage area
above 10mV is calculated for the cell with and without noise. If the ratio of these two
values is more than 3, then the input noise is too large and a smaller applied bump is
applied until theratio of 3 isreached.

The value of 3 is used for measuring acceptable noise bump area since up to that
value, if the noise bump is applied to another domino cell it is not seen to propagate
to the output of that domino cell. The domino cell is thus able to filter the input bump.
One of the possible problems with noise is that it cannot be allowed to propagate from
cell to cell sinceit could ultimately overwhelm acell further along the logical path. The
value of 3isvery design- and technology-specific. For our purposes we discovered that
using values greater than 3 led to possible noise stability issues, while smaller values
appeared to be unnecessarily conservative. The characterization procedure is shown in
Figure 3.21.
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Figure 3.21. Maximum voltage spike simulation setup.

The 90 nm domino library has a maximum capacitance setting on al cell outputs
that limits the worst-case transition time to 150 ps. For simulation, the aggressor cross-
coupling ratio is assumed to be 50%. Post place and route experiments showed that 85%
of netshavelessthan 50% of total capacitance coupled to all other nets combined. These
two factors, the maximum transition time of signals and the maximum cross-coupled
capacitance connected to an aggressor, limit the width and height of the worst aggressor
noise that can be applied to the output of the domino cell being characterized. For an
aggressor having arise time of 300 ps, the input noise bump will be very low, but the
width will be at its maximum. When the aggressor rise time decreases, the bump will
aso increase, but the width will decrease. Different aggressor rise times are generated
by having an inverter drive avariable capacitance. The capacitor valueisvaried until the
output area ratio is 3. Simulations have shown that worst-case crosstalk tends to occur
with low, but wide, aggressor pulses.

To simulate worst-case charging during crosstalk measurements, the simulation is set-
up to have all internal nodes discharge. Great effort was spent ensuring that the worst-
case charge-sharing condition and input noisewas applied during cell characterization (it
was not always obvious which input pins would cause worst-case noise). The maximum
noise spikeisalso measured for the domino cell clock pin. The clock network hasalarge
capacitive load being driven by astrong set of drivers, so only minimal noise spikes are
expected onit.

Charge-sharing check

In addition to the characterization for noise sensitivity on the input pins, a number of
checks are included to ensure the effectiveness and stability of the domino logic cells.
One of these is the charge-sharing check. One should note that while charge sharing is
assumed during the worst-case voltage spike simulation, the worst-case charge-sharing
scenario may not be checked since some inputs need to remain low to measure crosstalk.
To check theimpact of charge sharing, the maximum charge-sharing conditionisapplied
tothecell, and its stability is determined. If the cell fails, the cell is redesigned to ensure
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stability. Asmentioned earlier, changing the size of the weak feedback keeper allowsfor
the cell to tolerate charge sharing better. M aking the weak feedback stronger is not often
acceptable, sinceit will increase the delay of the cell. If adomino cell isnot sufficiently
faster than the equivalent static cell (domino cells should in general be 1.5x faster
than the equivalent static cell), the cell is removed from the domino logic library. Other
techniques to reduce the charge-sharing effect of the cell include having alarger output
inverter (thisincreasesthe eval uation node capacitance), increasing theratio of the PMOS
to NMOStransistorsin the eval uation stack (effectively increasing the capacitance of the
evaluation node with respect to the other internal nodes), and changing the topology of
the cell. Topology changes involve changing the relative location of transistorsin serial
stacks and are most useful when multiple pull-down stacks of transistors are present for
large-sized drives. By switching therelative order of input in different parallel pull-down
stacks, it is possible to increase the charge-sharing tolerance of the cell without altering
its functionality.

Precharge sizing check

The precharge PMOS transistor in domino cells must be able to precharge the node
effectively to ensure correct operation. The precharge sizing check involves making sure
that the internal node of the domino cells reaches at least 90% of Vdd at maximum
operating frequency. Possible problems can be corrected by increasing the size of the
precharge PMOS transistor.

Characterizing domino logic-compatible registers

As mentioned earlier, domino logic designs do not require the use of explicit flip-flops.
Scantesting is, however, mandatory for many digital designs. This, along with the desire
to introduce hard clock edges in domino synthesis, means that a domino logic flip-flop
can be useful.

Domino flip-flops differ from static flip-flops in that resets are synchronous and that
the output of the flip-flop can change both for the eval uation phase, when the clock rises,
and for precharge, when the clock falls. Static flip-flops only change during a single
clock edge. To support scan testing, the register may also have adedicated scan out (SO)
output. This output is similar to the output of a static logic register and maintains its
output value for the full clock cycle.

The domino registers are designed as pulse flip-flops. As mentioned, pulse flip-flops
have shorter setup times, but significantly longer hold delays. The input of the domino
register isasingle latch stage, with the output having an inverter and a feedback keeper
like a standard domino logic cell. The latch is transparent for a short period of time
after the clock rise. A bare bones domino logic-compatible flip-flop, without scan, is
shown in Figure 3.22. In this design, if the evaluation node goes low, it remains low
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Waveforms for D = 1

Figure 3.22. A basic domino logic-compatible register.

as the NMOS transistor cell leakage is greater than that for the PMOS transistor. For
processes wherethisisnot true, extratransistors can be used to ensure the stability of the
design.

Like other domino cells, the domino register requires an input pin capacitance and
a maximum output load characterization. In addition, three additional characterization
tests must be run for a domino-compatibl e flip-flop:

e Clock to output delay and transition characterization.
e Datainput setup characterization.
e Datainput hold characterization.

Clock to output delay and transition characterization

In domino logic, flip-flop delay is measured from the clock rising to the output rising,
and from the clock falling to the output falling. This differs from a static flip-flop in
which both output rise and fall delay is measured from the rising clock edge. The scan
output for the cell is a static output. For the scan output, the possible delay transitions
are the same as a static flip-flop. Aswith other domino cells, the related pins are chosen
to cause longest delay. During delay measurement the output transition times are also
measured under different capacitive loads. All transitions assume a 150 ps worst-case
rise or fall transition measured from 20% to 80% of Vdd.

The characterization approachisillustrated in Figure 3.23, where the measured delays
for the domino and scan outputs are shown. The transition times of the outputs under
different loading conditions are measured at the sametime. The scan output delay isused
directly in the characterization table. The delay values for the QT and QF output are,
however, increased by 10%. Thisincrease is used to compensate for the fact that setup
times are measured assuming a 10% degradation in the output delay of the flip-flop (the
setup measurement is detailed in the next subsection). Of course, if the domino signal
inputsarrive early, the 10% delay is not incurred. Under those circumstances the domino
registers have an extra delay penalty.
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Figure 3.23. Domino logic register delay characterization.

Data input setup characterization

Aswith static registers, but unlike regular domino cells, the domino register requires data
inputsto rise before the clock rises. The setup time for domino flip-flops is measured as
the delay at which point the output pin delay is degraded by 10% compared with asignal
that arrives much earlier than the clock. In addition to meeting the 10% delay increase,
the minimum rise setup time must also ensure that the evaluation node reaches 20 mv
(it is completely discharged when the output rises) and that the fall setup time does not
dip below 90% of Vdd (when the output does not rise). The related pins are chosen for
setup measurements to ensure the largest setup value.

Data input hold characterization

Input data needsto remain stable for aperiod after the clock goes high. The hold timefor
domino registersis generally much larger than that for non-pulse-based static registers.
In Figure 3.24 the hold measurement scheme is shown for aregister with true and false
outputs. The hold simulation setup isvery similar to the setup characterization. The only
difference is that the related pins are chosen to produce the fastest delay. The criterion
for failingisa 1% increasein output delay. A hold timefailureisaseriousissuethat can
lead to functional failures under any clock frequency or operating conditions. It is for
this reason that a much more conservative measure for hold failure is used.

Layout of domino logic standard cells
For the 90 nm domino logic-compatible library the design process was strongly coupled

with the efficient layout of the cells. For domino logic cells speed is achieved by maxi-
mizing the size of the NM OStransistorsin the pull-down stacks. In order to facilitate this
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Figure 3.24. Domino register hold time characterization.

requirement, the n-wells within the cells are bent. Large NMOS transistors are placed
on the left-hand side of the cell, aong with the smaller PMOS keeper and precharge
transistor. Large PMOS transistors are only needed at the output inverter of the cell.
The output inverter is positioned on the right of the cell. The layout for a domino logic
two-input AND gate is shown in Figure 3.25.

All domino logic cells are abutable with standard static cells. Thisisimportant since
the domino logic flow uses both static and domino cells which may be placed next to
each other. For large drives, it was often necessary to use multiple transistor fingers
to achieve sufficient drive. When this occurred for cells with long pull-down chains,
such as three-input and four-input AND gates, flipping the input sequence in duplicate
stacks often led to less charge sharing and better noise tolerance. As mentioned ear-
lier, the domino logic library did not use any intermediate precharge transistors. The
layout was also greatly complicated by the presence of intermediate node precharge
transistors.

Timing models for domino logic cells

Much of this chapter has dealt with the characterization process used to model adomino
logic-compatible standard cell. In Figure 3.26 a complete timing model in the Liberty
format isshown. Themodel isfor adomino buffer. Whileall the complexitiesof modeling
adomino cell are not shown in thefigure, it does still give aflavor for how we deal with
domino logic cells.

The timing model for the buffer begins with an instantiation of the cell. After the
areaof the cell is provided, the first domino-specific attribute is_dyn is defined. Domino
logic-specific constructs are highlighted in italic in Figure 3.26. Since the domino logic
library contains both domino and static cells, the attribute is_dyn is used to specify
if a cell is a domino design. Traversing down the model we see that the function
of the cell is defined to be the product of the clock and the input, A. The Liberty
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Figure 3.25. A domino logic standard cell layout.

timing model specifies the relationship between the output and the related input pins.
For input A, the relationship with the output is specified as combinationa rise, ensur-
ing that the input cannot cause the output of the cell to fall. This reflects correctly the
functionality of adomino cell. Delay and transition tables for pin A rising to the output
are then provided (DOM _BFHST1F10R10_td). For brevity these values are not shown.
The timing relationship between the clock pin (CP) and the output (Z) show rising and
falling paths. The two input pins A and CP are seen to have an input capacitance and
direction attribute defined. Thisis similar to a standard static cell. For pin A, setup con-
straints are also defined. Non-sequential setup times can be defined within the Liberty
timing format. Setup times with respect to the clock falling and rising are provided for
input A.

Timing models such as that shown in Figure 3.26 are generally understood by timing
analyzers. Use of timing analyzersis, however, generally deferred until latein the design
flow. During the implementation process, a simpler model must be provided to the
synthesis tool. In Chapter 4 we will discuss these ssmpler models, along with an ASIC
flow for using alibrary of domino logic cellsto implement digital logic.
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cell(DOM_BFHST1F10R10) {
area : 32.1376 ;
is_dyn: true;
pin(Z) {
direction : output ;
function : “CP*A”
max_capacitance : 0.2196 ; timing() {
timing() {
related_pin : “A”;
timing_type : combinational_rise;
timing_sense : positive_unate ;
cell_rise(DOM_BFHST1F10R10_td) {....}
rise_transition(DOM_BFHST1F10R10_td) {....}
}
timing() {
related_pin : “CP”;
timing_type : combinational;
timing_sense : positive_unate;
cell_rise(DOM_BFHST1F10R10_td) {.....}
rise_transition(DOM_BFHST1F10R10_td) {....}
cell_fall(DOM_BFHST1F10R10_td){....}
fall_transition(DOM_BFHST1F10R10_td){.....}
H* end timing */
} ¥ end pin Z */
pin(A) {
direction : input ;
capacitance : 0.00568 ;
timing() {
related_pin : “CP”;
timing_type : “non_seq_setup_falling”;
sdf_edges : both_edges ;
related_output_pin: Z;
rise_constraint(DOM_BFHST1F10R10_dsur) {
-}

}

timing() {
related_pin : “CP”;
timing_type : “non_seq_setup_rising”;
sdf_edges : both_edges ;
fall_constraint(DOM_BFHST1F10R10_dsuf) {

} /* end timing */
} /¥ end pin A */
pin(CP) {
direction : input ;
capacitance : 0.00810 ;
min_pulse_width_low : 0.4221 ;
min_pulse_width_high : 0.2200 ;
} /* end pin CP */
} /*end cell DOM_BFHST1F10R10 */

Figure 3.26. Liberty format timing model for a domino buffer.
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Domino logic synthesis

Razak Hossain and Bernard Bourgin

Introduction to domino logic synthesis

In the earlier chapters of this book we have seen that domino logic isintrinsically faster
than static logic. The logic family is, however, more complex to use since every cell
is clocked. Furthermore, the cell outputs are only valid during the evaluate phase, with
the precharge phase resetting the cell. With domino logic the designer has to consider
not only the logical functionality of the circuit, but also the clocking scheme. Domino
logic design has traditionally only been available to those design groups who have an
absolute need for high speed and can afford to utilize large numbers of engineers to
handcraft circuits using this design style. This approach to domino logic design has
meant that design productivity associated with the use of domino logic, measured in
terms of cost and turnaround time (TAT, the time needed to complete atask) has lagged
that of automated static logic. While the quality-of-results (QoR) generally improves
with custom design, this may still lead to an unfavorable tradeoff in terms of cost versus
benefit. For many design groups a fully automated solution provides adequate or close
to adequate results.

The dynamic behavior of domino logic is part of the challenge in using it. At high
speeds the clock and data are involved in a complex timing interplay which must be
resolved correctly for proper functionality. The data for every domino cell must be
propagated before the precharge signal arrives. In addition, the nature of thelogic family
makes it more susceptible to anumber of different failure mechanismsincluding charge
sharing, crosstalk, and power bounce, which are generally not problemsin static logic.
All these potentia risks need to be monitored and formally checked. An automated
domino logic design system is capable of checking al specified domino logic failure
mechanisms, ensuring a highly reliable solution.

The two main advantages of automated design flows, improved engineering produc-
tivity and greater design reliability, remain valid when applied to the use of dominologic.
These two factorsimprove the predictability of the implementation process, alowing for
greater confidence when applied to the design of alarge SOC. Project schedulesfor large
ASICs specify, often many months ahead, the exact dates on which different blocks have
to be available. With custom design this becomes difficult to do. Without an ability to
provide predictability with the use of domino logic, it will be much lesslikely to be used,
especialy if the inability to complete the domino modules in atimely manner imperils
the whole project.
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Figure 4.1. A typical static logic ASIC design flow.

A standard tool-based approach to domino logic synthesis

There are two broad approaches to domino synthesis which we categorize as ad hoc
and standard tool-based. An ad hoc domino synthesis system can be constructed with
custom tools and flows applied to a dedicated or standard hardware description language
(HDL). This approach allows designers to achieve very good results, approaching that
of ahandcrafted solution. This approach is, however, costly since the tool user needs a
good understanding of the domino logic design methodol ogy. Thisapproach alsorequires
considerable EDA tool support to maintain and update the custom software. The second
approach, which wewill present in this chapter, relies on off-the-shelf tools, design flow,
and existing HDL specifications of the design. A slight degradation of performance has
to be borne by reusing the tools and design skillsthat are needed for static design. We do
believe, however, that it is a more practical solution when using domino logic for most
design groups.

Figure4.1 showsatypical staticlogic ASICimplementation flow. Theinput to theflow
is the synthesizable RTL description of the logic, generally in Verilog or VHDL, aong
with a set of timing constraints and synthesis directives, and some physical floorplan
constraints. The main steps are: synthesis, which will transform the RTL into a standard
cell netlist; placement, to place the netlist into the floorplan; clock tree synthesis, which
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Figure 4.2. A synthesizable domino logic ASIC design flow.

will balance the clock pins; and routing, to physically connect all logically connected
points.

Figure 4.2 shows how a static logic ASIC-style implementation flow can be extended
to support domino logic synthesis. At first glance the domino synthesis flow has added
two domino-specific steps: the unate transform and the phase assignment step. We shall
describethese stepsin moredetail, following aquick description of how theother existing
steps are modified when domino logic is used.

Asmentioned, for dominologic synthesiswewishto reusetheexact same RTL, timing
constraints, and synthesis scripts (these are generally Tcl-based synthesis commands)
as used in static synthesis. Doing this involves mapping the RTL to the domino logic
standard cell library. There are two reasons why standard synthesis tools do not support
domino logic synthesis. Firstly, thetools do not understand the clocking scheme inherent
in domino logic and itsinteraction with thelogical functionality of the design. Secondly,
they are not capable of mapping a standard cell library that does not contain inverters or
other inverting cells. In order to overcome these difficulties and allow the tool to use the
domino logic cells, the domino logic library is provided in a pseudo-static form. To do
this, the clock pin is removed from combinational domino logic cells to keep only their
boolean function. The precharge timing arcs (when the output falls) are replaced by the
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evaluate phase timing arcs (when the output rises). Negative unate functions are created
by copying the positive unate equivalents, i.e., NAND cells are defined by copying the
timing behavior of AND cells, NOR cells from OR cells, inverters from buffers, etc.
Finally, dua rail binate functions (exclusive OR cells and multiplexers) are converted
into single rail equivalent functions. The result is alibrary that has similar timing arcs
and functionality to atraditional static library, only being faster and with identical rising
and falling timing arcs. This library is used in the synthesis of the initial timing-driven
placement step.

During the phase assignment step the pseudo-static models are replaced by the actual
domino model. The clock pins are then connected to the clocks, assuming the use of a
number of overlapping clock phases[1]. Clock tree synthesis has the same objective as
with static logic, except that now in addition to the sequential elements the clocks must
also connect the domino gates. This creates a massive increase in the number of clock
pinsto be balanced. Further complicating clock tree synthesisisthe need to synchronize
both edges of the clocks and also to maintain correct latencies between the different
clock phases. We have been pleased to discover that commercial EDA tools are able to
achieve acceptabl e results with this challenging task.

Inrouting adomino design the physical designtool facesthechallengeinrouting avery
large clock tree network. Sincedominologictendsto bemore sensitiveto noisethan static
logic, additional steps need to be taken during routing to minimize crosstalk. Current
routing tools are capable of crosstalk prevention by wire spreading and performing a
quick analysis to identify potential static noise violations (voltage bumps). For static
logic, crosstalk violation correction is fairly simple since the voltage bump threshold
tends to be the same for all signa nets, with threshold perhaps being higher for clock
nets. For domino cells, on the other hand, all the inputs have been characterized by a
maximum voltage bump which the routing tool must meet. In order to correctly optimize
for both the evaluate and precharge phases, the routing tool must understand the full
domino timing model. This model must also be understood by the signoff static timing
analysistool.

We shall now discussin more detail the two unique steps needed in domino synthesis:
the unate transform of the logic and the correct phase assignment for the domino cells.

Unate transform

Since domino logic cells cannot have inverters or inverting logic present, all such inver-
sionsneed to bemoved to the primary inputs or outputs of the domino logic module. For a
logic block with multiple pipeline stages, theinverters can also beincorporated into flip-
flops driving the logic. The actual movement of inverters through logic can be achieved
by the recursive application of De Morgan's law [2]. Since inverters are schematically
represented in logic as bubbles, the unating process by which inverters are moved to
the inputs of the module is also called bubble pushing. In Figure 4.3 a circuit is shown
before and after bubble pushing. Theinitial circuit isseen to haveinvertersbetweenlogic
cells. After bubble pushing, al the inverters are placed at the inputs of the circuit. At
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Figure 4.3. Removing an inverter with bubble pushing.

this point they can be easily incorporated into domino-compatible flip-flops driving the
logic.

Unfortunately, it is not possible to aways push inverters to the inputs of the block.
Under those circumstances it may be possible to remove the inverters by pushing them
forward to the outputs of the module [2]. This is not possible when an inverted and
uninverted form of the signd is part of some reconvergent logic. When this occurs the
inverter is considered to be trapped. To remove trapped inverters one must duplicate the
logic cone from thetrapped inverter toits primary inputs[2]. The overhead in extracells
needed to remove trapped inverters, with its corresponding increase in power and area,
is the main disadvantage with logic duplication. In Chapter 1 it was mentioned that,
providing extratiming slack exists, inverters can be tolerated by inserting aflip-flop and
using a hard edge to introduce the inverted and non-inverted copy of the signal at the
appropriate time. To use this technique requires very tight control of clock delays and
skews. Thisisdifficult to doin an ASIC framework unlessthe design hasvery long cycle
times.

The example in Figure 4.4 shows the unating process for a design containing AND
cells, OR cdlls, and inverters. Indeed, for domino synthesis it is possible to construct
functionally correct designs by initially mapping the combinational logic to these cells
and then applying the unating process. For production devicesthis approach is not, how-
ever, recommended as it has a number of limitations. Firstly, the synthesis of arbitrary
functions to only these three logical gates leads to a sub-optimal implementation com-
pared with directly mapping the design to a complete cell library. Secondly, the solution
assumes that logic is combinational. Partitioning a complex design into combinational
and sequential blocks istime-consuming and forces the domino logic to be synthesized
differently from the static logic. The process can also lead to errors.

In order to transcend these problems and provide a more efficient solution, domino
logic synthesis is allowed to directly utilize all the domino cells in the library. Since
the unate process requires the use of De Morgan’s law, the pseudo-static library is a'so
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Figure 4.4. Removing atrapped inverter with logic duplication.

provided with the dual for every domino cell inthelibrary. A domino cell without adual
cannot be included, since bubble pushing will not be able to proceed for that cell. In
addition to specifying the dua of every library cell, additional attributes are added to the
library to help with the unate transform. These attributes identify the nature of the cell
pins (dynamic or static, inverting or not) in the library.

In addition to inverting cells, a dummy exclusive OR (XOR) and exclusive NOR
(XNOR) are aso provided during initial synthesis. During bubble pushing the binate
XOR cell is substituted by an actual domino cell with a duplicated input fan-in cone.
Initially providing the dummy model ensuresthat the domino logic uses XOR functions,
aknown difficult problem in domino synthesis [3]. The bubble-pushing agorithm con-
tinues the back-tracking algorithm until it encounters flip-flops. The outputs of flip-flops
are treated as inputs for the next pipeline stage of logic, i.e., points from which the
inverted and uninverted version of asignal is available.

Whileflip-flops are not needed for synchronization in domino logic, they are allowed
for easy synthesis of existing register transfer level (RTL) code and to enable the design
to be scan testable. Asmentioned previously, flip-flopsintroduce * hard edges’ [1] which
limit performance somewhat. The penalty for using flip-flops in synthesizable domino
logic is reduced by using domino flip-flops with very low setup delays. Since the flip-
flops drive domino cells, they enter precharge when the clock falls. In order to maintain
the stored data when the clock is low, they have a static slave latch. This latch is used
for scan testing and ensures that the stored data can be retrieved even after the output of
the flip-flop enters precharge.

Phase assignment

Thesecond domi no-specific step needed in domino synthesi sis phaseassignment. During
phase assignment the pseudo-static library is replaced by one having the full domino



76

High Performance ASIC Design

timing model. The clock pin isnow visible in the domino cells and needs to be attached
to the proper clock phase. Since timing data is very important in the phase assignment
procedure, thistask isdoneafter placement so that actual wiring delayscan beconsidered.
Attaching clock phases to domino cells not only specifies the timing relationship of the
final design, but also determines if the design is functional. It is possible to apply a
number of different clocking schemesto domino designs. For our purposes afour-phase
clocking scheme (with each clock having a 50% duty cycle) is the preferred domino
clocking methodology as it reduces the skew requirements on the clock [1].

What makes the phase assignment process difficult isthat the synthesis processis per-
formed only under worst-case eval uate cycle conditions. Thisis necessary as no current,
commercially available synthesistool can understand the dual operating mode of domino
logic. Using the evaluate cycle delays to perform synthesis is a reasonable assumption,
sinceit is the critical condition for well-conditioned domino circuits. Nevertheless, the
precharge cycleis also important, especially when we start including non-clocked cells
in the design. Complicating the matter further is that precharge delays must be consid-
ered for both the fast and slow process and environmental corners, to test for hold and
prechargefailures, respectively. Thus, adesign must be phase-assigned to ensure that the
final circuit works correctly in two different operating modes (evaluate and precharge)
under different operating conditions (worst and best). During phase assignment, timing
analysis is done to ensure that al the known failure mechanisms are detected. While
a certain number of corrections, such as changing gates from static to domino logic or
adding buffers are acceptable, alarge number of repeated checks and alterations should
be avoided. Thisisto avoid globally altering the initial synthesis and placement results.
After phase assignment the design is routed, which will cause the parasitics values to
change from the placed estimates. The phase-assignment process must be stable enough
to tolerate these alterations without requiring extensive changes as there is no easy way
to iterate across the entire design space. The solution to the phase-assignment problem,
hence, must be such that it will lead to designs that are very likely to be stable moving
forward, i.e., they are close to correct by construction.

This leads to the natural question as to what a correct domino design is. It isadesign
that should satisfy three conditions: firstly, it must be functional from avery low speed
to the maximum operating frequency; secondly, it must be fast (specifically faster than
an equivalent static design, otherwise why design in domino); and thirdly, it should bean
implementation that consumestheleast area, power, routing resources, and other standard
metrics. It is somewhat meaningless to say that area is more important than power, or
some other criteria, since requirementswill differ across designs. Any measureto reduce
the area or the power consumption of the design iswelcome, provided it does not affect
the possible functionality of the design. Thisis necessary as synthesized domino logicis
a new technique, with any silicon failure likely to trigger a severe aversion to using the
technique in the future. Also, due to the ubiquitous presence of the clock, certain failure
mechanisms such as hold time failures, if tolerated in the phase-assignment script by
using margins, are statistically morelikely to lead to aproblem than in static design. The
three criteria, and their relative importance, should be remembered when sophisticated
phase-assignment optimizations are considered. These optimizations generally involve
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trading off power or areafor greater risk, and as such are not as important as guaranteed
functionality and speed of operation.

In order to ensure that the domino logic design implemented with multiple clock
phasesisfunctionally correct, the following guidelines should be followed in the phase-
assignment process:

¢ All logic pathsin adomino logic design must proceed monotonically from phase ¢1
through phase ¢4. The clock phases are labeled ¢ 1 to dn. They are all assumed to
have equally spaced phase shifts. David Harris, in his book Skew-Tolerant Circuit
Design [1], does not recommend allowing any phase skipping, where two logically
connected domino cells have a phase difference of greater than 1. While we tend to
avoid phase skipping in domino synthesis, it is not forbidden.

e Noinvertersor inverting logic can be used inlogic paths, other than immediately after
astatic input or just before aflip-flop. Thisfollows directly from the basis of domino
logic. We do, however, allow inverters on signals driven by special static inputs, such
asin the reset and clock tree networks.

e The static input signals must be clocked by a domino gate which rises after the static
signal is stable, i.e, the input delay of the signal, plus the worst-case clock skew
between the modules (or more strictly, when the static falling edge is stable). If a
static input is stable at or after 75% of the clock cycle, it must be clocked at a flip-flop
and not adomino cell. Static output signal smust not receive adomino prechargesignal
that can be sampled. A static primary input or output signal is one that is received
from, or sent to, amodule implemented with standard static logic.

e The domino primary inputs are specified by a maximum rise delay and a minimum
fall delay. Thisdelay also includesthe effect of intermodul e skew. The constraintsfile
specifies which clock phase drives the domino input signal.

If the specified rules are followed, a domino logic implementation will be functional.
The design may not be able to operate at the maximum synthesized frequency, due to
minimum overlap failures or precharge failures, but we are getting close to functional
domino synthesis flow. If static logic cells are also present in the design, the design
may have to be further slowed down to correct for problems such as precharge failures.
Ensuring the design remains functional and can still be operated at the maximum clock
rate followsiif certain phase-assignment rules for domino logic are followed.

Phase-assignment rules

The phase-assignment processfor domino cellsassignsaninitial preferred clock phaseto
each cell based on the arrival time of thelast rising datainput. Cells with inputs arriving
in the first quarter of the clock period will be clocked by phase ¢1, while if the inputs
arrive in the second quarter of the clock period they will be clocked by phase $2, and so
on. Such a straightforward scheme has some problems which need to be corrected. We
describe these problems next, along with how they can be overcome.
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Figure 4.5. |llustrating a phase skipping-related error.

Phase skipping in domino cells

Domino cells on a non-critical, weakly driven path may have a driver cell on phase 1
and the receiver cell two phases |ater. Phase skipping of two phasesinvolves a potential
race between the clock skew of the two cells versus the precharge delay of the driving
cell. Figure 4.5 illustrates how skew can lead to a high value at sl not being captured in
cell B. Thisisahold time failure.

Risk evaluation. Since al the initial synthesisis done to meet worst-case process and
environmental conditions, aquick risk evaluation can be made by asking if the problem
described is more serious for typical silicon. If so, it isa serious problem. A similar, but
dlightly different, formulation of risk evaluation can be made by asking if the problem
islesslikely to occur when the design isrun slower. If thisistrue, it isreassuring as the
problem may be masked by slowing down the design.

With faster transistors, phase skipping is more likely to result in a functiona failure.
Thisisbecause faster silicon will decrease the precharge time of the cells (which makes
the solution more risky). While clock skew is aso reduced with faster transistors, this
has a less direct and a smaller effect than the reduction in precharge time. Assume that
the silicon is at the same process corner, but running the design slower is neutral for
skipping two phases, as the problem is a hold time failure. When skipping more than
two phases, running the clock slower is more likely to lead to afailure. Thisfollows as
the precharge value has more time to propagate and be sampled.

Problem detection. The hold falling constraint with respect to the rising clock detects
this problem. Indeed, this is the reason for this characterization step described in
Chapter 2.

Problem solution. During the phase-assignment process the sequence of cell for every
path is checked. There are two solutions to this problem. Inserting a buffer (domino or
static) may resolve this problem. A domino buffer should be clocked with the missing
phase. Sometimesit is possible to avoid adding an extra buffer by readjusting the clock
phases of the domino cellsaong the critical path. Thus, if two domino cellsare on phase
$1, followed by adomino cell on phase ¢3, it may be possibleto clock one of thedomino
cellsonphase d1 by ¢2. Thiswill requiretiming slack to exist, whichisgenerally present
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Figure 4.6. Datarising setup check with respect to the clock falling with a non-balanced clock
phase assignment.

inthissituation asit isahold failure (hold problems are amanifestation of the next edge
coming too quickly. Alternately one can think of them as existing when insufficient logic
exists between adjacent registers).

In general, increasing the duty cycle of the clock helpswith most evaluate cycle error
mechanisms. For designs employing only domino cells increasing the duty cycle can
be advantageous, since it helps solve evaluate cycle errors. Increasing the duty cycle,
however, reduces the precharge time available. This can lead to other problems.

Unbalanced phase assignment

Unbalanced phase assignment can lead to an error in which the critical path of the design
is no longer from a primary input or the output of a flip-flop to a primary output or
the input of aflip-flop, but rather ends at a domino cell. For example, if a critical path
consists of 20 identical cellsin series, a balanced phase assignment would assign each
phase 5 cell (in afour-phase clocking system). An unbalanced phase assignment could
have many more than 10 domino cells assigned to a particular phase.

Risk evaluation. The risk associated with unbalanced phase assignments is in the
maximum operating speed of the design. A faster process corner or a slower clock
period obviously reduces this risk.

Unbalanced phase assignment, as described, is extremely unlikely to occur. Thisis
because the phase assignment is based on a post-placed database for which accurate
parasitic delay values are available. Each domino cell is assigned to a clock phase based
on the last arriving data input rise time, with consideration made for expected clock
skew. In addition, the skew-tolerant clocking methodology used can counteract phase
assignment differences. For example, for afour-phase clocking system with a 50% duty
cycle clock, an overlap window of 25% of the clock period alows phase distribution
errors to be softened.

Problem detection. The problem is detected by the input data rising with respect to
the clock falling setup check. Thisis shown in Figure 4.6.
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Figure 4.7. Fan-in phase differences and skew can lead to errorsin domino cells.

Problem solution. While the phase-assignment algorithm should avoid this problem,
it may emerge after routing. Thisis particularly true if many changes need to be done
following theinitial placement used in phase assignment.

Fan-in phase differences

After phase assignment a large number of cases occur in which two cells on different
phasesdrivealogic cell. Thus, for example, cellsclocked on phase ¢1 and $p2 may drive
acell on phase ¢2. This happens due to the reconvergence of acritical and anon-critical
path, and is shown in Figure 4.7. The input clocked on phase $2 may rise just before
50% of the clock period is complete. Since thisis the same time at which ¢ 1 falls, one
has to ensure that the data clocked on phase ¢ 2 rises before the data clocked on ¢ 1 falls.
Different fan-in phases can only cause errors if the two input-driven NMOS transistors
areinthe same seria stack, such asinan AND gate. The problem occursif theinterclock
skew is greater than the precharge delay of the early arriving signal.

Risk evaluation. Faster processes reduce the likelihood of this problem. Let usexplain
why. For the case mentioned above, afaster process reduces the rising delay for the ¢2
clocked input more than the falling delay from the ¢ 1 clocked input. Thisfollows since
the rising input traverses through several cells (since its output rises approximately a
quarter cycle after ¢2 rises, it cannot be the first cell on ¢2). The cumulative reduction
inrising delay through several cellswill be greater than the reduction in falling delay for
asingle cell (ignoring the pathological condition where the design is operated at a speed
of four domino gate delays with each cell consuming a quarter of the clock period!).
In addition, at a faster process corner the skew will probably be reduced. Finally, the
input rising threshold is defined as the point at which the data reaches 40% of Vdd to
be consistent with the static library. Domino gates tend to switch at lower input voltage
values than static cells (as described in Chapter 1), so it ismore likely to have switched
by the time its input reaches 40%.

Running the design slower eliminates the problem since it gives the late rising signal
more timeto arrive.
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Figure 4.8. Reducing domino logic synchronization overhead by converting some domino logic
cellsto static logic cells.

For a domino design employing three clocking phases, each with a 50% duty cycle,
no fan-in phase differences are allowable. For skew-tolerant domino methodologies
employing five or more clock phases, the effects of fan-in phase differences are less
constraining. Thisis because the earlier phase always falls when the latter phaseis still
active. Use of alonger duty cycle (at least 67% of the clock period) allows greater fan-in
phase differences at domino cells.

Problem detection. This problem is checked using the minimum pulse width high
overlap check that each domino cell is characterized for.

Problem solution. The minimum overlap must be satisfied for all domino cells. This
can be done by reassigning the clock phase or inserting extra buffers on inputs driven by
earlier clock phases. Unfortunately, because this check is not understood by the tool, an
overlap error corrected during phase assignment may emerge again at the end of routing.

Static input ports

A static input signal to adomino module can change non-monotonically before settling
down to its final value. After an input is stable it can be clocked on the rising edge of
aclock phase. If the static input signal has different rise and fall delays then it must be
clocked after the last possible transition to ensure that the domino cell isnot erroneously
discharged. The synchronization overhead with using static inputs can be up to the delay
difference, plustheinterclock skew, between two adjacent clock phases. For afour-phase
clocking system the delay difference between two phases is 25% of the cycle time. For
athree-phase clocking system it is 33% of the cycletime.

An obvious conclusion from thisisthat for critical paths all critical signals should be
provided as domino inputs, i.e., inputs which always return to 0 before rising. This can
be done with domino-compatible flip-flops or by some other scheme. If thisis not done
there will always be some delay overhead in providing static inputs to domino logic.

To reduce the overhead of dealing with static inputs it is possible to convert some
domino cellsto static ones. Thiswill reduce the dead time overhead for synchronization.
To understand this better we refer to Figure 4.8. For the implementation given at the top
of the figure it can be seen that the static input signal on the wire sl has a long dead
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time wait (DT;) before being latched into domino cell A. At the bottom of Figure 4.8
it can be seen that by converting the first cell to a static cell, C, the time wasted for
synchronization (DT>) is reduced.

One must be careful to remember also that the clock signal in the module driving
the static input port may have skew with the internal clock signals. This will cause the
static signal to arrive early or late. Early arriving static signals do not stress the timing
constraints for the design.

Risk evaluation. With faster transistors the speed of the static signal reaching the
domino cell will be less. This is more likely to ensure that the static signal is stable
beforeit is clocked. Slowing down the operating speed of the design hasasimilar effect.

Problem detection. Thisis checked in timing analysis, as the module will not be able
to operate at the synthesized clock speed.

Problem solution. All static ports to a domino module need to be specified as “static
ports’ in the synthesis constraints file. The specified input delay must include the inter-
module clock skew between the static driving module and the current one. If the static
signal input delay islessthan 75% of the clock cycle, the static input needsto be clocked
on adomino phase onceit is stable. Otherwise, the static input must be clocked at aflip-
flopinput (withthedataonly having traversed through static cells). The phase-assignment
algorithm deals with all static input synchronization issues.

The phase assignment changes the domino cell clock phases to minimize the number
of buffers added to avoid phase skipping. Such changes cannot be applied to domino
cellsreceiving staticinputs, whose phase, once assigned, must remain frozen. Any phase-
skipping errors should be corrected by applying domino buffersto the inputs or outputs
of the domino cell receiving the static inputs.

Domino input ports

The clock signal associated with adomino input port may be skewed with respect to the
local clocks. Static input ports cause theinput to arrive late in the worst case, after which
the signal remains valid. For domino input ports the problem is more complex, because
it could cause an input to rise late or to fall early. A maximum rise delay and aminimum
fall delay are used to specify the domino input arrivals. These input delays must include
the effects of intermodule skew.

Risk evaluation. Faster transistors reduce the possibility of overlap failures with
domino cellssincethe cells switch quicker. Slower clock rates al so reduce the possibility
of failure.

Problem detection. Any domino cell receiving a domino primary input must ensure
that aminimum overlap requirement for itsinput signalsis met. Thereis no independent
mechanism to check for this at the module level. Top-level timing analysis or dynamic
simulations should validate that the specified rise and fall delays for all the input ports
(static and domino) are correct.

Problem solution. The phase-assignment procedure should ensure that al domino
inputs are correctly clocked.
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Clock high width check

Assuming that the data signal is correct, the clock to the domino cells must be wide
enough to enable the data to propagate through the domino cell.

Risk evaluation. If the input digital clock has an acceptable input duty cycle it is
unlikely to be severely distorted in the clock tree. Faster silicon or slower clockstend to
reduce the possihility of pulse width degradation.

Problem detection. The minimum clock pulse high width constraints associated with
each domino cell are used to test for this condition.

Problem correction. No problem correction for this failure mechanism is part of the
standard flow. Thisis because the possibility of thistype of error occurring is negligible.
Depending on the cause of thefailure, the clock tree synthesis can be rerun or adifferent
clock source used. Since the clock source is often provided from an external module to
the domino circuit, top-level analysis should be used to validate the specified clock duty
cycle and transition times.

Precharge failure

The errors we have discussed till now have been evaluate phase errors that can arise
from a straightforward application of the phase-assignment procedure. In addition to
these problems, precharge errors can also be manifest after phase assignment. The most
direct manifestation of aprechargefailureisif the prechargetimefor acell isinsufficient.
This should only happen if the design is run above the maximum operating frequency
or if the intraclock skew isterrible.

Risk evaluation. The precharge time and skew is less with a faster process corner.
Also, with more cycle time the precharge has greater time to complete. Thus, for faster
processes the danger decreases for this failure mechanism.

Since precharge delays are always generally less than the precharge period, this error
isunlikely to occur.

Problem detection. The cells non-sequential setup rising check detailed in Chapter 3
detects this problem.

Problem correction. The clock tree synthesis procedure will produce aclock tree with
an acceptable skew. If the skew is worse than budgeted, the clock tree synthesis will
need to be rerun. A systemic precharge failure may indicate that the domino library is
designed with insufficient precharge delays.

Static output ports

The domino logic precharge data must not be transmitted into the static logic as it can
lead to functional errors.

Risk evaluation. The possibility of a precharge value propagating out of the module
increases with faster transistors. The possibility of this failure occurring is independent
of operating frequency.
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Problem detection. The “static output” ports are specified in the synthesis constraints
file. During signoff timing analysis every static output port should be checked to ensure
that the clock skew (between the output driving cell and the latch) is less than the
minimum precharge path delay (the total precharge delay plus the latch setup). This
should be done at both the fast and the slow corner.

Problem solution. A domino cell on phase clk, ¢1, $2, and ¢3, whose output drives
a static module, must go through a latch which is clocked with the same phase. The
latch must be transparent when the clock phase is in evaluate and opague when it isin
precharge. If the static design is clocked with the same clock as the domino design (clk,
which has the same phase as ¢ 1), then the phase ¢4 does not need alatch placed after it.
In domino synthesis we use separate clk and ¢1 clock since the loading is significantly
higher on the ¢1 clock, leading to greater interclock skew. Since the clk signal is used
for hard edges, atighter transition time and skew tolerance is possible when separated
for the ¢ 1 phase.

Precharge hold failures can be corrected by adding extra static buffers between the
domino cell and its latch (which isthe standard hold time failure fix). Alternately, if the
intraclock skew islarge it may be tightened to correct this problem.

Clock width low check

This problem will lead to a precharge failure. The clock pulse low width check is used
to check thistopic.

Multi cycle paths

Domino logic designs may include multi cycle modules. Common examples of such
modules are multipliers and dividers. The phase and timing rules specified for domino
logic cells continue to apply in multi cycle designs, with only two changes required in
the design flow.

Thefirst change relatesto phaserel ationships across register boundaries. For example,
it may be possible that in a two-cycle module a non-critical path traverses through five
cells clocked on clock phases ¢1, ¢2, $3, and two on ¢h4. Thefirst cell on ¢4 may be
in the first cycle and the second cell in the second cycle. A straightforward adherence to
clock phase relations across the two cycles would require the insertion of clock buffers
on ¢1, $2, and $3 between the two cells on phase ¢p4. This may not, however, be
necessary as the second cell on phase ¢4 may receiveitsinput signal early from thefirst
cell on p4. What must be ensured is that if a non-critical input to a cell skips cycles
(not phases), then this does not lead to a new critical delay in the design. For example,
if adomino design has a4 ns clock cycle, then adding an extra cell in the last phase is
acceptable provided that the total cycle time of the design does not exceed 4ns. This
condition ensures that timing constraints are satisfied in the multi cycle path. Since the
output will arrive early, however, this may require changesto thelogic that interact with
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the multi cycle path output. If thisis to be avoided, extra domino buffers clocked by the
appropriate phases will need to be added.

The second change required for multi cycle paths relates to how they must be speci-
fied. Experiments with atiming analysis tool suggest that the non-sequential setup time
violations are flagged only when multi cycle paths are defined between different clocks.
Thismeansthat adifferent number of multi cycle stages need to be defined between clock
phasesin different stages. For example, amulti cycle path of 2 must be set between cells
on phases &1 and ¢4 when they are both in the first cycle. When acell on phase ¢p1is
in the first cycle, and another cell on phase ¢4 isin the second cycle, then amulti cycle
path of 3 must be set between them. If the phases are not differentiated between consec-
utive pipeline stages, then multi cycle path constraints will have to be defined explicitly
between gates belonging to different stages but sharing the same phase names. This can
lead to a huge number of gate timing exceptions (multi cycle paths) that will have to
be added for the timer to understand correctly the behavior of the pipelined logic. Even
if this process could be automated during the phase-assignment process, the resulting
additional constraints would add timing complexity and slow down the EDA tools dur-
ing the rest of the optimization process. The preferred solution we used was to duplicate
the phase names across pipeline stages. For instance, phases ¢1, $2, $3, and ¢4 of
the second stage of the pipeline can be renamed ¢5, $6, ¢7, and ¢8. The relationship
between the elements of different stagesthen becomes easier to describe. One canin fact
describe the delay between ¢1 and ¢5 as aclock (source) latency, suppressing the need
for any additional timing exceptions, or with the clock waveform definition available in
synthesis tools.

Phase assignment with static and domino cells

Before proceeding let us review the topics discussed till now. We saw that starting from
aninitia phase assignment the only potential changesthat need to be made are for phase
skipping, fan-in phase differences, or static ports. Of these changes, phase skipping and
fan-in phase differences should not impose any direct delay penalty. Thisis because they
represent problems caused by early arriving signal's, which can be delayed with notiming
penalty. Static input ports can impose a more serious penalty, due to the signal having
to wait for a synchronizing clock edge. This overhead can be minimized by adjusting
the synchronizing clock arrival (useful skew) in order to avoid having the data wait for
the capturing edge of the clock. The flow to accomplish thisis, however, complex. It is
easiest to solve the problem by changing the static inputs into domino-compatible ones
(with special flip-flops). These changes will require effort to verify the new RTL code.
We believe that this effort is worthwhile in high-speed design where domino logic will
be applied. Static output ports aso have an overhead due to the extra latch. This can
be minimized by incorporating the latch into the domino cell if it ison atiming-critical
path.

The phase-assignment problem for designs employing only domino cellsisthus well
understood. The process becomes more difficult when static cells are intermingled with



86

4.5

4.5.1

High Performance ASIC Design

domino ones. The advantage of using static cells, however, justifies the greater complex-
ity. These advantagesinclude substantially lower power dissipation and amore routable
design (a major advantage if the routing tool can intelligently reroute wires to reduce
crosstalk). The area of the design is also reduced. The static cells are likely to be intro-
duced into the design through a series of incremental compiles after the design has been
unated or placed. The incremental compile should not increase the delay in the design.
Since the static cells will be used to replace domino cells, only non-inverting static cells
will be provided (while a non-inverting domino cell may be replaced by two inverting
static cells, adding inverting logic may also lead to other, invalid logic transformations).

With the static and domino cells present, theinitial phase assignment isthe same. All
domino cells are assigned an initial phase based on the last arriving input to the cell.
The problems that can occur now are extensions of the problems that we saw when only
domino cells were present. For example, instead of phase skipping occurring when a
domino cell on ¢1 drives adomino cell on ¢3, this could now happen through a static
buffer. Fan-ins of different domino clock phases to a static cell need to be analyzed for
the more stringent minimum pulse width high check. Static input ports may traverse
through several static cells before being latched into adomino cell. When static cellsare
added to domino logic modules, they tend to occur mostly on non-critical paths.

During phase assignment some static cells will need to be converted back to domino
cells to ensure that no evaluate or precharge failures occur. Converting static cells to
domino cells can be done by a direct substitution of the static cells with an equivalent
domino one (in terms of drive strength and input capacitance). This should not alter the
maximum operating speed of the circuit, since static cells are slower than domino ones.
Once a static cell has been converted to adomino cell, care must be taken to ensure that
it is not reverted to a static cell in any subsequent optimization. Setting “don’t_touch”
attributes on the domino cells will ensure this. Having stetic gates between domino
cells does reduce the likelihood of errors due to phase skipping, as phase skipping is
similar to ahold failure, with the extra static gates acting as delay elements. Under such
circumstances, phase skipping may be acceptable in domino cells.

An example domino synthesis flow

We have described the unate and phase-assignment processes needed in domino synthe-
sis. In this section we describe a synthesizable domino logic RTL to GDS flow designed
for a 130nm CMOS process that was subsequently refined for a 90 nm process. The
flow isbased on an existing static flow, with modifications being made, where needed, to
support domino logic synthesis. While this flow description is specific to a set of tools,
depending on the availability of EDA tools the domino synthesis flow can be modified.
Thisisasimilar situation to static logic, where flows are modified as tools and features
improve.

Overview

Figure 4.2 shows the steps in the domino logic flow. The flow starts with a standard
static RTL synthesis. This step uses Synopsys's Design Compiler™. The design is
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subsequently unated by applying bubble pushing. This is also done within Design
Compiler™. Since logic is changed during the unate step, an incremental compile opti-
mization is subsequently performed.

The domino logic block is then placed. This step is done with Synopsys's Physical
Compiler™. Based on the actual arrival times on the input data pins, clock phases are
next assigned to the domino cells. This analysis is done using PrimeTime™, with the
required netlist modifications (cell replacement, buffer insertion) executed by means
of an incremental optimization in Synopsys's Physical Compiler™ . After placement,
the clock tree synthesis and routing is performed. For this too a Synopsys tool is used:
Astro™. Clock tree synthesis is also done with Astro™. The subsequent routing and
optimization is timing-driven and crosstalk-aware.

Theinitial synthesis and bubble pushing is done using the pseudo-static version of the
domino library. From phase assignment and onwards, the flow switches to the complete
domino library which includes the clock pins.

Domino flow-specific variables

Asinmost RTL to GDSflows, the domino synthesis flow requires anumber of variables
to be defined. These variables define the modul es being synthesized, the expected input
and output files produced during the flow, synthesis constraints, and tool settings. In
addition, a number of other variables are used to define domino-specific variables. To
get a better flavor of the flow, we provide a short description of their purpose. Further
elucidation for the purpose of these variablesis provided in the sections that follow. We
start by describing the general or overview variables:

dom _wor st_case/dom_best_case: Definesthe best- and worst-case corner to be used for
synthesis. Since the worst-case crosstalk corner may not be the same as the worst-
case delay corner, this variable may be varied later to check crosstalk susceptibil-
ity of the design. This is similar to a static flow where two or more corners are
defined.

dom _pt_analysis type: Specifieswhether thetiming analysisshould befor asinglecase,
or use worst-case and best-case corners. Again, this is similar to a static synthesis
flow.

There are some template synthesis script variables that are used in domino synthesis.
They include:

dom_input_delay: Default input delay on the data input ports (in nanoseconds). This
delay is specified with respect to a clock.

dom_output_delay: Default output delay on the output ports (in nanoseconds). As in
the input delay, the output delay is with respect to a clock.

dom_output_load: Default load on the output ports (in picofarads).

dom_input_transition: Default input transition on the input ports (in nanoseconds).
Transition timeimpactsthe delay directly through agate, so as good practiceit should
be specified.
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Domino logic uses more clocks than static synthesis. A number of variables are needed
to define the clock variables:

dom_clock _prefix: The prefix used for describing the different clock phase names. The
default name is phi, represented by the Greek symbol ¢. Using this prefix simplifies
searching the database for the clock signals for domino cells.

dom_main_clock: The name of the clock that triggers the domino flip-flops. If there are
no flip-flops in the block this variable should be left empty. The default name used
is clk. Having a separate clock for the flip-flops ensures that they can be assigned a
tighter clock skew than the domino clocks. Thisisuseful since the flip-flops have hard
clock edges, whereas domino cells use softer clock edges. If all clocks are specified
with atight skew bound, the tool would attempt to use very large buffersin the clock
tree. Thisisunnecessary, sincethe domino cellsare skew-tolerant, leading to excessive
power dissipation.

dom_period: This defines the target clock period.

dom_sys_clock: A virtual clock name used as areference for the static input and output
delays.

dom_phase_number: Thedefaultisfour clock phases. More or less clock phases can be
used as desired. How many clock phases will be used depends on what clock sources
are available.

dom_cycle_.number: The number of clock cycles to compute the output result before
it is registered. This variable is used in modules with multi cycle paths. The default
value of thisvariableis 1.

dom_clock_min_transition: Minimum clock transition for the clocks.

dom_clock_max_transition: Maximum clock transition for the clocks.

dom_clock_min_uncertainty: Minimum clock uncertainty for the clocks.

dom_clock_max_uncertainty: Maximum clock uncertainty for the clocks.

dom_clock_min_insertion: The target for minimum clock insertion delay to be used
during clock tree synthesis.

dom_clock_max_insertion: The targeted maximum clock insertion delay. The clock
insertion delay is important when a domino module interacts with logic from other
blocks.

The domino synthesis needs to control the synthesis and placement options used:

dom_incr _compile runs: Thetotal number of incremental compiles after bubble push-
ing. The default value is 2.

dom_incr _add_static: Defines at which incremental compile iteration the static cells
should start being allowed. The default value of O does not allow static cells to be
inserted before placement.

dom_place add_static: A value of 1 allows static cells to be used on non-critical paths
during placement. The default value of O does not allow static cells to be inserted
during placement.

dom_physoptInitialMode: Variable to control Physicall Compiler™ settings. Using
timing-driven congestion, which is the default setting, will balance the quality of
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the placement between timing and congestion metrics. Using only congestion-driven
placement tends to penalize timing. It is suggested to use the additional option of
“-congestion_effort high” if timing-driven congestion is chosen.

dom_physoptIncrementalM ode: Using the default setting of “-congestion” invokes
additional checks during incremental placement to prevent routing congestion.

dom_physoptInitial Effort: The default is medium. Changing it to high may increase
runtimeand disablesthe*” -congestion_effort switch”. Thequality of resultsisgenerally
better with high effort.

dom_physoptl ncremental Effort: This is the effort level provided during Physical
Compiler™ incremental runs.

Asin static synthesis, target libraries need to be specified for domino synthesis:

dom_static_core_libname: List of the static target libraries to be used during synthesis
and optimization.

dom_domino_libname: List of the domino target libraries to be used during synthesis
and optimization.

The unate or bubble-pushing step requires a number of variables to be defined:

dom_static_ports: By default the flow assumes that all the input and output (1/0) ports,
with the exception of the clock ports, are domino signals. This variable is used to
define the 1/0 ports that come from a static gate or that will drive a static output (do
not put the clock pins or the special static portsin thislist).

dom_special _static_ports. List of the ports that drive the scan and reset pins of the
domino registers. The fan-out cone of these ports cannot include any domino cells.

dom_max_fanout: Thisisthe threshold above which an explicit inverter is replaced by
abuffer cell during the unate operation. The default value of the variableis 2.

dom_std_inverter: Specifiesthe inverter to be used when creating the dual version of a
static input port. This variable points to an inverter in the available static library.

dom_std_buffer: Specifies the domino buffer used in replacement of an inverter. This
works in conjunction with dom_max_fanout.

dom_output_latch: Specifiesthe static latch that isto beinserted before astatic primary
output.

dom_output_latch_F: Same as above except when the output signal hasto be inverted.

The next set of variables control cell placement:

dom_HFNFanoutThreshold: Fan-out above which a net is marked as a high fan-out
node (HFN). The default value is 80. HFNs are set ideal during Physical Compiler™
optimization. They are synthesized in Astro™, the final router.

dom _dffs opt: The standard flow uses dual-output flip-flops for synthesized registers.
Enabling this optimization, which is the default case, replaces dual-output D-type
flip-flops (DFF) with single-output DFFs when only one output is used.

dom_output_phase_opt: Enables the output phase inversion optimization technigque to
reduce the area of the unated design. By default it is off, as this optimization is very
time-consuming.
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dom_keep_xor _static: Itispossibletoallow static XOR or XNOR cellsif they arelocated
just beforeregistersor the static primary outputs. Thisavoidsrequiring thefan-in cone
of the XOR to be duplicated. The default value for this variable is false, since this
rarely occurred in the relatively complex designs we worked on. Using a static XOR
cell may also have a speed penalty compared with a domino implementation.

dom_dual _prefix: Prefix used to create the dual version of anet or of an input port. The
default valueis“F_".

The phase-assignment algorithm works on placed designs. A number of variables need
to be specified for phase assignment:

dom _default_corner: The operating corner used during phase assignment. The default
value isworst.

dom_pt_analysis_type: Analysis type during phase assignment. The default value is
worst case and best case.

dom_skip_limit: Limitsby how much agate phase can be shifted to fix aphase skipping.
The default valueis 1, which means no phase skipping can occur.

dom_skip_if_dlack: This variable controls the prevention of phase skipping based on
the dlack available at an endpoint. The purpose of this variable is to ensure that an
extra buffer is not inserted if slack does not exist at the endpoint. The default valueis
—9999, which means that phase skipping is avoided before a flip-flop.

dom_slack _tolerance: Aborts phase assignment if the worst negative slack (WNS) is
less than the specified value. The default value of the variable is negative 0.02ns. As
in static synthesis, the design should be constrained so that the clock period can be
met.

dom_preconnect: During phase-assignment iterations, previously inserted buffers are
automatically connected according to whether their previous phase assignment in this
variable is true. Thisis the default setting. This variable is needed to ensure that the
phase-assignment process uses the results from an earlier iteration.

dom_skew_clocks: Used to delay the clock rather than completely skipping a phase to
handle static to domino interfaces. Default value istrue. For instance, if a static input
feeding a domino gate becomes stable shortly after the rising edge of ¢2, rather than
waiting for therising edge of ¢3, the capturing domino gate will still be clocked by a
delayed version of ¢$2. An additional constraint will be added to the clock connection
toinform the clock tree synthesistool that thisclock signal hasto be delayed (skewed)
with respect to the other clock pins assigned to the same phase.

dom_ignore.inactive pins: The default value of this variable is false. This variable
ensuresthat during phase assignment, if a cell is encountered where sometiming arcs
aredisabled, then the last arriving input timing will not consider the disabled pins. For
example, if pin A of acell implementing the function (A*B + C) is set to zero, then
thetiming arc from B to Z isignored. Oneis unlikely to encounter such asituationin
awell-optimized design.

dom_simplify_latched_outputs: If true, the output latches that are clocked by the last
phase are replaced by abuffer or an inverter. Thisis possible when the static logic will
be registered at the input of the next block. The default value is false.
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dom_skip_if_static_driver: Allows phase skipping if at least one static cell is present
between the two domino cells. The static cell makes the likelihood of a hold failure
less.

dom_use_mixed_reg: If adomino register drivesacone of logic that only has static cells
and a cone of logic that has domino cells, it is possible to support both logic families
with a mixed register that has both domino and static outputs. The default value of
thisvariableistrue.

dom _phase_use sbf: Allows static delay cellsin place of domino buffers to fix phase-
skipping errors. The default valueistrue.

dom _sorted _buf list: List of domino buffersused tofix phase skipping. Thelistissorted
by the capacitance the cell can drive. This easestheinitial cell substitution process.

skw_sorted_buf _list: List of static delay cellsused tofix phase skipping. Skewed buffers
are special static buffers used to correct phase skipping. They havefast risedelaysand
slow fall delaysto ensure that delaying the precharge does not slow down the evaluate
path excessively.

A last set of variables should normally not be modified by the user. They are used when
parsing the netlist for easy identification of cell types:

dom_static_inv_prefix: Prefix used to identify invertersin the netlist. The default value
is“1VvV”,

dom_static_lat_prefix: The prefix used toidentify the static latches. Thisisvery library-
dependent. In our case, the default is“LD”.

dom_prefix: The prefix used for al domino cells. The default valueis“dom_”.

dom_buf_prefix: The prefix used to identify domino buffers. The default value is
“dom_BF".

Design guidelines

Although the domino library comes with high-performance flip-flops, they do not need
to be used. For example, one can advantageously replace amulti cycle pipelined design
having explicit flip-flops, with domino cells and appropriate clocking. For this a multi
cycle constraint needsto be specified. For the domino logic flow one may, however, want
to use flip-flopsif:

e Any existing RTL model isto be used without modification.
e Scan needs to be supported.
e The dataflow has feedback loops.

Itisalways general good practicein RTL descriptionsto systematically latch the inputs
and outputs of logic blocks. If the primary output of a domino block drives only static
gates, then the phase-assignment algorithm will try to reduce area overhead dueto logic
duplication by not providing thesignal and itsdual. If an arbitrary block inthe chip sends
datato adomino block whose inputs are not registered, it is best to use domino flip-flops
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Table 4.1. Constraints used in domino synthesis.

Constraint type Pseudo-static Full domino
Clock definition System and main clocks ~ Domino phases along with the system and
only specified with: main clock. Clock latency also specified:
create_clock -period create_clock -period
set_clock _latency -source
Input/output delays set_input_delay set_input_delay -max -rise
set_output_delay set_input_delay -min -rise
set_input_delay -max -fall -clock _fall
set_input_delay -min -fall -clock _fall
set_output_delay -max
set_output_delay -min
Boundary set_driving_cell set_driving_cell -max/-min
constraints set_load set_load -max/-min

Clock constraints

Timing exceptions

set_max_capacitance
set_clock _transition
set_clock_uncertainty
set_multicycle_path
set_false path

set_max_capacitance

set_clock _transition -max/-min

set_clock _uncertainty -max/-min

Additionnal constraints added by the phase
assignment script

for thisinterface. These flip-flops can produce both the output and its complement as a
domino-compatible signal.

When a domino cell is driven by a static signal, the phase assignment will have to
ensure the clock that drivesthis cell rises at |east a setup time after the worst fall arrival
of the signal. This will lead to a delay penalty. Therefore, critical static delays should
not directly feed a domino combinational block.

Constraint settings

The domino flow requiresaminimum set of constraintsto be defined to operate properly.
These constraints fall into five categories:

Clock definitions.
Input/output delays.
Boundary conditions.
Clock constraints.
Timing exceptions.

Since the flow operates in two different modes (pseudo-static from RTL to placement
and full domino from phase assignment to GDS), there will be two sets of constraints.
The full domino constraints will only be used during place and route, and signoff.
Table 4.1 shows how the different phases should be set for pseudo-static and full domino
modes.
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Initially only the register clock, unless the block is without flip-flops, and the virtua
system clock need to be defined. Examples of this are shown below in the Synopsys
design constraints (SDC) format:

create_clock -period 2.0 -name clk [get_ports clk]
create_clock -period 2.0 -name sysclk

During phase assignment, the domino phases need to be added. This is done automati-
cally. Hereis an example of clock definitions added for the following domino variables:

dom_phase_number = 4
dom_cycle number =1

dom _clock _prefix = phi

dom_period = 2

The corresponding commands are:

create_clock -period 2.0 [get_port phil]
create_clock -period 2.0 [get_port phi2]
create_clock -period 2.0 [get_port phi3]
create_clock -period 2.0 [get_port phi4]
set_clock _latency -source 0.5 phi2
set_clock _latency -source 1.0 phi3
set_clock _latency -source 1.5 phi4

One should note that if domino synthesis uses N clock phases, then clocks from “phil”
to “phiN” will be created. The source latency for phiN will be (N — 1)/N times the clock
period.

When pushing a design for speed, it may help to slightly overconstrain the design.
One must be careful, however, as excessively overconstraining the design will lead to
sub-optimal results and very long runtimes. If synthesis leads to large negative slack
(—20psisthe default threshold set in the flow), one will need to relax the clock period
to bring back the worst negative slack (WNS) above the threshold. Failure to do this
will cause phase assignment to abort. A low WNS also improves the cell area and cell
utilization in the design.

Accurate input and output delays are needed to allow the current block to interface
correctly with the rest of the design. Input delays on static inputs are particularly impor-
tant since they directly influence the phase assignment. The phase that will capture a
static input has to arrive after the input is stable. If an input is critical, it should be a
domino input, i.e., latched with adomino flip-flop. Remember that domino I/O ports can
never be bidirectional. Some guidelines for specifying input and output delays:

e Static input and output delay constraints should be set with respect to the virtual
system clock (dom_sys_clock variable). The full set of port constraints required for
the phase assignment should show four constraints, in order to model separately the
rising and falling transition in the best and worst corner. For example, |et us consider
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that CTRL is a static signal coming into a domino block. The rise and fall delay for
the signal are at 300 ps and 280 psin theworst case, and 150 ps and 140 psin the best
case. The following constraint should be defined for phase assignment:

set_input_delay -max -rise -clock dom_sys_clock 0.300 [get_ports CTRL]
set_input_delay -max -fall -clock dom_sys_clock 0.280 [get_ports CTRL]
set_input_delay -min -rise-clock dom_sys clock 0.150 [get_ports CTRL]
set_input_delay -min -fall -clock dom_sys clock 0.140 [get_ports CTRL]

Since the pseudo-static library cells have equa rising and falling timing arcs, a single
input and output delay isenough prior to phase assignment. When using the psuedo-static
library, one will need to anticipate the time penalty needed to synchronize static inputs
with the domino circuitry. Depending on the synchronization strategy, the input delay
should be increased to account for the timing penalty. For example:

set_input_delay -clock dom_sys_clock 0.580 [get_ports CTRL]

e Domino input and output delay constraints must be set with respect to an actual
domino clock phase. Aswith static inputs, four constraints are required for the phase
assignment to model separately therising and falling transition over the best and worst
corner.

e For domino inputs the rising arrival should be defined with respect to the rising edge
of a clock phase and the falling arrival should be defined with respect to the falling
edge of the same clock phase. For example, let us consider a domino input coming
directly from adomino flip-flop DIN. The rise and fall delay for the signal is 100 ps
and 280 ps under worst conditions, and 50 ps and 140 ps under best conditions. The
following constraint should be defined for the phase assignment:

set_input_delay -max -rise -clock clk_phasel 0.100 [get_ports DIN]
set_input_delay -max -fall -clock _fall -clock clk_phasel 0.280 [get_ports DIN]
set_input_delay -min -rise -clock clk_phasel 0.50 [get_ports DIN]
set_input_delay -min -fall -clock _fall -clock clk_phasel 0.140 [get_ports DIN]

During initial synthesiswith the worst evaluate, timing only needs to be specified. That
can be done as follows:

set_input_delay -clock clk_phasel 0.100 [get_ports DIN]

It is essential to specify accurate boundary constraints for the I/Os. The boundary con-
straints needed in SDC format are given below:

e A driving cell and aload for each input port (including the clock ports)

set_driving_cell -library library_name.db -lib_cell BFSVTX8 \
[get_portsINP]
set_load 0.1 [get_ports INP]

e A maximum capacitance on each input port

set_max_capacitance 0.08 [get_portsINP]
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¢ A load for each output port
set_load -pin_load 0.1 [get_ports OUTP]

The only clocks that have to be constrained up-front by the designer are the main clock
used to trigger the registers and the virtual system clock used as areference for the input
and output delays. The domino phases are created and constrained automatically during
phase assignment. The clock constraints needed are:

e A transition for each clock
set_clock transition 0.15 [get_clocks clk]
e An uncertainty to account for process variations and skew

set_clock _uncertainty 0.05 -setup clk
set_clock _uncertainty 0.1 -hold clk

e Network latencies to model clock insertion delay
set_clock _latency 1.2 sysclks

Any timing exception required in the design will need to be specified with these con-
straints. The reader is reminded that exceptions should be used with extreme care as
they can invalidate timing analysis results and hide critical paths. Examples of timing
exceptions are multi cycle paths and false paths. During phase assignment, additional
exceptions will be added automatically by the script to account for the domino clocking
scheme.

RTL description

For domino synthesisitispossibletoreusetheexact RTL usedfor astaticimplementation.
Be aware, however, that domino registers only have a synchronous reset. Ideally, you
would like to describe your registers synchronously. An example of a synchronously
reset register is given below using the Verilog hardware description language:

reg PM;
/I synopsys sync_set _reset “resetn”
always @(posedge clk)
if (Iresetn)
PM <=0;
else
PM <= data;

If the RTL uses asynchronous flip-flops which cannot easily be changed, synthesis can
still continue by using a set of dummy flip-flops defined in the domino library. These
flip-flops do not have physical views. Their timing is copied from their synchronousflip-
flop equivalents. To ensure that these dummy flip-flops are not inadvertently used, they
have the “don’t_use” attribute assigned to them. During bubble pushing these flip-flops
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will be substituted with actual synchronous flip-flops. If dummy asynchronous flip-flops
are replaced by synchronous flip-flops, formal verification of the final netlist cannot be
compared with the RTL used for synthesis. A comparison must instead be made with
the synthesized netlist. The input RTL has to be compared with the final netlist using
dynamic simulations.

Synthesis options

It is possible to reuse many of the synthesis options devel oped for a static design during
domino synthesis. To reusethe synthesisoptionsthey must comply with the requirements
listed. During bubble pushing the only domino cells that can be used are in the domino
pseudo-static library. After bubble pushing the only cells that are alowed are the true
domino cells (no inverting logic, dummy XOR/XNOR cells, or dummy asynchronously
resettable flip-flops are acceptabl e). Skewed buffers should also not be present at the end
of bubble pushing, as these cells are best introduced during phase assignment.

After bubble pushing the physical implementation process starts with placement.
During this stage we do not wish logic transformations to occur which will add inverters
tothedesign. To ensurethis, the static library inverters are not allowed following bubble
pushing. Since the physical synthesistool may require the presence of an inverter in the
library, a dummy inverter is provided. This inverter has alarge delay and area number,
ensuring that the tool will never use it in an optimization step. In addition, all inverters
aready present in the design should be marked as*“don’t_touch”. It isrecommended that
the scan chains be stitched after placement and the high fan-out asynchronous network
(the set, reset, scan_enable signals) be set toideal. Aslong asoneis compliant with these
requirements, it is possible to use an existing synthesis script. A set of recommended
template scriptsis aso provided.

Bubble pushing

Asdescribed previously, the purpose of the unate or bubbl e-pushing algorithm isto make
theinitial synthesized logic non-inverting. Thisis done by pushing the inverters toward
theinputsusing De M organ’ stheorem. The domino synthesisal gorithm allowsfor certain
optimization steps to be controlled. Setting the variable dom_output_phase opt to true,
allows the bubble-pushing algorithm to try and remove trapped inverters by propagating
theinversion toward the output. Thistechnique cannot, however, fix thelogic duplication
duetothe presence of XOR and XNOR cells. Thevariable dom_output_phase opt should
only be allowed when the duplication due to XOR and XNOR cells is below 60% of
the logic and the number of endpoints for alogic module isless than 100 (an endpoint
is either aregister or a primary output). Having excess duplication makes output phase
optimization unlikely to lead to improvements, while having more than 100 endpoints
can lead to excessively long runtimes. Output phase inversion can only lead to apossible
error if the output phase drives another domino module, without being latched initially
into aregister. In our flow al domino output signals are registered.
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Every port that drives, or is driven by, a static gate should be specified with the
dom_static_ports variable. When an output port is declared as static, alatch is automati-
cally inserted in order to make sure that the output retains its value until the end of the
cycle. This step occurs during bubble pushing, with correct clock phase being assigned
to the clock pin during phase assignment. Until then the clock pin of the latch is set to
one.

If the dual copy of an input signal is needed due to logic duplication, there are two
possible outcomes. If theinput signal is declared as static, then the dual signal is created
from the input by inserting an inverter. If the input signal is declared as dynamic, then
the dual signal hasto be provided externally and therefore anew dynamic port is created
(if it does not aready exist), whose name derives from the original input attached to the
specified dom_dual _prefix variable.

The bubble-pushing a gorithm starts with some sanity checks. These checks ensure
that all outputs and flip-flops have either domino or static endpoint attributes and that all
domino flip-flops have dual outputsavailable. If acell doesnot haveaload, itisremoved
from the netlist. Subsequently, all inverters not flagged with the “don’t_touch” attribute
are removed, with the input net entering the inverter being tagged as “inverted”. If the
inverter being removed has a fan-out greater than dom_max_fanout, a domino buffer
(specified with the variable dom_std_buffer) will drive the node. The input pin of the
buffer will then be marked asinverted. This ensuresthat theinverter isreplaced by acell
of sufficient drive strength. The fan-in cones of all XOR/XNOR cells are then marked
for duplication. Next, starting at al endpoints, the logic is traversed to al the logic
starting points (register outputs and primary inputs) with De Morgan’s law applied to
push all theinvertersback. If dom_output_phase_opt is set to true, the phase optimization
technique is activated. After checking that no inversions are left in the netlist, the final
dataand reportsarewritten. Thedatais stored in the Synopsys.db format and asa Verilog
netlist.

Post-bubble pushing incremental optimization

Dueto logic duplication, bubble pushing may noticeably disturb the design. Thevariable

dom_incr_compile_runs specifies the number of incremental optimization runs that are
used to again achievetiming closure. A slight decreasein area, accompanied by agreater
reduction in power consumption, may be possible by replacing domino cells on non-
critical pathswith regular static gates. Thisisdone by allowing static cellsto beinserted
during the incremental compile iterations. The dom_incr_add_static variable indicates
during which iteration the static cells start to be used in replacement of domino gates.
If this variable is set to O or to a value greater than dom_incr_compile_runs, then no
replacement is performed. That value must bein the range from 1 to the number defined
by dom_incr_compile_runsin order for the static cell insertion procedure to be invoked.
The primary power benefit of static cells is in their lower clock tree loading. If you
choose to insert static gates and wish to keep them in the placement stage, the variable
dom_place_add_static is set to 1.
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The phase-assignment flow supports directly unating a gate-level netlist via the
dom_db_ext command. Thisis useful if an optimized gate-level netlist is already avail-
able. Sometimes implementation groups are only provided with gate-level netlists to
limit the distribution of proprietary RTL knowledge.

Initial placement

Physical Compiler™ is used to perform the detailed placement of the unated domino
block. This operation will start from the latest Synopsys database produced by bubble
pushing. A minimal floorplan can be specified in one of two ways: using a PDEF 3.0
file or using the minimum physical constraints (MPC) format supported in Physical
Compiler™,

If the MPCs are used, the script will automatically generate a floorplan based on the
defined Y/X ratio utilization. Placement blockages can also be placed on either side
of the block. These blockages are strongly recommended, since they reserve space for
antennadiodes. These protection diodesareinserted during routing. Along withthebasic
floorplan settings, M PCscan al so be used to defi ne the minimum spacing between ports. I f
the design has port placement requirements, the set_port_location or set_mpc_port_option
variables are used to define the absol ute or relative port placement or side constraints.

Depending on the accuracy of the wire load models (WLM) used, the timing and area
results after placement may differ slightly from the results after bubble pushing. In some
designs we have seen a speed degradation of up to 15%. It is for this reason that we
follow bubbl e pushing with anincremental optimization step. Thetiming slack available
on aplaced design can be used to replace domino cellswith static cells. Sincethetiming
information is far more accurate after placement, this optimization can lead to different
results from those achieved for the optimization done after the unate operation. Setting
the variable dom_place add_static to 1 (the default is 0) will allow static cellsto be used
during placement.

At the end of the placement the worst negative slack for the design should be above the
threshold defined by dom_slack _tolerance. In order to ensure that the timing will not be
significantly worse after routing, wiring capacitanceisderated by 15% during placement,
with actual power gridspre-placed. Thisallowstheplacer to correctly estimatetherouting
tracks required by the power and ground grids. In order for the placement to be routable,
the final utilization should remain below 80%. One should also check the congestion
report and look at the violations of the congestion thresholds (the number, the average
values, and the deviations therein).

Phase-assignment variable options

Up to this point the domino block has been used with apseudo-static library model. This
model has accurate performance, power, and area data for the domino standard cells
but no clock pin. This approach allows the use of traditional synthesis and placement
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Figure 4.9. Phase assignment with four clock phases.

optimization techniques available in Design Compiler™ and Physical Compiler™ or
other synthesis and physical design tools.

In the phase-assignment algorithm, the pseudo-static cells are mapped to regular
domino cells and the clock of each cell is connected to a particular clock phase. The
current flow is optimized to support four overlapping 50% duty cycle clock phases. The
clock phases are evenly split, i.e., they have a 90 degree phase shift with respect to each
other.

Thefirst domino clock phase, ¢1, and theregister clock signal aretreated asindepen-
dent portsin the module, although they will likely betied to the same source outside the
block. The separation in the blocks allows for atighter clock skew bound to be applied
to the register clock. The bound on interclock skew between the domino clock phasesis
critically important for phase assignment to be valid. The faster the block, the tighter the
clock skew requirements. For 130 nm designs, for example, a 1 GHz clock should have
an interclock skew below 100 ps.

A graphical illustration of the phase-assignment strategy is shown in Figure 4.9. Four
clock phases are used, with each domino gate assigned to a window according to the
latest arrival time on its datainputs. Domino cells on the boundaries of two clock phases
can slow down thedesignif the cell isplaced on the latter phase and this phaseis delayed
due to clock skew. The possibility of thisis minimized by adding a margin, 5, which
is half the expected clock skew, by which time all arrival times are shifted to an earlier
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clock phase. A more detailed description of some of the choices that need to be made
by the phase-assignment procedure is given next.

If the input pin of a domino gate is driven by a static signal, the clock input should
rise after the static data has fallen. This also means that the most critical path through
thisgate will now start from the clock pin. To handle this situation the dom_skew_clocks
variable is considered. If dom_skew _clocksis set to false, the script will gn the gate
to the first phase that can safely capture the data. This can cause up to a quarter of
the clock period to be wasted. If dom_skew _clocksis set to true, the script will calculate
the earliest needed arrival time, T, for the clock. If the clock insertion timeislarge (the
minimum clock insertion timeis set to 100 ps), the next clock phase will be used to clock
the gate, and a phase shift constraint will be set on the clock pin to advance the clock
arrival to time T (negative skewing). If it is not the case, then the gate will be clocked
with the earlier phase and a phase shift constraint will be set on the clock pin to delay
the clock arrival to time T (positive skewing).

When aprimary output has been declared static (meaning that it will drive static gates),
alatchisinserted during bubble pushing. To determinewhat domino phase should trigger
the latch, the script will look for the phase that generates afalling transition (precharge)
on the input of the latch and assign the latch to this same phase. If it cannot find any, the
clock pin of the latch will be tied to Vdd. Setting dom_simplify_latched_outputs to true
removes latches that are clocked by the last phase and replaces them with a buffer or an
inverter.

If adomino gate A on phase N is driven directly or through static gates by a domino
gate B on phase M, and N — M > 1, then phase skipping occurs. The data from gate B
may go to precharge before gate A evaluates and can hence belost. To avoid thissituation
we must ensure that every domino data goesthrough all the phases. In the case described
above, two solutions are available to fix the phase skipping. If gate B has enough slack
on its output it may be assigned to a later phase. Alternately, if there are static gates
on the path between B and A, they may be reverted to domino gates to complete the
phase segquence. If neither of the above fixes the problem, domino buffers will have to
be inserted in order to compl ete the phase sequence.

As a consequence, we also ensure that no gate can receive a precharge (falling tran-
sition) from more than two different phases. If dom_skip_if_static_driver is set to true,
the script will tolerate a single phase skipping (from N to N + 2) if it occurs through
a static gate and if this static gate has only domino signals clocked by the same clock
phase driving it.

If the output of a domino register drives a branch that is purely static, and is meeting
timing requirement, it is usually wise to keep that branch static. In order to do so we
must make the input to this branch static too. Therefore, the domino register is replaced
by an equivalent register with one more output (Q), which is the static version of QT
(i.e., does not fall when the clock goes low). This feature can be turned on/off with the
dom_use_mixed_reg variable. Since converting adomino register to a static register will
perturb the design, mixed registers will only be used when sufficient timing slack is
available. This is specified with the variable dom_interface_delay, which has a default
value of 250 ps.



4.5.11

Domino logic synthesis 101

In addition, anumber of other variables control the phase-assignment process. These
variables and their appropriate usage is described below:

dom_skip_limit: If set to true, no phase skipping will be permitted. A domino buffer
will instead be inserted.

dom_skip_if_slack: Allows phase skipping when connecting to a block endpoint if the
slack islessthan the specified val ue. For example, assumeUlisadomino gateassigned
to ¢3 which drives adomino flip-flop, REG. We have here a phase-skipping situation
which can be fixed either by shifting U1 to phase ¢4 or inserting a domino buffer. If
shifting the phase of U1 causes the slack on REG/D to become negative, and if the
current slack on REG/D is greater than that defined by dom_skip_if_slack, then the
phase skipping will be accepted.

dom_slack _tolerance: Phase assignment will abort if the WNS goes bel ow the specified
value. Note that the WNS may change after the static inputs have been delayed.

dom_preconnect: Reuse previous phase-assignment value for inserted domino buffers.
Assume buf_netA _3 has been created during apreviousiteration. It will automatically
be assigned to ¢3 independently from the arrival time on its input. When the phase
assignment isredone with the new netlist, it islikely that theinitial phase computation
based on the arrival time on the input will assign this buffer to the same phase as its
driver and hence the phase skipping will reoccur, leading to an additional buffer to be
inserted. To prevent this happening, the buffer will beidentified asa” phase-skipping”
element and be assigned to the phase it was intended for.

Phase assignment: detailed description

The phase assignment requires two tools. PrimeTime™ to analyze/phase the design
and Physical Compiler™ to perform the ECOs required by the phase assignment. It is
recommended that both tools start concurrently in two terminals. The starting point for
the phase assignment is the database produced by the placement step. The flow involves
the steps shown in Figure 4.10.

Phase assignment starts by checking that the domino and static input and output
constraints are as expected and that excessive negative slack isnot present on any timing
arc. The domino clocks are then created, and the database loaded into PrimeTime™
along with the user-defined constraints. The input and output delays are then checked
with respect to the port types (static or dynamic), and the worst negative slack is checked
to seeif it is greater than the specified dom_slack_tolerance value. If any of these checks
fail, the script aborts. The next step involves delaying all domino cells driven by static
input ports. The program will abort if this causes the worst negative slack to exceed the
specified slack tolerance.

The detailed phase-assignment script now assigns phases to the domino cells based
on the latest data arrival at the cell inputs. If the phase assignment has been running
incrementally, then the phase assigned in the previous iteration is also kept. Latches
are also phased according to the domino precharge they receive. The phase-assignment
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Figure 4.10. Flow chart showing the steps in the phase-assignment procedure.
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program next checksthefan-out cones of domino registersto seeif somebranches can be
kept static. Those fan-outs are kept static by having the driving domino register replaced
by amixed one. If any replacements need to be performed, an engineering change order
(ECO) file is produced. Physical Compiler™ is invoked in the background to perform
the ECO changes. The script then resumes at the beginning. The phase sequencing will
be checked subsequently. If some static cells need to be reverted to domino cells, or if
some buffers have to be inserted, again an ECO fileis produced.

Once the domino cells are assigned to their final phases, any static outputs assigned
to latches clocked by the last phase may be removed if dom_simplify_latched_outputsis
set to true. Before exiting the phase-assignment program a last set of sanity checksis
run (mostly to verify again the phase sequencing). The database results are then written
through Physical Compiler™. A Verilog netlist file, PDEF floorplanfile, SDC constraints
file, and an Astro™ attx format clock attributes file are generated.

All Physical Compiler™ ECO changes requested by the phase-assignment script
use the “legalize_placement” command. This ensures that no timing optimization is
performed which would impact the timing assumptions used by the phase-assignment
process. Whilethismay makethetiminginthedesign slightly worse, thislossisrecovered
in subsequent physical optimization steps.

Formal verification

The front end part of the flow is now complete and we are ready to proceed to routing
the design. At this point it is recommended to check the phased netlist versus theinitial
static netlist. For the domino logic flow, this is done using Synopsys's Formality™.
STMicroel ectronics has ahandoff script whichisused to ensurethat all the views needed
by the back end tools are properly provided. This handoff script isincorporated into the
domino synthesis flow to check possible problems.

Back end flow execution

The back end flow is based on an existing Astro™ flow called the AvantiKit. Upon
starting back end design, a manual verification that the design only uses synchronous
clear should be done. The front end part of the flow automatically generates a clock
attribute file, so there is no need to run any clock tree edit tools. The clock attributes
file sorts the domino clocks according to their fan-out (with the smallest fan-out first).
The register clock is placed last. The target insertion delay and skew are set to 0. This
setting is usually the one that produces the best results with Astro™ CTS. The specified
maximum transition comes from the dom_clock_max _transition setting. The script does
not add the High Fan-out Net (HFN) in the clock attribute file. The HFN synthesis flow
isup to the user.

The domino cell timing models are supported in some Astro™ versions. Once that
version of Astro™ isinvoked, the place and route flow is similar to astandard Astro™
flow. The first step is to import a gate-level Verilog netlist and timing constraint. The
phase PDEF floorplan file is then read. This file provides the location of the input and



104

4.5.14

4.5.15

High Performance ASIC Design

output ports on the block boundary. The location of the domino clock phase input ports
should be verified. Floorplanning adds power rails and antenna diode blockage locations
around the block boundary.

The clock tree synthesis is run next. Each domino phase is successively synthesized.
After synthesis, oneor two runsof clock tree optimization (CTO) improvestheintraclock
skew. The interclock skew balancing command will then further improve the interclock
skew. Hopefully, the clock tree synthesis will lead to acceptable results, although some
buffers may need to be sized manually for best interclock skew.

Therouting is done with length-based static buffer insertion. This ensuresthat after a
specified length, all wireswill be buffered. Ensuring that long wires are properly driven
reducesthelikelihood of crosstalk failure onthosewires. Asin standard routing flows, the
clocks are routed first for the domino design, followed by the other nets. To maximize
yield, double vias are inserted wherever possible. The router will attempt to analyze
crosstalk violations in the design. Subsequent optimization steps alow the crosstalk
violations to be corrected. The routing will aso fix antenna violations and insert filler
cellsin empty cell locations. Timing optimization occurs during routing, to ensure that
al timing constraints are satisfied.

Minimum pulse width overlap check

As described in Chapter 3, for a domino cell to evaluate properly the input and clock
must overlap sufficiently so that the output pulse will have enough energy to trigger the
next gate. Since this check tendsto fail for some cellsthefirst timeitisrun, it isbest to
be run when the Astro™ session is still active and changes can easily be made. To run it
aVerilog netlist, aconstraints file, and a parasiticsfile are required (DSPF format). The
MPWHO check is performed in PrimeTime™ using a script called dom_check_mpw.
The minimum pulse width overlap check can be run on the different process, voltage,
and temperature corners. This check can be modified with two global variables, a global
scaling factor and areport flagging variable. The global scaling factor has adefault value
of 1. Using values greater than 1.0 ensures that the measurement is more conservative.
Thereport flagging variable allows all the area computationsto be reported, and not only
the failing ones. Thisis useful to understand if there are many points close to failing.

The dom_check_mpw script produces a violation file report and alist of al pins that
should be slowed down to fix violations. Static buffers are inserted in Astro™ on all
nodes that need to be delayed. If routing produces a design with many failing nodes,
especially thosein which no overlap is present between the inputsin some domino cells,
one pass of buffer insertion may not be enough. After each iteration of inserting static
buffers the check needs to be rerun until al nodes pass. To avoid arespin after signoff,
some margin can be obtained by setting the global scaling factor to a value dlightly
greater than 1.

Crosstalk check

Voltage bumps can cause domino cells to discharge, leading to possible functional
errors in the design. To prevent failures, each input pin has a maximum voltage bump
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requirement that must be met. In order to avoid being excessively pessimistic when
the induced voltage bumps are calculated, timing windows-based analysis is needed.
Timing windows consider the specified periods of time in which different aggressors
can act on avictim node. This enables a far more accurate, and generally less severe,
maximum voltage bump to be calculated for each victim node. A PrimeTime™ script,
dom_check xtalk, is used to cal culate the maximum bump heights with timing windows.
The script needs afilelisting the maximum acceptable input voltage bump on all domino
cellsand an Astro™ crosstalk report listing all possible bump height violations.

Two additional variables can be set with this file: dom_req_derate, which alows for
the bump requirement to be derated, and dom_win_stretch, which alows the timing
windows to be stretched to increase the timing overlap between victims and aggressors.
Crosstalk violationscan be correctedin Astro™ through an iterative process by rerouting
failing nets.

Signoff verification

Final signoff for the domino modules performs the standard post layout design checks.
Design rule check (DRC), layout versus schematic (LVS), and antenna violations are
checked with Mentor Graphics Calibre. The parasiticsfor the routed design are extracted
via Synopsys's StarRCXT. Timing and formal analysis are performed to ensure that
the design flow did not ater functionality. It is also highly recommended that back
annotated dynamic simulationsbe performed to further verify functionality. Thedomino-
specific checks: minimum overlap and crosstalk are again run with the signoff netlist
and parasitics.

Block packaging requires that a timing model for the domino module be provided.
Unfortunately, the current version of PrimeTime™ is not able to generate any correct
mode! (.libor ETM) for domino blocks. Another PrimeTime™ script has been devel oped
to create ablack box model for the domino design. Thisscript will produce the minimum
or maximum delay model. Each timing model contains all the timing arcs required for
the moduleto be correctly timed in a pure static environment. It al so specifies acceptable
clock relationships.

Final comments

The primary challenge encountered in the devel opment of the domino synthesisflow has
been to get the tools to understand the timing models needed for domino logic. While
the timing analyzers have generally been able to handle the complexity of the timing
model, it has been more difficult for the implementation tools to support the full timing
model. This has been a problem particularly for the physical design tools, since after
phase assignment the full domino timing model is used. Using the pseudo-static timing
model for the synthesis and initial placement has meant that those tools do not need
to support the full timing model. One way to understand the difference between static
and domino logic isthat static logic is level-based, i.e., inputs can go high or low, with
the final result reaching certain steady-state levels. Domino logic, on the other hand,
is pulse-based, with an evaluate phase rising transition followed by a precharge phase
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falling transition. The current timing analysis tools are designed for static cells, and
hence are not naturally suited to measuring the quality of pulses. For some of the more
complex checks, specifically those that involve the overlap of domino phases, even the
timing analyzers cannot support these features natively. Extensive scripting using the
application processing interface (API) for the timing analyzer hasto be used to support
these features. Despite these challenges, a workable domino logic synthesis flow has
been developed. If ASIC designers start using domino synthesis, the EDA companies
are expected to provide more support for domino-compatible timing models. One other
point to mention is that while the flow described used particular EDA tools, extensive
experiments were conducted using a number of different EDA tools. Many of the steps
described can easily be ported to other EDA tools. Thefinal flow, asdescribed, isderived
from a static ASIC flow, and hence the tool choice is based on tools already selected.

Schematic capture of domino designs

It may seem somewhat odd to describe how to use schematic capture for domino cells
at the end of a chapter discussing how domino logic should be synthesized. We do not,
however, believe it represents a contradiction, and start our defense with ajoke.

The joke involves an engineer, a physicist, and a mathematician who are staying in
a hotel. A small fire breaks out in each room, with the engineer using water to douse
the firein hisroom. The physicist spends much time thinking about an optimal solution
before using thefire extinguisher. The mathematician wakes up and seesthefire. He notes
that the room has a fire extinguisher and goes back to sleep without actually bothering
to extinguish it, reassured “that a solution exists’. This joke is one of a series told by
engineers, portraying mathematicians and physicists (preferably theoretical physicists)
as being irrelevant theoreticians. Of course, as part of their response, physicists and
mathematicians have their own jokes about engineering, most of which focus on what
can best be described as the limited theoretical rigor of engineering compared with their
own fields.

The point of the joke, of course, isthat engineering is apractical field. While domino
synthesis may be useful for very large designs, if asmall module hasto beimplemented
with domino logic, schematic capture may be the best choice, especially if the designers
do not have access to a pre-existing domino synthesis flow. When schematic capture is
to be used for domino designs, the final netlist has the same requirement as a synthesized
dominologic netlist: the design should be unated and the domino cellsmust be clocked to
ensure that evaluate or precharge failures do not occur. These two steps are basically the
unate and phase-assignment process in the domino synthesis script. The optimizations
possible with a schematic captured design depend on the clocking scheme. If asingle
clock source is provided to the module, it isrelatively easy to generate the clock and its
inverse. Depending on clock speed, other phases can be generated with varying degrees
of ease.

For a schematic captured domino design, the designer should keep in mind al the
ways we have listed that domino design can fail, and check to ensure that the design is
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robust under different process and environmental conditions. Several points arise as to
how the design should belaid out and validated. One of the main advantages of custom,
or structured custom, designsis that the wiring can generally be minimized. If thelogic
is implemented as standard cells (custom or from a library), an ASIC place and route
tool can be used to route the wires. For larger designs, that is a major advantage. The
designer is, however, warned to double-check that the wiring path and layers used by
the router are acceptable.

One of the challenges in custom design is validating the functionality and timing
of the logic. For relatively small designs, extensive dynamic simulation is probably
the easiest path to validate both aspects. For larger domino designs, some amount of
dynamic simulation is also useful as it serves as a sanity check for the behavior of the
circuit. Design validation for larger custom blocks is generally much easier with some
models for the standard cells. The requirements of the models depend on the size of
the design and also the complexity of the functionality entailed. For example, adomino
circuit implementing an incrementor or some clock divide logic behaves much more
repetitively in terms of the output logic statesthan say asmall multiplier. Verilog is good
for checking functionality, with timing models (if not complete at least with some key
features) being very useful. A final point to note with any design, whether it is custom
or a pure ASIC one, is to make sure that the design starts correctly at power up, after
reset and after any other interrupt condition. This is particularly important for domino
design, as specific relationships may need to exist between clock phases and data which
have to be carefully checked.

In the next chapter we describe the results obtained by implementing domino logic
with a number of different ASIC-compatible design flows. These include a schematic
capture-based approach, as well as a complete ASIC-type synthesis flow.
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Circuits designed with domino logic
in an ASIC flow

Introduction

Previous chaptersin this book have been devoted to the design of domino logic standard
cells and methods to synthesize logic using them. In this chapter we describe some
example circuits implemented using different automated domino logic design flows.
Since the primary benchmark for synthesizable domino logic is against synthesizable
static logic, comparisons are provided between the two. Silicon-measured data is also
provided wherever it is available.

Domino integer execution unit

A typical application for high-speed logic is in the execution units of microprocessors.
Execution units are the main arithmetic modules in processors, performing integer or
floating point arithmetic. In order to understand the speed advantages possible with
domino logic, we decided to build a ssimple integer execution unit. The block has an
adder, a shifter, amultiplier, and a bit operations unit. Memory modulesinteract closely
with execution units, to provide data and instructions. For this design two 32-entry,
32-bit wide register files are used in each execution unit. One register file supplies the
32-bit wide data operands that are applied to the datapath modules and stores the resullt.
The other register keeps a simple set of instructions. These instructions allow the data
operationsto start and stop. They also determine the operations to be performed and the
data memory locations to be accessed.

A schematic representation of the execution unit data flow is shown in Figure 5.1.
Operation starts via instructions sent from the instruction register file. Each arithmetic
function receives operands from the data register file. The shifter and bit operations unit
also receive control signals from the instruction register file. These controls determineif
aleft or right shift is needed in the shifter, or if abitwise AND, OR, XOR, or inversion
functionisto be performedin thebit operationsmodule. The adder and multiplier operate
on 2s complement signed arithmetic operations. Since the output of the 32-bit adder and
multiplier exceeds 32 bits, the output is truncated to the least significant 32 hits.

One of the main purposes for designing an execution unit test chip was to determine
the speed advantages of domino. To do thisin silicon, a static logic execution unit was
a so placed onthe same die. The design of the execution unit predated the devel opment of
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Figure 5.1. A simple microprocessor execution unit.

the full synthesized domino logic flow. For thisreason the gate-level domino netlist was
produced using schematic capture, with automated A SIC tools used for physical design.
The static logic version of the execution unit was implemented with logic synthesis. The
test chip was built using a 0.18 um CMOS process.

The execution unit was our first domino logic design, so no standard cell library of
domino logic cellswas avail able. Thismeant that aset of specific domino cells had to be
designed and laid out. This approach for using domino logic, where some domino logic
standard cells are used to implement alogic module in alarger ASIC, may be useful for
some designers. Thisis especialy trueif they do not have the resources or time needed
to develop a complete domino synthesis environment.

Dual-output domino logic

Inaddition to the single-output domino cellsdescribed in Chapter 3, thedomino execution
unit used dual-rail domino cells. A dua-rail domino AND cell isshownin Figure5.2. In
dual-output domino cells, both outputs are low when the cell isin the precharge. During
evaluation, one of the outputs must go high (if the logic is working properly), with the
other output remaining low. Generally, both the true and fal se outputs are provided to the
next cell, which again provides dua outputs. This makes the schematic capture process
for tracing wires across logic cells easier when duplication is present. In dual-rail cells,
the pull-down clock transistor (called thefooter) can be shared. For non-critical cells, this
saves transistor area compared with two separate dual domino cells. This advantage is
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Figure 5.2. A dual-output domino AND gate.

diminished if the domino cell needsto be very fast, since the size of the footer transistor
has to grow.

The synthesizable domino logic solution did not use dual-rail domino cellsin the flow,
since it would lead to full duplication of the logic, even when trapped inverters could
be removed by the bubble-pushing process. In addition, the size of the library tends to
increase since optimum cell design requires dual cellsto be available with different sizes
for each output driver. Let me explain this point with a simple example. If a dual-rail
cell has two outputs, one with a number of NMOS transistors in series in its pull-down
path, the inverse path will have pull-down transistors arranged in parallel. The output
driven by parallel NMOS pull-down transistors will be faster than the stack with series
NMOS transistors. In order to balance delays from inputs to outputs in dual domino
cells, it is best to independently size transistors for the two outputs. If a base domino
cell has four drive strengths, then an optimized dual-rail domino cell could require any
of the four drives on either the true or false paths. This means that the dual-rail output
would need 16 drive strengths. While one can say that having four base drive strengths
for the dual-rail cells will ensure that no speed degradation occurs, this will lead to an
over-optimized design, with greater area and power.

Despite this disadvantage, dual-rail domino logic does allow for arelatively straight-
forward unate domino implementation. The penalty for duplication may also not be
severe for datapath implementations, since these circuits generally require full, or close
to full, duplication. Under such circumstances, a dua-rail library can be an effective
solution. This was the case with the execution unit, a relatively small module, which
only needed 13 different domino cells.



5.2.2

Gircuits designed with domino logic in an ASIC flow 111

Schematic capture and library specification

The fast adder design was based on the Kogge-Stone a gorithm. The logic partitioning
was done simultaneously with standard cell schematic development. Expected para-
sitic values were annotated in the schematics to ensure that the difference between the
schematic and thefinal physical layout was minimized. The Kogge-Stone adder wasalso
used to implement the fast adder needed in the carry propagate stage of the multiplier.
The multiplier design was based on using a domino carry save 4-to-2 compressor [1].
No other compressor cell was used. Based on the requirements of the design, a set of
domino logic cellswas developed. All domino cellswere layout-compatible with astatic
logic cell in the same technology. The following list of single-rail and dual-rail domino
cellswas designed for the domino execution unit:

Single-rail domino buffer: Two drive strengths for the single-output domino buffer
were used. A standard domino buffer (equivalent to a4x static library cell in terms
of total transistor width) and a high drive strength buffer (equivalent to a 16x static
logic buffer in the static library). The larger cell was needed for heavily loaded nets,
especialy in the multiplier.

Single-rail two-input domino AND cell: The bit operations unit needed a two-input
standard drive domino AND cell.

Single-rail two-input domino OR cell: This cell was also needed in the bit operations
module.

Single-rail two-input unencoded domino MUX cell: The functionality of the cell is:
Z =350 x DO+ S1 x D1, where DO and D1 are the data inputs to the cell and SO and
S1 are the multiplexer select signals. Although SO and S1 are inverses of each other,
they are provided to the cell to avoid using an explicit inverter. The multiplexer cell
was used in the output selection logic.

Single-rail three-input unencoded domino MUX cell: This cell issimilar to the two-
input multiplexers, but with three data and three select inputs.

Dual-rail two-input AND cell: The presence of non-removable trapped inverters in
some modules meant that a dual-output AND was needed. The evaluate cycle true
and false output valuesare: Z. T = A_T x B_.T,and Z_F = A_F + B_F. Thiscell is
shown in Figure 5.2.

Dual-rail three-input AND cell: A three-input dual output AND cell.

Dual-rail CSA42: Compressor cells used in the design of the carry save portion of the
multiplier. The CSA42 is a carry save cell that actually has five inputs and three
outputs, but that reduces four carry save inputs to two outputs [1].

Dual-rail GENO cell: A number of dual-rail generate cells are used in the Kogge-Stone
carry propagate adder. The outputs of the GENOare: Z. T = A1 T x BLT+AOQ.T x
BOT x (AL T+Bl1T)andZ F=(A1F+B1F) x (AO_F x BO.F+Al1F x B1F).
Thiscell islarge, asit has eight inputs and two outputs.

Dual-rail GEN3 cell: A dual-rail cell that implementsthetrue functionZ = G1 + P1 x
GO. The G and P inputs refer to generate and propagate inputs. In adders, a generate
signal always causesthe carry-out to behigh. A propagateterm createsahigh carry-out
signal only if acarry-in to the cell isalso high.
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Dual-rail GEN3 cell: Another generate cell used in the fast adder. The cell’s true func-
tionality isZ = G2+ P2 x (G1 + GO x Pl).

Dual-rail PROPO cell: An eight-input propagate logic cell. The function of the cell is:
ZT=(A0T+BOT)x (ALT+B1T)andZ F=(AOF x BO_F)+(Al1F x B1F).
The PROPO cell received the primary inputs to the fast adder. The propagate signals
generated were valid for two adjacent pairs of input signal, e.g., inputs 0 and 1, to the
adder.

Dual-rail two-input XOR: Thefinal output of the carry propagate adder is atwo-input
XOR cell. This cell was also used in the bit operations module.

Dual-rail two-input MUX: Thiscell isthe primary cell in the shifter.

While there are 13 different domino cell functions listed, the dual-rail two-input MUX
cell, the two-input XOR, and the PROPO cell have the same transistor structure. These
cells, hence, shared the same layout with only input pin names being changed.

Delay, power, and crosstalk analysis

Detailed transistor sizing for the domino logic cells was done by placing three domino
cellsin series. Thefirst cell providesaredlistic transistor drive to the second cell, whose
delay isbeing measured. Digital logic must always be designed with realistic input drive
strengthsand input transition times. Thisisimportant, as Spice-like simulation toolshave
infinite drive capacity, which masks the extraloading delay caused by using larger input
transistors. Thesecond cell isthedeviceunder test (DUT). Thethird cell providesrealistic
output loads. We assumed afan-out loading of two cells at the output of the device under
test. In addition to the load of the active elements, the load of the wires in the design
needs to be considered. For small process geometries this interconnect load is a major
portion of total output load. The capacitance for every output wire was approximated
by multiplying the average length of output wires times the average capacitance per
unit length. As a conservative estimate we used wire lengths from the multiplier (which
have the longest wire lengths) for our purposes. The average capacitance was found
to be 7.8fF (for the 0.18 um process we used an average capacitance of 0.22fF/m for
each wire). Based on these assumptions, each domino cell was sized. During the design
process it was possible to get an approximate delay for every cell. This could then be
used to estimate module delays. Design changes could then be made as needed.

The design of the domino cells preceded the more sophisticated crosstalk modeling
strategy described in Chapter 3. Still, we needed to make sure that no crosstalk-induced
failuresoccurred inthe design. A conservative guideline for ensuring crosstalk tolerance
was used in order to guarantee functionality. We were also constrained at the time
as the router used was not crosstalk-aware. The primary attribute we focused on for
determining the crosstalk tolerance of the design was the NMOS width of the domino
cell inverter. When arising spike is coupled onto aline driving a cell, the ability of the
victim line to remove the coupled charge depends on the strength of its driving NMOS
transistor. The coupling noise simulations assumed a 500 m wire, 80% of whose total
capacitance is coupled to two aggressors. Furthermore, these aggressors are driven in
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Figure 5.3. Crosstalk noise simulation for domino cells in the designed 0.18 pm execution unit.
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the opposite direction from the signal. This represents a worst-case condition, since the
distant weakly driven segment of the victim line is coupled to the strong aggressor.
Figure 5.3 shows the simulation setup. To mimic the RC effect of wires, the wires were
modeled as a distributed, coupled RC network. The victim has its input tied to GND,
with the aggressor set to Vdd. The receiver cell was the small domino buffer, with
minimum loading at its output (higher capacitance helps filter input voltage spikes).
These conditions ensured severe noise coupling conditions, much worse than anything
likely to beencountered intheactual circuit. It did, however, ensureavery rugged design.
For the domino cell designed for the execution unit, coupling noise-induced failure was
said to occur whenever the output voltage of the receiver cell exceeded 36 mV, or 2% of
the nominal Vdd supply. The problem formulation for these cells was simplified by the
presence of a single domino logic driver size, except for the large buffer driver, which
meant that we did not have to consider many different drive sizes for aggressors and
victim lines.

Transistor sizing guidelines

In Chapter 3 we discussed the design of domino standard cells primarily in terms of the
characterization requirements that a domino logic cell included in a domino synthesis
system must adhere to. For the execution unit, such a detailed characterization flow had
not yet been developed. The primary requirement for the domino cells was to be fast
and stable. We shall next describe how transistor sizing was done for the cells in the
execution unit. Unlike in Chapter 3, this section provides a more detailed description of
the cell design process.

In Figure 5.4 a general domino cell is shown. The transistor sizes in the design,
as shown in Figure 5.4, correspond to five transistor widths: W, Wh, Wi, Wh;, and
Wik that can be specified for each cell. These five transistor sizes correspond to the
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Figure 5.4. Domino logic AND with awesk feedback keeper.

PMOS precharge pull-up transistor (W,), the NMOS evaluate transistor size (W,), the
output inverter PMOS transistor (W), the output inverter NMOS transistor (W), and
the weak feedback transistor (Wy). Starting with some published guidelines [2], we
developed some insight into the ratio of transistor widths that provided a good tradeoff
between performance and stability. Thereader isreminded that theseratiosmay vary with
different CMOS processes and simulation corners. As always, care must be exercised
when applying general guidelines.

The sizing of the dynamic gate of a domino cell (W, to W) strongly determines the
ratio between the evaluate and precharge speed of the domino cell. David Harris has
recommended using an effective W, to W, ratio for the dynamic gate that is less than
the mobility ratio by afactor of two [2]. The tradeoff in thisratio is between preferring
evaluate delays (alower ratio) and favoring precharge delays (using ahigh ratio). For the
dynamic execution unit, the ratio of W, to W, width used was 1.5 to 2. This was based
on using a precharge delay of 250 ps, which in retrospect was too high for the process
used. Thisillustrates how an accurate estimate of precharge delay must be used when a
domino library is designed. Failing to do so will lead the library precharge or evauate
delay to be the critical path. A difficulty we encountered in using specific ratios is that
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depending on the cell topology, thisdid not correspond to the same worst-case precharge
delay. The cells were, hence, optimized to make sure they all had approximately the
same precharge delays.

The next transistor ratio considered was for the output inverter: Wy and W;. In order
to determine the sizes for W; and Wy a number of factors needed to be considered.
The domino cells must be able to drive their expected |oads with reasonable delays and
transition times. Also, the ratio of W; to Wy; determines the noise susceptibility of the
cell. A higher ratioimproved theevaluatedelay of thecell, whileasmaller ratioimproved
the crosstalk tolerance of the cell. For the domino execution unit the ratio chosen was 3.

The sizing constraint for the weak feedback keeper (W) was based on the need for
the keeper to counteract |eakage when the output remainslow during eval uation. Without
the keeper the internal node would be floating during this period, leading to a possible
failure if leakage current caused the node to go low and the output high. Even without
such an extreme situation, the floating internal node leadsto the output NM OS transistor
in the inverter being more weakly driven and |ess capable of fighting crosstalk-induced
voltage bumpsonitsoutput. Thefeedback inverter also helpsthe domino cell mitigatethe
effects of charge sharing. The sizing needsfor this cell were determined by the coupling
noise simulation shown in Figure 5.3. The tradeoff in the weak feedback transistor size
is between the stability of the domino cells (which requires alarger W) versus afaster
evaluate delay (which prefersasmaller Wy ). Harris has suggested akeeper size of 1/4th
to 1/10th of the effective strength of the pull-down stack (W;,). For the CMOS 0.18 um
domino cellsin the execution unit, we used minimum-sized transi stors asthisrepresented
agood tradeoff between performance, stability, and ease of layout.

In addition to the transistor sizes shown in Figure 5.4, the domino cells for the execu-
tion unit had internal precharge transistorsto counteract charge sharing. These transistor
widths were always minimum-sized (larger valuesincreased delays). Internal precharge
pull-up transistors were used whenever four or more NMOS transistors were in series
(including the footed evaluation transistor driven by the clock). For best performance
the precharge transistor was placed in the middle of the stack. Internal precharge tran-
sistors were also used for nodes that were connected to four or more NMOS transistor
drains. The exception to this rule was if the node was connected to the footer device,
since it led to large shortcircuit currents at the beginning of precharge. In subsequent
designs the use of internal precharge nodes was discarded. This was due to the layout
overhead in including them and the fact that data could arrive long after the clock was
enabled, leading to the internal voltage largely being discharged through leakage. L eak-
age in CMOS processes has become considerably worse after the 0.18 um process. The
technique may still be useful when precise cell timing is known, or in older CMOS
processes.

Design of the execution unit

As mentioned, the execution unit was designed using schematic capture for the domino
execution unit and synthesis for the static module. Physical design for both modules
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was done using standard ASIC design tools. At the implementation level there were
only two differences between the static and domino units. Firstly, we wanted to ensure
that unnecessary switching power was not consumed in modules whose operation was
not selected. This required that those modules be shut down. For the domino block it
is possible to stop all switching in a module by shutting down the clock to the mod-
ule. This technique cannot be used in the static unit because the data is provided to
the functional modules directly from the register file. To guarantee no switching inside
the functional modules, their input data were ANDed with an enable signal. The enable
signal used is derived from the instruction being selected for a particular operation. The
second differencewastesting methodol ogy. The block functionality wasdetermined with
functional testing. For failure analysis a scan chain was included in the static execution
unit. The scan chain could not be included in the domino unit because no explicit flip-
flopswere used in the design. The presence of the scan chain in the static implementation
makes the comparison a little unbalanced, favoring the domino modules.

The four clock phases needed in the test chip were generated from the global clock
by using a clock-generation block. The clock generator uses programmable delay ele-
ments and inverting phases to generate four clock phases from a single source. It could
support clock frequencies from 300 MHz to 1.2 GHz. The clock phase had a duty cycle
variation across process, voltage, and temperature from 50% to 65% (at 1 GHz). This
was considered acceptable for the design.

While schematic capture was used to implement the domino modules, the design then
followed closely astandard ASIC flow. The cellswere placed using Synopsys's Physical
Compiler™ . Since Physical Compiler™ isatiming-driven optimization tool, simplified
timing models for the domino cells were developed. Cadence’s Silicon Ensemble was
used to subsequently routethe design. Domino cellsinthesameclock phaseweregrouped
together. Figure 5.5 shows alayout plot of the chip with the two execution units.

Inorder totest thefunctionality of the execution units, the dataand instruction registers
were loaded via a slow external serial interface. The execution unit was then operated
using the high-frequency PLL clock. Finaly, the results were read out serially. This
procedure was adopted as it was not possible to verify high-speed chip functionality
through the 1/0 and the tester.

Silicon results

Silicon tests on the static and domino execution unit showed that both designs were
functional. The maximum operating speed of the domino and static adders at 1.8V
was 1360 MHz and 482 MHz, respectively. This demonstrated a significant speedup
in the domino design. The domino bits operation unit and shifter also operated at the
adder speed, indicating that the maximum operating speed was limited by the register
file read operation (a 32-bit adder incurs at least five gate delays versus a single gate
delay for abit operation). Under worst-case environmental conditions(Vddat 1.65V and
125°C), the domino design was operational at 960 MHz and the static design at 390 MHz.
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Figure 5.5. Layout plot of the execution unit showing the static and domino execution modules.

The pipelined domino multiplier operated at 950 MHz while the static multiplier ran at
425 MHz.

In addition to the speedup achieved with the domino design, we were happy with the
stability of the solution. The domino design was operational at 0.8V and at alow speed
of 500 kHz. One of the experiments run was to test the operating voltage required by the
domino and static addersto operate at 320 MHz. For the static design the supply voltage
needed was 1.36 V while the domino design only needed a 1.02V supply. Figure 5.6
shows aplot of the maximum operating frequency for the 32-bit adder for al the domino
designsacrossan 8-inch wafer. The plot showsthat while only one other die achievesthe
exact same high frequency, almost every other die can operate faster than 1.2 GHz. The
two die with no numbers associated with them were non-functional. The distribution of
frequencies across the wafer mirrored results seen in static implementations. This was
reassuring. Figure 5.7 shows an execution unit die on a tester.

Power measurements on the test chip showed the unbelievable result that the static
core was consuming more power than the domino design (74 mA versus 46 mA). If
something istoo good to be true, in engineering at least, generally thereisaproblem. In
this case the issue was traced to be the use of a grossly exaggerated clock tree network
for the static design. This was due to incorrect operation of the clock tree synthesis
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Figure 5.6. Maximum operating frequency distribution across a silicon die.

Figure 5.7. The execution unit bare die on atester.
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tool, which resulted in an unnecessarily deep and heavily buffered clock tree network.
A careful study of the actual power dissipation indicated that the domino design would
consume twice the power of the static design.

The test chip results showed that a domino design could achieve more than twice
the operating frequency of an equivalent static synthesized design. While the flow had
involved schematic capture, automatic tools were used in the design and verification
flow, including a simple version of the standard cell models described in Chapter 3.
After tape-out we ran experiments to see how the speed of the design would change by
allowing the tool to place the cell instances and using an automatic clock tree synthesis
flow. The results of these studies were encouraging and led us to start exploring the use
of afully automated domino logic flow.

A synthesized domino logic DSP core

Following the design of the domino logic execution unit we started working on the first
version of the synthesizable domino logic flow. An application of the flow was found
in the design of a specialized multimedia digital signal processor (DSP) core. A few
modulesin the core needed to be sped up and synthesi zable domino logic |ooked useful.
The DSP core is used in consumer applications, which are notoriously price-sensitive.
The extra area needed to unate the design for domino logic would appear to make this
unacceptable. This was not, however, the case due to a number of reasons. Firstly, the
total number of modules that needed to be implemented in domino logic was small,
meaning that the total area penalty in using domino logic was also small. Secondly, a
failure to meet performance using static logic could have required a microarchitectural
modification to the design. This would have entailed significant design, verification,
and software modifications, the cost of which would be far higher than the extra area
penalty. It had a so been suggested that afuture domino implementation could satisfy the
computation requirements that currently needed two static cores fulfilled. Thisimplied
apossible reduction in total chip area by using domino logic!

Three modules in the DSP core were implemented using domino logic. The design
was done in a 0.13 um CMOS process. The three modules implemented with domino
logic used 24,000, 9000, and 13,000 standard cells, respectively. For static and domino
synthesis the same RTL and basic constraints were used, with only a few domino-
specific constraints being added. To complete the domino designs required runtimes
that were less than 3 hours longer than for the static designs. This was considered very
acceptable. The area required by the domino design was 2.06 greater than the static
design after placement and 2.3 greater after routing. The domino design was found
to be routable with an area utilization of greater than 80%. This was important, since
domino designshave more wiresthan static designs, which meansthat they arein general
more difficult to route. Using alow area utilization for domino designs would further
increase the area penalty of domino logic. The average speedup achieved using domino
logic was 1.45 faster. Thisis roughly equivalent to the speedup achieved in two process
generations.
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Figure 5.8. A DSP containing modules synthesized with domino logic.

Figure 5.8 shows a plot of the chip with pointers showing the three modules imple-
mented with domino logic. A small areain one of the domino blocksis shown in greater
detail. The routing for the module is seen to be typical of blocks routed with automated
place and routetools. Figure 5.8 also showsthat thetotal areaconsumed by domino logic
isrelatively small. Most of the other blocks in the DSP are memory modules. It must
be remembered that this processor isitself part of alarger SOC, further diminishing the
total area and power overhead in using domino logic.

Whileatest chip with the DSP core has been manufactured, it hasnot been tested. This
is primarily due to it being discovered during the design process that paths through the
memory modules would become critical in the new design, largely negating the utility
of using domino logic in the three logic modules. The designers of the DSP did not have
enough bandwidth at the time to redo the microarchitecture to fix the problem. With this
limitation, only asmall speed improvement was expected (approximately 10%) in using
domino logic.

Despite the limited speedup we had still hoped that testing the module would demon-
strate the functionality of the complicated flow. As mentioned, this did not happen due
to alack of tester time. High-speed tester timeis expensive and scarce. Thetestersthem-
selves cost many millions of dollars, with a full-time engineer required to operate the
machine. While the reader may consider this to be a somewhat interesting side point,
it does have a profound impact on high-speed digital design for ASICs. Most designers
working in industry must design their chips to worst-case process, voltage, and tem-
perature conditions. The actual silicon invariably tends to be faster. For designers and
managers struggling for high speed, this discrepancy often appears solvable by using a
more forgiving process corner. The difficulty with this solution is that it often requires
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Figure 5.9. Dataflow overview in the Viterbi test chip.

far greater high-speed tester time to characterize the maximum operating speed of func-
tional parts. This processis called speed binning, which refers to the different operating
speed “bins’ that the parts can be placed in. The extra testing cost in speed binning is
generally not acceptable, however, for any products other than microprocessors or some
other high end products, sinceit is not possible to charge more for partsthat can operate
faster.

While using synthesizable domino logic in aDSP core unfortunately did not allow us
to validate the results on silicon, it did inform us of two limitations in the domino flow
which required flow modifications. While the speedup was close to our goal of a 1.5
times increase, the area overhead was higher than anticipated. To limit thisin the future
we worked on modifying the flow to include static logic for non-critical paths. This has
been described in Chapter 4. Secondly, the domino logic blocks had static inputs and
outputswhich required to be properly accounted for. In order to do thiswe started to look
at interface issues between static and domino logic. Having explicit flip-flops between
static and domino | ogic reducestheinterface overhead between thetwo, allowing domino
logic to be more effectively used. This strategy was used in our next test chip, addomino
logic Viterbi decoder add—compare-select (ACS) module.

A synthesizable domino logic Viterbi add—compare-select (ACS) test chip

A potentially useful application of domino logic was found in the design of a Viterbi
add—compare-select (ACS) module. This block needed very high speed. It had asingle
cycle feedback loop that could not be further pipelined. In order to compare a static and
domino synthesis, we implemented the Viterbi decoder using both flows on the same
0.13 um CMOS chip. A schematic representation of the different operating modes of the
chip is shown in Figure 5.9. The design has a static and two domino implementations
of thelogic. Thefirst domino implementation used the standard domino flow, while the
second was designed with a more experimental domino approach.

Viterbi decoders are used to reduce bit error rates in noisy channels. Using domino
logic to achieve faster speed directly improved the datarate in the Viterbi decoder. Asin
the execution unit test chip, the high operating speed of the logic required on-chip test
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vector generation and result capture. Theinput datato the Viterbi decoder was generated
by a 10-bit linear feedback shift register (LFSR). The LFSR block generated 1152 input
signals, which were then provided to each Viterbi decoder. An FSM-based controller
captured the Viterbi decoder outputs after 1024 clock cycles. The output data could then
be sent off-chip using aslow seria interface. The test chip contained aPLL to generate
the high-speed on-chip clocks.

The 32-state Viterbi module was specified in Verilog. The Verilog was actual produc-
tion code. No madificationswere madeto it to support the domino logic flow. Thedesign
constraints (input and output delays, driving cell strengths, etc.) for the domino Viterbi
module were based on the chip floorplan. The only domino-specific design constraints
added were to specify whether each input and output was static- or domino-compatible.
Since the LFSR and result capture module achieve their target speed with static logic,
only the Viterbi modules were implemented using domino logic.

The 130nm domino library used in the design was the predecessor of the 90 nm
domino library described in Chapter 3, but based on the same principles. The domino
logic standard cells were layout-compatible with the available static logic standard cells,
i.e., being abuttable with and having the same row height. Since domino logic modules
also contain static cells, the layout compatibility between the libraries ensured that an
existing staticlogic library could be used in the design flow. Thiscompatibility simplified
chip assembly when static and domino logic modules must be placed together. There
were 400 cellsin the 130 nm domino logic library.

Since crosstalk-induced noise can lead to functional failures in domino logic, al of
the cellsin the domino library were characterized for their noise tolerance. In a synthe-
sizable domino logic, flow timing closure becomes unpredictable if major modifications
are needed to correct crosstalk-induced noise. Crosstalk-induced noise bumps can only
be analyzed accurately after the design is routed, which is at the end of the design pro-
cess. If correcting the crosstalk problem requires excessive buffer insertion or placement
modification, the phase-assignment process will need to be repeated, which may sig-
nificantly perturb the design. To reduce post-routing crosstalk noise problems, the cells
were designed to be rugged. Noise characterization for the domino cells was performed
assuming anumber of simultaneous effects, including: multiple independent aggressors,
charge sharing, noise propagation, and victim driver weakening. Crosstalk analysis and
failure correction was done using Synopsys's Astro™ by route modifications. Final
crosstalk noise is independently checked during the signoff process. Since the domino
logic library was part of an ASIC-style flow, all of the views required by ASIC tools
(timing, layout, test, Verilog, VHDL, etc.) were provided.

The design flow for the domino logic Viterbi decoder started with an initial synthesis
using Design Compiler™ from Synopsys. Since domino is a non-inverting logic style,
the design is then unated. This entails ensuring that no inverting cells are present in the
design. The automation of the unate procedure was done with Tcl scripts within Design
Compiler™ . The physical design for the Viterbi test chip utilized Physical Compiler™
for initial placement and Astro™ for clock tree synthesis and routing (both from
Synopsys). The only other domino-specific task that needed to be performed in the
domino synthesis flow was to assign clock phases to the domino cells. This was done
in an automated iterative loop with cell placement. The domino Viterbi decoder used a
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Logic Synthesis Design Compiler (Synopsys)

Physical Design Physical Compiler & Astro (Synopsys)
Timing Analysis PrimeTime (Synopsys)

Physical Verification Calibre (Mentor Graphics)

Formal Verification Formality (Synopsys)

Dynamic Simulation VCS (Synopsys)

Figure 5.10. List of EDA tools used for the domino logic Viterbi decoder.
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Figure 5.11. Chip photo of the Viterbi decoder test chip.

four-phase clocking scheme, although the design flow supports the use of more or less
clock phases. While the actual implementation of the Viterbi test chip used a set of spe-
cific tools, the underlying flow is based on Tcl scriptsthat are largely tool-independent.
This ensures that the synthesizable domino logic flow can quickly leverage advancesin
EDA tools, asiscommonin static ASIC design. Figure 5.10 liststhe different EDA tools
used in the implementation of the test chip.

5.4.1 Silicon results

Figure 5.11 shows a photograph of the chip die. The results capture module is not
shown explicitly in Figure 5.11 asthe hierarchy of the module isflattened to improveits
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performance. The area of the domino Viterbi module is 0.97 mm by 0.97 mm, leading to
atotal area of 0.94mm?. The Viterbi module is composed of 28,500 standard cells, of
which 35% are static. The domino Viterbi module has an areathat is 1.4 times greater
than the static design. Thiswas despite amost a 100% duplication of logic in the domino
module. Our effortsin reducing the area overhead of the domino design had managed to
reduce the overhead of synthesizable domino logic considerably!

Silicon measurements showed that at 1.2 V the static logic Viterbi decoder operated at
950 MHz while the domino design operated at 1200 MHz. Thisis a speedup of slightly
more than 1.25x. At 1.56V, the maximum supply voltage, the static design operated at
1.2 GHz while the domino design operated at 1.55 GHz, giving a speedup of about 1.3x.
Timing comparisonsusing CAD toolshad suggested that the domino designwas 1.5times
faster than the static design. There are a number of explanations for this discrepancy,
the most probable reason being that limited tester availability meant that the maximum
operating frequency for the domino design was finally tested on only three randomly
picked die on the test wafer. The maximum operating frequency for the static module
was found by testing all functional die on the wafer. The integrity of the on-chip power
distribution network may also have impacted the maximum operating frequency of the
chip. Finally, the maximum operating frequency for the four-phase PLL was limited to
about 1.6 GHz. Thismay & so have limited the operating frequency of the domino design
at the higher supply voltage level.

Thepower dissipationinthestatic and domino designswasal so measured. At 800 MHz
the static design dissipated 46.3 mA while the domino design dissipated 75.3mA. The
power dissipation in the domino design is 1.63 times greater at the same frequency. The
power dissipation was reduced by the use of static cells in the domino implementation.

Thefunctionality and speedup of thefully synthesizable domino logicimplementation
indicate that the approach used by us was reasonable. While the performance did not
achieve the full speedup anticipated, there do not appear to be any fundamental road-
blocks to achieving that. The area and power overhead of domino logic was also quite
well contained and close to our goal of a1.5x areaand power penalty.

Intel’s published domino logic synthesis flow

The published literature on domino synthesis is concentrated on CAD issues related to
synthesis of domino circuits, emphasizing primarily the need to construct unate logic
structures. Only one published paper describesafull industrial domino synthesisscheme.
This paper, perhaps not surprisingly by a group of Intel engineers[3], was presented at
the 2002 | EEE International Conference on Computer Design. In this section that paper
is discussed, with the approach used by the authors compared with that described in the
book till now.

The paper, by Chappel et al., begins with a broad overview of their goals. They state
that while domino logic may only be used in a small portion of a chip, it places a high
burden on circuit design resources and overall risk. Thisissimilar to our own motivation
for pursuing domino logic synthesis. For the Intel designers the purpose of domino
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logic synthesisis primarily to produce designsthat have a performance comparable with
custom design. The primary benchmark is thus whether domino synthesis can achieve
results similar to those of an experienced human designer. Our own approach to domino
has been from the perspective of seeing how to use domino in the context of atraditional
static ASIC design methodology. The published approach thus emphasizes a domino
synthesis flow that supports the highest performance custom design needs. Indeed, the
flow was used to design 2 GHz production modulesin a0.18 um CMOS process. Since
the paper discusses a full domino synthesis flow, from an RTL specification to afinal
layout, the authors note that their own experience differs from the published literature
in their need to develop a domino logic standard cell library and also in coping with
the timing complexities of domino logic. These two issues also loomed large for us, as
Chapters 3 and 4 of this book testify.

The described approach to domino synthesis follows a standard ASIC design flow:
logic synthesis, timing optimization, placement, and routing. The flow was, however,
implemented with custom EDA tools and flows. Using custom synthesis tools allowed
the designersto achieve their desired circuit implementation. For example, in theinitial
synthesis alarger set of AND and OR primitives was used than typically found in syn-
thesismodules. Thisensured that very wide OR logic structures, which can be efficiently
implemented with domino logic, would be present in the design. While standard EDA
tools may have been used to implement some tasksin the flow, it is not obvious on read-
ing the paper where this would have been. The unate steps and the timing optimization
are not described in great detail either, although the authors do state that they did unate
the design to avoid the penalty of using dua-rail domino cells. The final placement and
routing appear to be much closer to a structured custom approach than a pure automated
ASIC flow. The paper describes the use of only the bottom three metal levels for all
block-level routing. The physical design process uses standard cellsin which the accept-
ablenoiselevel at each input has been characterized. Thisinformation isused during the
timing optimization step and in physical design. The cells are also characterized with
timing constraints for the precharge and evaluate phases. Since the timing characteri-
zation flow is not described, it is not known. The domino logic standard cell library is
described asa*“large library of high fan-in complex domino gates”.

Theresultsdescribed in the paper areimpressive: 2 GHz modulesin a0.18 um process
and synthesisresultsthat frequently exceeded the results obtained by seasoned designers
[3]. Sincethe comparison point iswith custom domino implementations, itisnot possible
to know how the results compare with static synthesis. The synthesis approach appearsto
betied closely to avery detailed partitioning of the microarchitecture. For example, the
synthesis examples mentioned in the paper use less than 1000 cells. Therelatively small
module sizes, taken together with the need to use only three routing layers, suggests
that domino synthesis was used primarily to construct small blocks which are then
assembled to produce larger blocks. This is possible since presumably the design has
been carefully partitioned in terms of functionality and timing constraints. The authors
do not describe the product in which this domino-synthesized module is used, although
the clock frequency and year of publication of the paper suggest that it was in some
version of a Pentium 4 processor.
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Conclusions

The design examples in this chapter show that domino logic can effectively be incor-
porated in ASIC design flows. The dynamic execution unit showed that it is possible
to achieve an excellent speedup in datapath and arithmetic operators by using hand-
instantiated domino logic cells. Standard ASIC timing analysis and simulation tools can
then be used to verify the design. The silicon results showed that the speedup possible
with domino logic was stable across different die and across variationsin supply voltage
and operating temperature.

The DSP and Viterbi test chips demonstrated that it is possible to use a domino
logic synthesis flow to synthesize relatively complex logic modules. While the speedup
achieved waslower than what we had hoped to achievein the Viterbi module, the results
are till very encouraging. In light of the fact that timing analysis indicated that better
results should have been achieved, it seems reasonable that greater speedup will be
possible with afully synthesizable domino logic flow.

Thelast paper mentioned here givesthe results presented by agroup of designersfrom
Intel. While the flow used may be too onerous for most ASIC projects, the paper does
illustrate the validity of domino synthesis and a so, as with static synthesis, the fact that
domino synthesis can often achieve results comparable with custom domino design at
much lower cost and design time.

The four case studies presented in this chapter are broadly optimistic about the use
of domino logic in an ASIC-style methodology. Still, some questions do remain. Will
domino logic continue to be effective as process geometries scale? Are other dynamic
logic structures suitable for incorporation in ASIC design flows? What other flow opti-
mizations are possible with domino logic? | will attempt to address these questions in
the next and final chapter of this book.
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The state of digital ASIC design methodologies

Digital ASIC design methodologies are now mature technologies. While EDA tools
continue to progress and improve, the basic agorithms on which they are based have
been well optimized. In addition, the high-speed needs in an ASIC often tend to be
focused on small or medium-sized blocks of logic, while the current focusfor EDA tools
is on dealing with the massive complexity of systems on-chip. Static logic libraries, like
EDA tools, have also improved in the last few years, especially with the introduction of
pulse-based flip-flops[1, 2]. Beyond that there does not appear to be very much one can
do to improve performance significantly beyond the incremental work of increasing the
number of cells and type of libraries provided for the synthesis tool. This is common
for many maturing industries, where once the low-hanging fruit has been picked further
improvements require considerable effort, often for limited gain.

Before the reader decidesto accept the limitationsin ASIC design flowswith thecalm
serenity with which it is best to accept the unalterable frailties of the human condition,
and other such phenomena, it is perhaps useful to remember that custom designs still
remain significantly faster than ASIC implementations in the same process generation
[3]. This suggests that there still remains scope for further speed improvementsin ASIC
flows by using custom design techniques. Once the architectural and logic techniques
used in high-speed design are applied, the primary performance limiter in an ASIC flow
isits inability to use advanced circuit families. In this book we have described how it
is possible to use domino logic in an automated design framework. Some readers may
argue that there is no need for a synthesizable domino logic flow, since static logic can
provide sufficient speed in current CMOS processes. While this may very well be true
for some designs, | would argue that it is often difficult to understand how a different
technology would be used if it were available. Let me comment on some applications
for a high-speed synthesizable digital design technology:

e AsVLSI systems increasingly become systems on a chip, many traditional system-
level optimizations are being made on-chip. For example, if using afaster synthesiz-
able domino logic processor core can replace several slower cores with a single one,
then thetechnol ogy becomesappealing. Competitive and pricing pressuresreward dif-
ferentiated, high-value design solutions. The use of domino logic in microprocessors
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and custom circuits is possible due to the relatively long design cycles for micro-
processors, which alow for time-consuming custom design techniques to be used.
If domino logic can be applied using ASIC-style design techniques, it may become
much more attractive to other semiconductor market segments.

¢ |falegacy designor IPneedstobemadetorunfaster, it can bedone by implementing it
with domino logic. Thisavoidsthe costsincurred in redesigning the microarchitecture
and porting the software.

e Much of the current research in analog design focuses on the use of very high-speed
digital logic to complement and control the analog circuitry. This represents a small,
but critically important, part of the total circuitry in the design where domino logic
may be useful.

¢ Asleakage power startsto dominate the total power dissipation in scaled CMOS pro-
cesses, designsincreasingly uselow-leakage processoptions. These optionsinvariably
result in slower transistors. Domino logic could allow designersto regain some of the
performance lost due to using low-leakage transistors. For cost and power budget
purposesit is often very appealing to limit designsto using only a single low-leakage
process option.

e Arguably, the most powerful way to reduce power dissipation in digital applications
is to design the chip to run as fast as possible and then to reduce the supply voltage
to achieve lower power at the required frequency [4]. Thisfollows from the quadratic
relationship between the dynamic power dissipation in the design and its supply
voltage. Thus, reducing the supply voltage by half lowers the power dissipation to
aquarter of its original value. Despite its higher intrinsic power dissipation, domino
logic could allow for critical parts of adesign to operate with alower supply voltage,
and hence power consumption. From asystem cost perspective, itisawayspreferable
touseasingle power supply for achip. Domino logic could help ensurethat all modules
in the chip can use alower supply voltage.

Inthis, thefinal chapter of the book, anumber of issuesrelated to the future applicability
and evolution of asynthesizable domino logic flow are discussed. Since the performance
of circuit logic familiesis strongly coupled to the underlying semiconductor technol ogy,
| start this chapter by trying to see if domino logic will continue to be beneficia as
CMOS scalesfurther into nanometer dimensions. Since domino logic needs anumber of
different clock phases, the chapter also hasashort section describing practical approaches
to generating them. Subsequent sections of the chapter will ook at possible design flow
improvements for synthesizable domino logic. The chapter ends with a summary of the
reasons that | believe a synthesizable domino logic flow has merit.

Process trends and domino logic

One of the questions that arises in the discussion about domino logic isits future scal-
ability. A domino cell turns on once the input voltage rises above an NMOS transis-
tor threshold. A static gate starts switching when the input voltage of the cell reaches
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approximately the Vdd/2 level. As the supply voltage of CMOS processes has scaled
from 5V in 1um CMOS processes to 1V in 65nm devices, the difference between
Vdd/2 and an NMOS transistor threshold voltage has shrunk. This has diminished the
switching speed advantage of domino logic. For 90 nm processes and bel ow, the scaling
of Vdd does, however, slow considerably due to noise margins. Our own experience with
designing domino logic cellsat 180 nm, 130 nm, and 90 nm suggested that greater effort
had to be expended to achieve a 1.5x speedup in designing domino standard cellsasthe
processes shrank.

Despite these challenges the logic effort advantage of domino over static logic, by
which we measure the input capacitance that must be switched for a fixed output drive
strength, remains true [5]. This stems from the fact that domino cell inputs have to
drivethe NMOS transistors only, whereas static cells must drive both NMOS and PMOS
transistors. For afixed input transistor size, adomino cell will have greater drive strength
than an equivalent static cell. Further supporting the continued use of domino logic are
published reports detailing the continued use of domino logic in microprocessor circuits,
indicating that in custom designs there still exists an advantage in using dynamic logic
styles[6].

One of the largest changes noticed while working with a number of different CMOS
processes over the last few years has been the dramatic increase in leakage currents
as processes have scaled. This has been particularly pronounced in high-speed CMOS
processes, which have low threshold voltages and hence high source to drain leakage.
For such processes, especially under a high operating temperature, leakage current can
becomethe primary power dissi pation mechanism. In order to limit theimpact of |eakage
power inscaled CM OS, higher threshol d voltagesand thicker gate oxidesareincreasingly
being offered. These changesare effectivein reducing theleakage through the transistors,
although at the price of reduced current drive, and hence lower operating speed. To
compensatefor thereductionin speed, thenominal supply voltage of low-leakage CMOS
processes is often higher than that of a higher speed process. The increased dynamic
power dissipation in a “low-power” process is evidently acceptable due to its drastic
reduction in leakage current. One of the possible applications of domino logic isto gain
back some speed lost due to the transition to alow-leakage process. This becomes more
interesting if it can be achieved while using alower supply voltage.

Inthelast few years CM OS processes have started using strain engineering to improve
carrier mobilities[7]. Moving ahead, the greatest challenges to CM OS appear to be the
need to deal with leakage currents and the increased variability associated with atomic-
level effects[7]. The problem of curtailing leakage appears to be more tractable, with
the projected use of high-k dielectric and metal gates at the 45nm or 32nm CMOS
node. Process variability seems best resolved with a tighter link between design, espe-
cialy physical design, and manufacturing [7]. Future evol utionary, or indeed revol ution-
ary process changes, may bring into disfavor domino or other clocked logic styles.
This will be particularly true if the relative speed of NMOS to PMOS transistors
changes greatly, since domino logic assumes that NMOS transistors are faster than
PMOS ones. While technology changes can be abrupt, the economics of a business
tend to change more gradually. The sheer investment in CMOS technology up to now
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means that the current manufacturing capacity will continue to play a crucia rolein the
semiconductor industry for many yearsto come. Thus, even if domino logic should lose
favor, the sheer volume and diversity of existing CMOS processes, for digital, analog,
RF, and high power applications, many of which can be produced very cheaply using
fully amortized manufacturing lines, mean that a large number of applications will
continue to exist in which domino and other innovative design solutions can be applied.
This is particularly true since the fixed cost to make reticule masks in a cutting-edge
CMOS process have been increasing very rapidly ($9 million for a 45nm process has
been suggested [8]), making it uneconomic to port applications other than those at the
very highest of volumesto the latest processes.

Clocking methodology for domino circuits

Until now we have assumed the use of skew-tolerant clocking methodology, generally
with four clock phases[1]. This scheme has a number of advantages, including relaxing
the constraints on the clock tree for the design. Thisisimportant sinceit isvery difficult
to design large distributed clock trees with automatic place and route tools without
incurring a delay penalty. The fault is not necessarily in the clock tree synthesis tools
themselves, but as much a consequence of standard design flows. Clock tree synthesis
is generally deferred until the design has already been placed. Under such constraining
circumstances it is unrealistic to assume that one or more clocks can be distributed to
avery large number of endpoints with no skew between the clock arrival times. Even
when very tight clock skews can be met it often requires a large number of big clock
buffers, which consume a great deal of power.

There are anumber of waysinwhich the four required clock phases can be generated.
David Harris has suggested the use of acircuit with aclock sourcedriving threeinverters
and two inverters to generate a 180 degree phase shift (this will generate phase ¢1 and
$3). The other two clock phases can be generated by delaying these two source clocks.
Clock choppers can be used to vary the width of the high clock to achieve greater overlap
and skew tolerance [1]. While phase error for the two delayed phases does change with
process, voltage, and temperature changes, that should be acceptable. What isneeded is
to ensurethat the slow corner timing ismet. Whilethetiming requirementson aparticul ar
clock phase may be impacted by process and environmental conditions, this should be
more than offset by the speed gained due to the improvements in the transistors. Of
course, careful simulations need to be run across different process cornersto ensure that
the solution remains valid.

An alternative approach to generating four clock phases is to do so directly in the
phaselocked loop (PLL). In most digital systemsthe PLL providesasource clock which
isused to clock the digital elements. It is possible to generate four accurate clock phases
by dividing down the output of aPLL by four. If such a high-speed PLL isnot available
or suitable, it may be possible to modify the PLL to help it generate the needed clock
phases. The heart of the PLL is an oscillator that is generally controlled by an input
voltage. The oscillator is consequently called a voltage-controlled oscillator (VCO). In
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CMOS circuits there are two common ways to build VCOs: as back-to-back inverters,
or using an inductor capacitor (L C) tank. Since an odd number of invertersin afeedback
loop will constantly switch phase, this configuration can be used to generateaclock. The
capacitive load on the inverters can be altered via a voltage to ensure that the generated
frequency isconstant acrossprocessand environmental changes. InsuchaV CO structure
it is possible to approximate the four clock phases by pulling four different outputs from
theVCO. Sincethetotal number of invertersisodd, itisnot possibleto generateall clocks
precisely. An approximate copy of the four clock phases can, however, be obtained. The
degree to which these four phases deviate from the ideal depends on the number of
back-to-back invertersin the VCO loop. As the number of invertersincreases, the error
reduces. Unfortunately, when very high speed is needed, the total number of inverters
used in the VCO is reduced. This increases the error. Since the skew-tolerant clocking
algorithm tolerates skew between the clocks, it should accommodate the slight skew
differences between different phases. If the skew between the phasesis deterministically
known before phase assignment, it is possible to modify the phase-assignment algorithm
to support the modified clock phases.

An aternate mechanism to generate a VCO isto use an LC tank. An LC tank forms
anatural oscillator, with inherently better jitter performance than acircuit with back-to-
back inverters. Since these VCOs typically produce differential outputs, it is possible to
divide the output of the PLL by two to generate the four clock phases. Since inductors
tend to be quite large, this form of VCO is usually limited to radio frequency (RF)
applications. If available for driving a digital circuit, it provides an excellent source for
the four clock phases.

When multiple clock phases are used, it is assumed that there are at least afew cells
on each clock phase. Having a clocking system with only asingle cell on each clock is
not very practical. In some designs the maximum operating speed may limit thelogic on
each pipeline stageto four cellsor less. Examples of such blocksinclude clock divider or
data converters. These designs tend to be very fast, perhaps running at a multi gigahertz
range in a current CMOS process. As the speed of digital CMOS circuits increases,
their potential applications expand to include analog functions, which traditionally have
been designed using analog design techniques. The use of digital-centric architectures
is driven not only by the availability of faster digital logic, but also by the difficulty in
using traditional anal og design techniques with thelow supply voltage that must be used
in acurrent CMOS process. Pushing the limits of speed for a particular CMOS process
(this was once described memorably to me asrealizing the “ unnatural speed of silicon”)
requires great effort, often using custom design. If domino logic is to be used for such
circuits, it may be impractical to use multiple clock phases. Using the two phases of a
single clock source may be more practicable. Extensive simulations need to ensure that
the design is stable and without any hold failures. While aformal cell characterization
methodology may not be necessary, the same failure mechanisms remain possible and
need to be avoided.

Oneof thedifficultiesinusing dominologicfor such deeply pipelinedcircuitsisthat the
precharge phase startsto become ascritical asthe evaluate phase. It must be remembered
that domino works best when the logic pipelining is such that precharge should not
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Figure 6.1. A footed and non-footed domino AND gate.

become critical, since the domino logic is most effective when the eval uate phase can be
emphasized at the cost of the precharge timing, with no negative consegquences. Despite
these difficulties, the authors experience with designing extremely high-speed modules
suggests that domino, or some form of dynamic logic, still tends to hold up well against
static logic.

Synthesizing other dynamic logic families

In addition to domino logic there are anumber of other dynamic logic styles availablein
CMOS. As we developed the synthesizable domino logic flow, we investigated the use
of some of them. We will next describe some of these logic families and their suitability
to beincluded in an automated design flow.

Non-footed domino logic

In addition to being an upper-class English abbreviation for the game of soccer, footer is
also used to refer to the lowest NMOS transistor in a domino pull-down stack. Custom-
arily this transistor is connected to the clock. In Figure 6.1 a non-footed domino AND
cell (on theright) is shown along with afooted cell (on the left). It can be seen that the
height of the NMOS stack inthe AND gate is reduced from three transistors to two with
a non-footed design. Since this reduces the number of transistors in series, the delay
through the stack is reduced. Typicaly we have seen delay reductions of at least 10%
for a non-footed domino cell compared with the footed version. Another advantage of
non-footed domino isthat the clock load is reduced, since it does not need to toggle the
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Figure 6.2. |llustrating the condition where afooted domino cell can be substituted for a
non-footed one.

footed transistors. Since the clock is the largest source of power dissipation in domino
designs, this reduction in power dissipation is most welcome.

The primary difficulty in using non-footed domino cellsis that a race exists between
the clock and theinputsin such cells. Specifically, when the clock turnson for precharge,
the NMOS pull-down network must be turned off. If this does not occur, a shortcircuit
current will lead to unnecessary power consumption. Since the power dissipation is
directly between the Vdd and ground rail, it will be large. Furthermore, if the NMOS
pull-down network is not shut off once the cell enters precharge, the time at which the
internal node actually startsto prechargeisdelayed. If thenodeisnot properly precharged
by the time the evaluate cycle starts, a functional failure can happen. Since the inputs
to the NMOS chain usually come from other domino cells, they are delayed by the
precharge delay of the previous cell. This makes the precharge time for a non-footed
domino cell, following a footed one, often critical. Sizing the transistors in the driving
cell toimprove precharge delay can reduce precharge delay, although thisleadsto greater
evaluate delay.

The need to achieve acceptable precharge and evaluate delays makes it difficult to
merge footed and non-footed domino cellsfor very deeply pipelined designs. For designs
with many logic delays between registers, it iseasier to usefooted domino cellssincethe
extra precharge delay is more likely to be acceptable. Whatever the logical structure of
the design, there does, however, exist one case where it is always possible to substitute a
non-footed domino cell for afooted one. If at least one input for each NMOS pull-down
stack in adomino cell comes from adomino cell in an earlier phase, while another input
comes from a cell in the same clock phase, then substituting the cell with a non-footed
equivalent can be done safely. Thisis shown in Figure 6.2, where cell U1 is clocked by
an earlier phase and U2 is clocked by the same phase as the cell under consideration.
The need to have oneinput clocked by the cell in the same phaseisto avoid the condition
where the inputs to the cell are high when the cell precharges.

To cause minimal timing modification to the cell in adesign it is safest to substitute
footed cells with the non-footed equivalents only after the cells have been placed. Such
a post-placement substitution will reduce the power dissipation in the design on top of
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Figure 6.3. A data-driven dynamic logic (D3L) two-input AND cell.

the speed improvement. Unfortunately, it does not reduce the area of the design since
the placement of the other cells is frozen. Our own simulation experiments on a test
circuit unfortunately found only alimited number of cellsin which afooted domino cell
could safely be replaced by a non-footed candidate. The power and delay savings did
not warrant the complexity in devel oping complete non-footed domino libraries.

Data-driven domino

Figure 6.3 shows a data-driven domino logic AND2 input cell [9]. Thislogic family is
in fact an incomplete static logic cell since no clock input is provided to it. Data-driven
domino cells have evaluate delays as fast as a non-footed domino cell, with lower power
dissipation, since thereisno clock transistor. The disadvantage of thislogic family isthe
very long precharge delay. The logic is aso difficult to implement for non-AND-type
cells. Thisis because those cells need series PMOS transistors to control the precharge
path, further slowing down precharge. The extra precharge delay and the limited number
of possible standard cells which can effectively be implemented with this logic style
made us not useit in a synthesized design flow.

Compound domino

Another dynamic logic style that we experimented with during the development of
our domino logic synthesis flow was compound or complex domino [10]. Figure 6.4
shows a compound domino logic cell implementing a four-input AND function. The
output inverter in the cell is replaced by a static NOR cell. This means that five NMOS
transistors do not need to be stacked for the pull-down chain. Instead, two stacks of
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Figure 6.4. A four-input AND function implemented with compound domino logic.

three NMOS transistors in series are connected viaa NOR cell. Compound domino can
be used to implement very complex domino logic cells. Unlike the other logic styles
discussed till now compound domino, when used with NOR-type output drivers, does
not add a significant precharge delay to the cell. If the output driver cell is a NAND
gate then the compound domino cell does lead to longer precharge delays, due to the
output signal needing to traverse through an extra NMOS transistor. Unfortunately, our
synthesis experiments showed some limitations in using compound domino structures.
Firstly, compound domino logic isbest suited for implementing large, relatively complex
standard cell functions. The synthesistoolswere not, however, using these cellsasmuch
as expected. This may have reflected a tool limitation, but it did still negate the extra
effort needed to design them. Secondly, we saw that to ensure afast evaluate delay inthe
design, very large output PMOS transistors were needed in the NOR output driver. This
meant that the compound domino cells ended up becoming much larger than regular
domino cells.

Other dynamic logic styles

There are anumber of other varieties of domino logic that are discussed in the literature.
While we did not try to use these logic styles in the synthesizable domino logic flow, |
will still briefly discuss their suitability towards being used in a synthesizable domino
logic flow.

Zipper CMOS and NORA logic are two related dynamic logic styles in which the
output inverter is removed. On the surface this seems reasonable, since the inversion
consumes delay and energy without performing any other logic. The presence of an
extra inverter does to a degree hamper domino logic. Indeed, one has to be careful
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Figure 6.5. Zipper logic uses alternating groups of pull-up and pull-down transistors.

when comparing static and domino logic designs to ensure that full critical paths are
studied and that one does not merely compare a domino design with an identical static
one. Static logic tends to use inverting logical functions, especially NAND gates, quite
liberally, of which there is no domino equivalent. Synthesis experiments in which we
did not allow the use of inverting logic other than an inverter with a static logic library
showed a penalty of approximately 20%. In defense of standard domino logic, it should
be stated that while extra inverter delays are encountered, al computational functions
involve traversing only through NMOS transistors. For Zipper logic, critical paths will
need to go through PMOS transistors.

In order to ensure that Zipper logic can operate correctly, NM OS pull-down segments
are followed by PMOS pull-up segments. Thisis shown in Figure 6.5. This ensures that
the output of the NMOS logic does not inadvertently discharge the next logic stage. The
removal of theinverter, however, makesthelogic far more susceptible to noise, sincethe
inverter helpsfilter out noise at theinput of the cell. Susceptibility to noise makes Zipper
logic unsuitable for use in an automated design framework, since it will be difficult to
control the noise on individual nets. Zipper logic has not been used widely in industry
[10], which would appear to be to do with its limited noise tolerance.

Self-resetting domino wasthe circuit logic style used to design thefirst microprocessor
test chip that operated at 1 GHz[10]. In order to control clock skew, the clock travel swith
the data. A replica circuit delays the clock at each stage as much as the datais delayed
in the cell. Since clocks tend to be generated locally and not distributed globally, alocal
feedback mechanismisusedtoreset every domino cell after the eval uate phase. Figure 6.6
shows a self-resetting domino cell. Thislogic styleis very elegant dueto its use of some
asynchronous conceptsin aclocked logic style. Locally distributing clocksis equivalent
to having many clock phases. For custom datapath structures built astree-type structures
it seems reasonable to be able to match the delays across different cells. The chalenge
with self-resetting logic occurs when the inputs to a cell have different arrival times,
something that is almost guaranteed to occur with an ASIC implementation. Delay
modules will then need to be set variably for the different inputs to each cell. Such a
solution does not appear tractable at present with an automated design solution.
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Figure 6.6. A two-input self-resetting domino AND cell.

In 2004 agroup of researchersat Intel described anew classof logic called low-voltage
swing domino [11]. The logic uses differential inputs and a pass gate NMOS structure.
Small voltage differences are sensed in a sense amplifier. The advantage of the logic is
that very complex logic structures can be implemented, with very small voltage swings
causing the output of a cell to switch. This reduces the power dissipation in the design.
Whilethisisaninteresting approach, the technique seems unsuited for automation dueto
theuse of very complex cellswhich aredifficult to map to and the need for aninordinately
large standard cell library.

Despite some advantages that other dynamic logic styles enjoy, standard domino
logic continues to be the easiest technology to use in a synthesizable design flow. After
standard footed domino, non-footed domino may be the easiest to use due to the ease
with which a non-footed cell can be replaced by a footed one. If done correctly, each
substitution leads to afaster evaluate delay and less power dissipation, both good things.
Thereader isreminded that the primary concern we had with many of the dynamic design
styles mentioned relates to their suitability to be applied in a synthesizable solution.
If schematic capture is used, more aggressive design styles may be used safely and
advantageously.

Flow improvements for domino synthesis

When comparing a synthesized domino implementation with a stetic one, the extraarea
penalty, with its attendant power dissipation, is often the most unacceptable compromise
required to allow thedomino |l ogic to be synthesized. Consequently, there hasbeen acon-
siderable degree of interest in trying to create domino logic-compatible designsin which
duplication can be avoided. An intern who worked with us one summer became quite
committed to finding a solution to the problem of avoiding the need to duplicate logic



138

6.5.1

High Performance ASIC Design

Figure 6.7. A binate dynamic logic cell.

in domino implementations. Throughout the summer he produced a set of ideas on how
to potentially avoid duplication. Unfortunately, none of the proposed solutions worked.
Indeed, some published papers have proposed similar solutionsto avoid duplication. In
order to provide an example of the kind of structures proposed to alow inverting logic
in domino cells, we refer the reader to Figure 6.7.

Figure 6.7 shows adomino cell with input A driving the pull-down NMOS stack and
input B being connected directly to the output PM OS drive stage. When the clock islow
the output of the cell is 0, ensuring that the cell precharges correctly. Furthermore, if the
inputs A and B are 1 and O, respectively, the output turns high. This suggests that the
cell correctly implementsthe function AB'. Indeed, the cell doesimplement the function
correctly provided that input B is zero or that input A aways changes after B hasrisen.
However, if input B changes after input A, the output of the cell incorrectly settlesto 1.
Sincethisisadynamic logic style the subsegquent risein input B, which should cause the
output to drop to logic 0, cannot reverse the output value, leading to afunctional error.

If input B always arrives before input A, it is possible to use a circuit such as this to
removetheinverter without duplicating thefull cone of logic for input B. Thiscaseonits
own is somewhat trivial since the inverter can easily be removed for this gate by bubble
pushing. However, this gate could be part of alogical structure where atrapped inverter
is present. Under those circumstances the ability to use timing relationships to remove
the need for full duplication startsto become very interesting. A generalized scheme for
doing thisis discussed in a paper described next.

Allowing binate logic in domino designs

At the Design Automation Conference held in 2004, Cao and Koh proposed a solution
for avoiding duplication wherever it is possible to gate a fast-arriving inverting input
by a slow-arriving non-inverting one [12]. In Figure 6.8, input A arrives before input
B in adomino logic AND gate. The inversion here is performed with a static inverter,
athoughitisalso possibleto useacircuit such asthat shownin Figure 6.7 to perform the
inversion. Cao and Koh state that if precise delays are known, the redundant unate logic
for an input can be reduced to the binate form. Stripping the redundant logic reduces
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the power dissipation in the design but does not reduce the area, since it has already
been placed. To reduce area the authors propose a compaction scheme to reduce the
area without significantly altering the timing relationships in the design. The authors
provide encouraging data from their approach. The average reduction in power for their
scheme is 30%. With a compaction scheme the area is reduced by 20%, although the
power increases. While these results are positive, a few words of concern need to be
stated. The authors do not consider a detailed clocking scheme for the design. Our own
experience suggests that in order to have correctly functioning logic, the input arrival
times at domino cells need to be made close to each other (by inserting domino or static
buffersif needs be). This process will greatly limit the number of candidates in which
the maximum arrival time of an input is less than the minimum arrival time of another
input, especialy after clock skew is considered. Furthermore, as the logic depth of a
design increases, there tends to be a spreading of the difference between the minimum
and maximum arrival time of an input signal to agate. Thisfollowsfrom theincreasein
the number of pathsto the gate inputs. For complex designs this means that the proposed
scheme may be most applicable for cells close to the primary inputs, but less so further
downstream. For the design considered by the authors (C432 through C7552 from the
ISCAS benchmarks), the maximum number of cells in the design is 3095. These are
relatively small modules. Finaly, the authors limit themselves to domino AND gates,
OR gates, and buffers. The approach needs to be tested against a much larger library of
domino cells. For small blocks, especially in custom or structured custom environments,
the proposed idea seems useful.
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Clock modification to allow for the use of more non-footed domino

Another possible flow modification that has promise in a domino synthesis flow is to
modify the width of some clock phases in order to ensure greater use of non-footed
domino logic cells. In order to understand the purpose of this scheme, let us revisit the
issue of what the clock phasesfor the inputs of afooted domino cell must be, so that the
cell can safely be substituted for a non-footed one. For our purposes we will consider a
two-input domino AND gate. If the cell is clocked on phase ¢2 and both of the inputs
come from domino cells clocked on phase ¢ 1, then a period of time exists when clock
phase ¢2 is zero and clock phase ¢ 1 is high. During this period the cell isin precharge,
but may not be able to complete precharge if the inputs of the cell turn on the pull-down
NMOS stack. A failure to precharge will mean that the design is functionally incorrect.
Even if this does not happen, the possibility for severe shortcircuit power dissipation
exists. If, alternatively, the two inputs are aso clocked on phase ¢2, then we could
aso face problems since the inputs to the cell only turn low after the driving cell has
discharged. This slows down the time at which precharge starts, again possibly leading
to afunctional error. The possibility of large circuit currents also exists after the phase
clock turns low, since some inputs will remain active for awhile. For this reason non-
footed domino can only safely be applied when one input is clocked by an input on
phase ¢1, which ensures that the cell will start to precharge immediately after phase ¢2
turnslow and another input is clocked by phase ¢2, which ensuresthat the cell does not
precharge when phase ¢ 1 turns high but phase ¢2 does not. The rule can be generalized
as requiring that each input to every pull-down network has at least one serial NMOS
transistor clocked by a cell on the same phase and another transistor that is clocked on
an earlier phase. We found that, for our test cases, very few cells met these stringent
conditions.

Inorder toallow for morenon-footed cellsto bereplaced by footed ones, amodification
in the clock phase widths has been suggested [13]. The ideais as follows: each phase
of the clock is generated with two different high pulse widths, aregular 50% duty cycle
phase, and another phase whose high pulse width is reduced by an amount of time
equal to atypica precharge delay and clock skew. This number depends, of course,
on the process technology and library design. The narrower high pulse phase is then
used to clock the first cells on the clock phase. The advantage of using such a narrower
clock phase is that the output of these cells can then be used to clock other domino
cells on the same clock phase, with it being possible to safely switch the second cell
for a non-footed version. Thisis shown in Figure 6.9, where a cell on phase ¢1 with
a narrower high pulse is used to clock another domino cell on phase ¢1. Since the
narrower pulse high causes the output of the cell to enter precharge earlier, the output
from the cell should be low when a cell it drivesis on the same phase but with a wider
high pulse that turnslow. This ensuresthat the second cell, which only hasinput coming
from cells on the same phase, can still be switched with anon-footed version. Of course,
detailed timing analysisneedsto be performed to ensurethat the substitutionisacceptable
for every particular cell where it is to be applied. The technique can be extended to
consider a number of high pulse widths for clocks. Every time a clock with a narrower
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Figure 6.9. Using narrower clock pulses allows for more non-footed domino cells.

pulse feeds a domino cell with a wider phase clock, it is possible to use a non-footed
domino cell.

The case for domino logic synthesis

The demand for high-speed ASIC design is driven by the needs of ASIC designers
seeking higher performance and custom designers seeking higher productivity [3]. The
increasing costs of designing and manufacturing an ASIC have meant that there has been
adramatic reduction in the number of ASIC design starts over the last few years. From
7700 design starts in 2000, the number is expected to drop to 3200 in 2007 [14]. On top
of the $9 million masks costs for a cutting edge 45 nm design, there are the design costs
of between $20 and $50 million [8]. These massive costs mean that chips must transition
from being point sol utionsto becoming platform-based sol utionsthat can addressbroader
markets [3]. For solutions such as this, there is a great demand for high performance
to justify the costs and time needed to produce new products. A synthesizable domino
logic flow can provide such a differentiating performance advantage.

Once available a synthesizable domino logic technology provides ASIC designers
with access to a cost-effective, if less capable, form of domino logic. This technology
could profoundly broaden the use of domino logic. Clayton Christensen has argued that
disruptive technology involves taking a sophisticated technology and making “things
simple and low-cost so that awhole new population can own things and do things” [15].
It is possible to imagine ascenario where domino synthesis becomes progressively more
sophisticated, finally allowing ASIC designs and system architects easy access to the
benefits of using custom designers for whatever block needs it. It can aso become a
tool to help custom designers be more productive, allowing them to avoid basic domino
design, and focus instead on more novel design solutions and other critical circuitry.

Of course these predictions assume that an industrial-strength domino logic syn-
thesis flow can be constructed. | believe that with current EDA tools it is possible to
deploy areliable domino synthesis automation framework. Such a technology provides
avery promising avenue to improve the performance of digital systems implemented
asASICs.
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