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Preface

Organic (opto)electronic and nonlinear optical (NLO) materials have 
attracted attention due to their low cost, easy fabrication, and tunable 
properties. This has spurred the rapid development of the fi eld of organic 
(opto)electronics and nonlinear optics over the past 15–20 years: a variety 
of novel materials have been synthesized and characterized, novel experi-
mental techniques that enabled better understanding of physics behind 
optoelectronic and NLO properties have been established, and various 
exciting applications have been demonstrated. This book aims to provide 
an overview of recent developments in all three areas (materials develop-
ment, characterization techniques, and applications). Although in the edited 
book it is diffi cult to keep the level of material coverage uniform from 
chapter to chapter, the overall level should be suffi ciently accessible for 
researchers who are entering the fi eld of organic (opto)electronics and 
nonlinear optics (graduate students, postdoctoral researchers, and profes-
sionals switching fi eld). Yet, it should be advanced enough to serve as a 
useful desk reference for both academic and industrial researchers, with a 
background in physics, chemistry, materials science, and engineering, already 
working with organic materials and their applications. To help the reader 
deepen their knowledge of a particular topic, each chapter contains an 
extensive list of references which provide further information on the subject 
matter discussed in the chapter.

The book is organized as follows. Part I overviews novel optoelectronic 
(Ch. 1–3) and NLO (Ch. 4–6) organic materials and examples of structure–
property relationships. New directions highlighted in this part include 
molecular design of high-performance organic semiconductors (Ch. 1), 
organic thin fi lm processing methods (Ch. 2), tuning of conductive and 
luminescent properties of organic semiconductors using doping (Ch. 3), 
molecular assembly design strategies for maximized NLO response (Ch. 4 
and 5), and development of organic NLO materials for terahertz (THz) 
wave generation and detection (Ch. 6).
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Part II of the book starts with a general theoretical description of charge 
generation and transport (Ch. 7), optical and luminescent properties (Ch. 
8), and NLO properties (Ch. 9) of organic materials. This are followed by 
descriptions of experimental methods widely used in the characterization 
of organic materials, which are illustrated by examples of physical studies 
(Ch. 10–16). In particular, ultrafast optical, THz, and microwave spectros-
copy as a means of studying the dynamics of photoexcited neutral and 
charged states are reviewed in Ch. 10 and 11. Additional time-resolved 
techniques for probing exciton and charge carrier dynamics with sub-nano-
second resolution are discussed in Ch. 11 and 12. Measurements of charge 
carrier mobility and other parameters pertaining to charge transport are 
detailed in Ch. 13 and 14. The surface enhanced Raman scattering method, 
applied to studies of metal-organic interactions, which are important for 
understanding contribution of contacts at the metal-organic interfaces to 
(opto)electronic properties, is introduced in Ch. 15. Finally, Ch. 16 reviews 
methods of studying NLO properties of organic materials and highlights 
applications of these methods to various fi elds.

Part III of the book is dedicated to selected applications of organic (opto)
electronic and NLO materials (Ch. 17–25). In order to facilitate a quick 
reference to device performance, many chapters in Part III contain tables 
that summarize device characteristics of the best currently available (as of 
2012) organic devices such as organic solar cells (Ch. 17; also see Tables 1.1 
and 1.2 in Ch. 1), light-emitting diodes (Ch. 18), chemical and biological 
sensors (Ch. 20 and 21), and electronic memory and logic devices (Ch. 22 
and 23). The relatively young fi eld of organic spintronics is reviewed in 
Ch.19. Physics and applications of organic NLO materials are illustrated in 
Ch. 24 (photorefractive materials) and Ch. 25 (electro-optic materials).

As no single book can provide a complete coverage of the fi eld, some 
important topics have had to be omitted. For information on these topics, 
the reader is referred to recent comprehensive review papers. Examples of 
such topics include charge carrier photogeneration in organic materials 
(see, for example, Chemical Reviews 110(11), 6736 (2010), Advanced Materi-
als 22(37), 4097(2010)); charge injection at metal–organic interfaces 
(Advanced Materials 24(11), 1357 (2012)); fabrication, characterization, and 
performance of organic fi eld-effect transistors (Chemical Reviews 112(4), 
2208 (2012), Chemical Reviews 111(8), 4833 (2011), Chemical Reviews 
111(5), 3358 (2011), Chemical Reviews 110(1), 3 (2010)), photoconductors 
(Chemical Reviews 110(1), 479 (2010)), and lasers (Polymer International 
61(3), 390 (2012)); and many others.

I would like to express my gratitude to all contributing authors for invest-
ing their time and effort in writing as accurate, complete, and up-to-date 
chapters as possible and for keeping on schedule as much as possible. It has 
also been a great pleasure to work with Adam Davies and Laura Pugh at 
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Woodhead Publishing – many thanks to them and to the Woodhead Pub-
lishing production team for excellent professionalism in managing the 
project, ensuring timely communication with authors, and getting things 
done promptly and with high quality. This book could not have happened 
without a dedicated effort of all the authors, the editor, and the publisher 
working as a team.

 Oksana Ostroverkhova
 Corvallis, Oregon, USA
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Small molecular weight materials for 

(opto)electronic applications: overview
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Abstract: This chapter gives an overview of organic materials, focusing 
on molecular materials for use in optoelectronic devices such as organic 
photoreceptors, organic photovoltaic devices (OPVs), and organic 
light-emitting diodes (OLEDs). A description of the historical 
development of organic optoelectronics is provided. This is followed by a 
review of the principles and operation processes involved in such 
optoelectronic devices and the molecular materials for use in such 
devices. Finally, device structures and performance are discussed.

Key words: organic optoelectronics, organic light-emitting diode 
(OLED), organic photovoltaic device (OPV), organic semiconductor, 
molecular material.

1.1 Introduction

Electronic, optoelectronic, and photonic devices using inorganic semicon-
ductors, e.g., silicon transistor-based computers, light-emitting diodes 
(LEDs), devices based on semiconductor lasers, and optical communication 
devices such as waveguides, have greatly contributed to the arrival of the 
present information-oriented society. In recent years, new fi elds of organic 
electronics, organic optoelectronics, and organic photonics using organic 
materials have opened up. These newly emerging fi elds of science and tech-
nology are mainly concerned with novel thin-fi lm, fl exible devices using 
organic materials. Devices using organic materials have the following 
advantages over inorganic semiconductor-based devices; lightweight, fl exi-
bility, and potentially low cost. Organic photovoltaic devices (OPVs), 
organic light-emitting diodes (OLEDs), and organic fi eld-effect transistors 
(OFETs) have been the central subjects of current research and develop-
ment in the fi elds of organic electronics and optoelectronics.

Electrophotography has long been applied to practical copying machines 
and printers, making signifi cant contributions to the development of infor-
mation-oriented society. OPVs have been receiving a great deal of attention 
as promising candidates for next-generation solar cells that contribute to 
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solving the present global issues of the environment and energy. OLEDs 
have already found successful practical application as portable, fl at-panel 
displays for various purposes and have been expected to be a candidate for 
next-generation solid-state lighting. OFETs are expected to be key devices 
for driving various devices in the printed electronics, which aim to fabricate 
the whole part of thin-fi lm, fl exible organic devices by use of printing 
techniques.

Organic electronics, optoelectronics, and photonics constitute interdisci-
plinary fi elds that cover physics, chemistry, biology, and materials science. 
That is, the science and technology of these fi elds, which can be termed 
organic functional materials science or organic device science, include wide 
areas from the molecular design and synthesis of photo and electroactive 
organic materials to the elucidation of their physical and chemical proper-
ties as well as their structures, fabrication of devices using synthesized 
organic materials, evaluation of their performance, and creation of new 
knowledge underlying the operation of organic devices. As photo and elec-
troactive organic materials, including both small molecules and polymers, 
are expected to be key materials for organic electronics, optoelectronics, 
and photonics, and for 21st-century industries related to information and 
energy, the creation of new photo and electroactive organic materials is a 
challenging subject.

This chapter deals with an overview of organic materials, focusing on 
molecular materials for use in optoelectronic devices such as organic pho-
toreceptors in electrophotography, OPVs, and OLEDs. Following the his-
torical development in organic optoelectronics, principles of and operation 
processes involved in optoelectronic devices, molecular materials for use in 
such devices, and device structures and performance are discussed. Book 
and review articles on optoelectronic devices such as electrophotography, 
OPVs, and OLEDs are available (Mort and Pai, 1976; Borsenberger and 
Weiss, 1993; Miyata and Nalwa, 1997; Thelakkat, 2002; Forrest, 2004; Sun 
and Sariciftci, 2005; Kafafi , 2005; Müllen and Scherf, 2006; Shirota and 
Kageyama, 2007; Roncali et al., 2007; Mishra et al., 2009).

1.2 Historical development in organic 

(opto)electronics: devices and materials

It was in the 1960s that electrophotographic copying machines using amor-
phous selenium as a photoreceptor material were put into practical use. In 
the early 1970s, an organic photoreceptor using a single layer of a poly(N-
vinylcarbazole) (PVCz) / 2,4,7-trinitrofl uorenone (TNF) charge-transfer 
complex was developed (Schaffert, 1971) and used. This can be regarded as 
the beginning of organic optoelectronics. Photoreceptors with two-layer 
structures consisting of a charge-carrier generation layer (CGL) and a 
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charge-carrier transport layer (CTL) have soon become the main focus in 
the development of photoreceptors (Regensburger, 1968; Mort, 1972; Mort 
and Nielsen, 1972; Melz et al., 1977). The electrophotographic process has 
later expanded its application to printers for a computer terminal. A number 
of organic materials have been developed for use in the CGL and CTL in 
photoreceptors.

Related to applications of organic photoconductors for use in photore-
ceptors in electrophotography, photoconductivity of organic materials has 
been extensively studied (Mort and Pai, 1976; Borsenberger and Weiss, 
1993). The electric-fi eld dependence of the photogeneration of charge car-
riers has been analyzed in terms of the Onsager theory (Onsager, 1938) for 
anthracene single crystals (Batt et al., 1968; Chance and Braun, 1976; Lyons 
and Milne, 1976), PVCz (Hughes, 1971; Pfi ster and Williams, 1974), PVCz/
TNF system (Melz, 1972), phthalocyanines (Popovic and Menzel, 1979; 
Popovic, 1982; Popovic, 1984), and molecularly doped polymer systems 
(Borsenberger and Hoesterey, 1980; Borsenberger et al., 1978).

Signifi cant progress has also been made toward understanding charge 
transport. The Scher–Montroll theory (Scher and Montroll, 1975) enabled 
the analysis of dispersive transient photocurrent curves usually observed 
for disordered systems such as PVCz (Pfi ster and Griffi ths, 1978) and molec-
ularly doped polymer systems (Pfi ster, 1977), allowing the determination of 
the transit time and, hence, charge-carrier mobilities. The empirical equa-
tion (Gill, 1972) based on the Poole–Frenkel model and the disorder for-
malism (Bässler, 1981, 1984, 1993) were presented to explain the temperature 
and electric-fi eld dependencies of charge-carrier drift mobilities. The disor-
der formalism assumes that charge transport in disordered systems, e.g., 
polymers and molecularly doped polymer systems, takes place by hopping 
through a manifold of localized states subject to the fl uctuations of both 
the hopping site energy and the intermolecular π-electron overlap. A large 
amount of experimental data has been analyzed in terms of these two 
models. The small-polaron theory was also presented, which assumes that 
charge transport takes place via the hopping of charge carriers accompa-
nied by the lattice deformation, i.e., small polarons, and that the hopping of 
charge carriers is assisted by phonons (Schein and Mack, 1988). The hop-
ping-site distance dependence of the activation energy for charge transport 
in molecularly doped polymer systems has been explained in terms of the 
small-polaron model (Mack et al., 1989; Schein et al., 1990; Nomura and 
Shirota, 1997).

Research into the utilization of solar energy, which began in the 1970s, 
included conversion of solar energy into chemical and electrical energies. 
With regard to the conversion of solar energy into electrical energy, studies 
were made of wet photocells using inorganic semiconductor electrodes 
and redox reactants such as polysulfi de (Ellis et al., 1976a,b) and I3

−/I− 
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(Tsubomura et al., 1976) in solution. Recently developed dye-sensitized 
solar cells (DSCs) using a nanocrystalline TiO2 electrode, on which organic 
dye molecules are coated, and I3

−/I− redox species in solution have received 
a great deal of attention because of their high power conversion effi cien-
cies (PCEs) of 7.9–10% for the simulated solar light (O’Regan and Grätzel, 
1991; Nazeeruddin et al., 1993). Studies on organic thin-fi lm OPVs also 
began in the middle of the 1970s in view of their application to organic 
solar cells. Schottky-type devices using chlorophyll (Tang and Albrecht, 
1975a,b) and PVCz/TNF (Reucroft et al., 1974, 1975) fabricated in the 
early days gave very low PCEs of ca. 10−3 to 10−2%. A much higher conver-
sion effi ciency of ca. 1.0% was then reported for OPVs using merocyanine 
dyes (Morel, 1979). Polyacetylene and doped polyacetylene were also used 
as photoactive materials (Ozaki et al., 1979, 1980; Weinberger et al., 1981; 
Tsukamoto and Ohigashi, 1982). From the standpoint of reducing the elec-
trical resistivity of organic materials, electrochemically doped pendant 
polymers such as PVCz (Shirota et al., 1985), a polymer containing a 
pendant triphenylamine moiety (Shirota et al., 1987), and poly(3-methyl-
thiophene) (Glenis et al., 1986) were used as p-type organic semiconduc-
tors in Schottky-type OPVs. It was reported in 1986 that a two-layer 
pn-heterojunction OPV using vacuum-deposited thin fi lms of crystalline 
copper phthalocyanine as a p-type organic semiconductor (electron 
donor) and a perylene dye as an n-type organic semiconductor (electron 
acceptor) exhibited a PCE of ∼1% under simulated AM2 illumination 
(Tang, 1986). This report has driven extensive studies on pn-heterojunction 
OPVs (Wöhrle and Meissner, 1991), leading to remarkable improvement 
in the PCE. At present, PCEs up to 6–10% under simulated sunlight illu-
mination have been attained for OPVs (J. Y. Kim et al., 2007; K. Kim 
et al., 2007; Chen et al., 2009; Liang et al., 2010; He et al., 2011; Green 
et al., 2012). The remarkable improvement in the PCE is due to the devel-
opment of new materials, e.g., poly(3-hexylthiophene) as a p-type polymer 
semiconductor, fullerenes as n-type organic semiconductors, the imple-
mentation of new device structures e.g., planar pn-heterojunction struc-
tures with the insertion of an exciton-blocking layer (Peumans et al., 2000; 
Peumans and Forrest, 2001) or optical spacers (Hayakawa et al., 2007; Park 
et al., 2009), tandem structures (Hiramoto et al., 1990; Yakimov and Forrest, 
2002), p-i-n (Hiramoto et al., 1991; Hiramoto et al., 1992; Xue et al., 2005) 
and bulk-heterojunction structures (Sariciftci et al., 1992; Yu et al., 1995; 
Halls et al., 1995), and a deeper understanding of device physics (Brédas 
et al., 2009).

Organic electroluminescence (EL) had been studied in the early 
1960s using single crystals of anthracene with a thickness of ca. 10–20 μm. 
However, it was necessary to apply a high voltage of ca. 400 V between 
the anode and the cathode, resulting in low brightness (Pope et al., 1963; 
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Helfrich and Schneider, 1965). Studies of electro-chemiluminescence result-
ing from the recombination of cation and anion radicals of molecules pro-
duced by the electrolysis of organic molecules, e.g., anthracene and its 
derivatives, in solution has also been studied since the 1960s (Visco and 
Chandross, 1964).

An epoch-making report appeared in 1987 that a two-layer device con-
sisting of a vacuum-deposited hole-transport layer of an aromatic diamine 
and an emissive layer of tris(8-quinolinolato)aluminum (Alq3) with elec-
tron-transporting properties, sandwiched between the ITO anode and the 
Mg/Ag cathode, emitted green EL resulting from the fl uorescence of Alq3 
with a brightness of ca. 1000 cd m−2 by the application of ca. 10 V (Tang and 
VanSlyke, 1987). A yellow-emitting polymer light-emitting diode using 
poly(p-phenylenevinylene) (PPV) was then reported (Burroughes et al., 
1990). Various π-conjugated polymers have been applied as materials for 
polymer LEDs (Braun and Heeger, 1991; Ohmori et al., 1991; Braun et al., 
1992; Grem et al., 1992).

In order to achieve high luminous and quantum effi ciencies for OLEDs, 
multi-layer device structures consisting of hole-injection, hole-transport, 
hole blocking, and electron-transport layers as well as the emitting layer 
have been employed. Accordingly, materials functioning in each layer have 
been required. Independently ongoing research into the creation of photo 
and electroactive small organic molecules that readily form stable amor-
phous glasses (Shirota et al., 1989; Shirota, 2000), which are referred to as 
amorphous molecular materials, merged with the research and develop-
ment of OLEDs, and a number of high-performance amorphous molecular 
materials suitable for each layer in OLEDs have been developed. As a 
result, EL external quantum effi ciencies (EQEs) close to or over 5%, which 
is assumed to be a theoretical limit when the light outcoupling effi ciency is 
assumed to be ca. 20%, have been achieved for the fl uorescence-emitting 
OLEDs (Murata et al., 2002; Wu et al., 2004).

In addition to the EL resulting from the fl uorescence of emitting materi-
als, the utilization of phosphorescence emission for EL by use of room-
temperature phosphorescent materials has revolutionized the improvement 
in luminous and quantum effi ciencies of OLEDs. Metal complexes, e.g., 
osmium complexes (Ma et al., 1998), platinum complexes (Baldo et al., 
1998), and iridium complexes (Baldo et al., 1999), were reported as phos-
phorescent emissive dopants for OLEDs. The EQEs of 19% together with 
an internal quantum effi ciency of 100% were reported for green-emitting 
phosphorescent OLEDs (Adachi et al., 2001c; Ikai et al., 2001).

Both fl uorescent and phosphorescent OLEDs have been commercial-
ized. Research and development toward putting OLEDs to practical use as 
solid-state lighting have also been moving ahead. A white-light emitting 
OLED with a luminous effi ciency (power effi ciency) of ca. 90 lm W−1 at 
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1000 cd m−2, which exceeds that of the conventional fl uorescent lamp, has 
been reported (Reineke et al., 2009).

1.3 Photo and electroactive organic materials: 

organic π-electron systems

1.3.1 Organic π-electron systems: organic semiconductors

Organic materials for use in optoelectronic devices are often referred to as 
photo and electroactive organic materials as they exhibit such phenomena 
as light absorption and emission, photogeneration and transport of charge 
carriers, injection of charge carriers from the electrode, when they are used 
in devices. Generally, organic π-electron systems are characterized by the 
capability of absorbing and emitting light in the wavelength region from 
ultraviolet to near infrared, and generating and transporting charge carriers, 
and by excellent nonlinear optical properties. Photo and electroactive 
organic materials for use in electronic and optoelectronic devices such as 
OFETs, OPVs and OLEDs are often termed organic semiconductors. Photo 
and electroactive organic materials based on π-electron systems include 
small molecules, oligomers with well-defi ned structures, and polymers.

Small organic molecules are crystalline in nature. The representative 
classes of molecular materials are metal and metal-free phthalocyanines 
(Leznoff and Lever, 1992; Hanack et al., 2002; Claessens et al., 2008), 
porphyrines, perylenebisdiimides, e.g., anthra[2″,1″,9″:4,5,6:6″5″10″:4′,5′,6′]
diisoquino[2,1-a:2′,1′-a′]dibenzimidazole-10,21-dione (PTCBI), poly-
condensed aromatic hydrocarbons, e.g., anthracene, pentacene, and fuller-
enes (Fig. 1.1). Basic studies on electrical, optical, and magnetic properties 
of molecular crystals have been made extensively (Wright, 1995). The phe-
nomenon of electrical conduction in organic materials was discovered for 
phthalocyanine (Eley, 1948), violanthrene (Akamatu and Inokuchi, 1950), 
and a perylene/bromine charge-transfer complex (Akamatu et al., 1954). In 
addition to crystalline molecular materials, various amorphous molecular 
materials based on π-electron systems have been created (Shirota et al., 
1989; Shirota, 2000, 2005), as described in Section 1.3.4.

1.1 Examples of representative crystalline molecular materials.
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π-Conjugated polymers have received attention not only as electrically 
conducting polymers but also as various functional materials, e.g., semicon-
ductors for use in OPVs, OFETs and OLEDs, and nonlinear optical materi-
als. Following the development of freestanding polyacetylene fi lm (Ito et 
al., 1974), its high electrical conductivity resulting from charge-transfer 
doping was discovered (Shirakawa et al., 1977; Chiang et al., 1978). Since 
the appearance of these papers, electrical conductivities of various 
π-conjugated polymers resulting from charge-transfer doping have been 
extensively studied (Skotheim, 1998). They include poly(p-phenylene)s, 
poly(p-phenylene vinylene)s, poly(9,9-dialkylfl uorene)s, polythiophenes, 
polypyrroles, and polyanilines. Electrically conducting non-conjugated pol-
ymers containing pendant π-electron systems, which were produced by 
electrochemical doping, were also developed (Kanega et al, 1984; Shirota 
et al., 1984; Shirota et al., 1991).

π-Conjugated oligomers with well-defi ned structures have recently 
received a great deal of attention not only as models for the corresponding 
π-conjugated polymers but also as a new family of organic π-electron 
systems, the properties and functions of which can be controlled by varying 
the π-conjugation length (Fig. 1.2). Extensive studies have been made of 
the synthesis, properties, and functions of oligothiophenes with well-defi ned 
structures (Beny et al., 1982; Kagan and Arora, 1983; Wynberg and 
Metselaar, 1984; Nakayama et al., 1988; Martinez et al., 1989; Merz and 
Ellinger, 1991; Bäuerle et al., 1993, 1995; Noda and Shirota, 1998; Noda 
et al., 1997a,b, 1999a; Nakanishi et al., 1998, 1999; Malenfant et al., 1998; 
Malenfant and Fréchet, 1998). Non-conjugated polymers containing pendant 
oligothiophenes with varying conjugation lengths have also been synthe-
sized and characterized (Nawa et al., 1993a,b; Imae et al., 1997).

1.3.2 Control of structures and morphologies

Control of structures and morphologies of organic materials, small mole-
cules, oligomers with well-defi ned structures, and polymers is of crucial 
importance in their applications for devices. In order to make π-conjugated 
polymers soluble in organic solvents, alkyl groups are introduced as sub-
stituents. Highly regioregular poly(3-alkylthiophene)s have been synthe-
sized, and the effect of the regioregularity on their properties and device 
performance has been discussed (Assadi et al., 1988; Berggren et al., 1994; 
Chen and Rieke, 1992, 1993; Chen et al., 1995, 1996; Guillerez and Bidan, 
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1998; McCullough and Lowe, 1992; McCullough et al., 1993a,b, 1997; Marsella 
and Swager, 1993; Sirringhaus et al., 1998). The correlation between the 
conjugation length of oligothiophenes and their electrical conductivities has 
been examined (Shirota, 2000; Noma et al., 1996; Funaoka et al., 1999). 
Control of morphologies to provide the electrical conduction path in OPVs 
using copper phthalocyanine as a p-type organic semiconductor has been 
reported (Peumans et al., 2003; Yang et al., 2005a,b).

1.3.3 Crystalline molecular materials: polymorphism

Small organic molecules usually exist as crystals below their melting tem-
peratures. Oligothiophenes with well-defi ned structures are also crystalline 
in nature.

It is noteworthy that certain kinds of small molecules, e.g., copper phthalo-
cyanine (1, CuPc) (Ebert and Gottlieb, 1952; Kanemitsu et al., 1991), titanyl 
phthalocyanie (2, TiOPc) (Hiller et al., 1982; Enokida et al., 1990; Saito et 
al., 1993), and perylene pigments (Del Cano et al., 2002), exhibit polymor-
phism, taking a few different crystal structures. The crystal structures of 
materials greatly affect their properties and device performance, as reported 
for, e.g., titanyl phthalocyanine (Enokida et al., 1990; Saito et al., 1993; 
Tsuzuki et al., 1996).

1.3.4 Amorphous molecular materials

Studies aimed to create amorphous molecular materials based on π-electron 
systems, namely, photo and electroactive small organic molecules that 
readily form stable amorphous glasses above room temperature, and their 
functions have been performed since the late 1980s (Shirota et al., 1989), 
and have become very active since the middle of the 1990s in view of their 
application as materials for OLEDs. It has now been widely accepted that 
like polymers, small organic molecules also form stable amorphous glasses 
with defi nite glass-transition temperatures (Tgs) above room temperature, 
if their molecular structures are properly designed. In addition, new con-
cepts for photo and electroactive organic materials have been proposed, 
which include photochromic amorphous molecular materials (Shirota et al., 
1998), electrically conducting amorphous molecular materials (Higuchi 
et al., 1991), amorphous molecular resists (Yoshiiwa et al., 1996), and amor-
phous molecular materials for OLEDs, OPVs, and photorefractive devices 
(Shirota, 2000, 2005). Like crystals and liquid crystals, amorphous molecular 
materials have constituted a new class of versatile materials for various 
applications.

Amorphous molecular materials have the following characteristic fea-
tures (Shirota, 2000, 2005):
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(1) They are in a thermodynamically nonequilibrium state, and hence, 
they tend to undergo structural relaxation, exhibiting well-defi ned Tgs.

(2) They take different organization states, namely, crystal, supercooled 
liquid, and isotropic liquid as well as amorphous glass.

(3) The crystalline state of a number of amorphous molecular materials 
exhibits polymorphism, taking a few different crystal structures 
(Ishikawa et al., 1991, 1993a; Ueta et al., 1994).

(4) They are characterized by the presence of free volume.
(5) They show isotropic and homogeneous properties.
(6) Like polymers, they readily form uniform amorphous thin fi lms by 

themselves either by vacuum deposition or by spin coating from 
solution.

Several molecular design concepts for amorphous molecular materials, 
e.g., nonplanar molecular structures and the presence of multiple conforma-
tions, have been presented (Shirota et al., 1989; Ishikawa et al., 1991; Ueta 
et al., 1994). A variety of amorphous molecular materials have been created 
(Fig. 1.3). The representative classes of amorphous molecular materials 
include π-electron starburst molecules such as 4,4′,4″-tris(diphenylamino)
triphenylamine (TDATA) family (6) (Shirota et al., 1989; Higuchi et al., 
1991), 1,3,5-tris(diphenylamino)benzene (TDAB) family (7) (Ishikawa 
et al., 1991), and 1,3,5-tris(diphenylamino)triphenylbenzene (TDATB) 
family (8) (Inada and Shirota, 1993). Other representative classes include 
diarylaminobenzaldehyde arylhydrazones (Nishimura et al., 1991), 
tris(oligoarylenyl)amine family (9) (Higuchi et al., 1992), triarylborane 
family (10) (Kinoshita et al., 2002), families of π-electron systems end-
capped with triarylamine (11) (Noda et al., 1997a,b) or a dimesitylboryl 
group (12) (Noda and Shirota, 1998), 1,3,5-triarylbenzene family (Plazek 
and Magill, 1966; Okumoto and Shirota, 2001a), a family of spiro-linked 
molecules (13) (Salbeck et al., 1997a), tetraphenylmethane derivatives 
family (14) (Oldham et al., 1998), a family of silicone-containing compounds, 
e.g., α, ω-dimethyloligo(diphenylsilylene)s (Imae and Kawakami, 2005) and 
tetraarylsilanes (15) (Duan et al., 2005), a family of macrocyclic compounds 
based on π-electron systems (16) (Ottmar et al., 2001).

There have been further studies on amorphous molecular materials to 
date. The principles of crystal engineering can be used in a contrary way 
for designing molecules that resist crystallization. While hydrogen bonding 
provides strong directional interactions and normally favors crystallization, 
examples of amorphous molecular materials by use of hydrogen bonding 
have been reported (Lebel et al., 2006). The introduction of methylpenta-
phenyl groups into the triarylamine moiety has been shown to be effective 
for making amorphous molecular materials (Gagnon et al., 2010). Whether 
or not any microscopic ordering exists in amorphous molecular materials 
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1.3 Continued.

is a subject of interest. Recent studies on amorphous molecular materials 
have revealed that vacuum-deposited amorphous molecular materials with 
long or planar molecular structures, such as N,N,N′,N′-tetra(biphenyl-4-yl)-
[1,1′-biphenyl]-4,4′-diamine, horizontally orient along with the substrate 
surface (Lin et al., 2004; Yokoyama et al., 2008; Yokoyama, 2011).

1.4 Organic (opto)electronic devices: principles and 

operation processes

There are distinct differences between inorganic and organic semiconduc-
tors. That is, while inorganic semiconductors form energy bands, i.e., valence 
and conduction bands, organic semiconductors do not necessarily form 
energy bands. While inorganic semiconductors, which are mostly extrinsic 
semiconductors having impurities as dopants, are electrically conductive, 
organic semiconductors used in devices are mostly electrical insulators as 
they are used without any intentional doping. What are called p-type and 
n-type organic semiconductors in OPVs stand for electron donor and accep-
tor molecules, respectively.

The operation processes involved in organic optoelectronic devices such 
as OPVs and OLEDs should, therefore, be understood in terms of the 
molecular level instead of the energy band model that are applied for inor-
ganic semiconductors. While photoabsorption by inorganic semiconductors 
takes place by the band-to-band transition of electrons, photoabsorption by 
organic semiconductors generates the electronically excited state of a mol-
ecule. Charge carriers, i.e., holes and electrons, for organic semiconductors 
correspond to the cation and anion radicals of molecules.

Photogeneration of charge carriers is involved in photoreceptors in elec-
trophotography and OPVs, whereas charge carrier injection takes place in 
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OLEDs and OFETs. Charge transport is involved as a process common to 
photoreceptors, OPVs, OFETs and OLEDs. The operation processes 
involved in OPVs and OLEDs are opposite to each other.

Charge transport in organic materials together with charge-transporting 
organic materials has been reviewed in several references (Strohriegl and 
Grazulevicius, 2002; Coropceanu et al., 2007; Shirota and Kageyama, 2007; 
Walzer et al, 2007).

1.4.1 Organic photoreceptors in electrophotography

The electrophotographic process is also known as the xerographic process 
and is employed for coping machines and computer terminal printers. It 
consists of the following sequential processes:

(1) electrostatic charge by means of corona charging;
(2) image exposure to form a latent image on the surface of a 

photoreceptor;
(3) toner development to form a visible image on the surface of the 

photoreceptor;
(4) transfer of the visible image formed on the photoreceptor surface onto 

plain paper;
(5) removal of the remaining charge on the photoreceptor by photoirra-

diation; and
(6) cleaning of the photoreceptor surface to remove remaining toners.

The toner image transferred onto the plain paper undergoes the process of 
fi xation by means of both heat and pressure using rubber cylinders.

The structures of photoreceptors are classifi ed into two, single-layer and 
double-layer structures. The latter consists of a CGL and a CTL (Section 
1.2). The CGL absorbs visible light to generate the electronically excited 
state of molecule, leading to the generation of charge carriers either in the 
CGL or at the interface between the CGL and the CTL. One of the charge 
carriers generated in the CGL, either holes or electrons, is injected into the 
CTL and transported across the CTL to neutralize the surface charge 
(Regensburger, 1968; Mort, 1972; Mort and Nielsen, 1972; Melz et al., 1977, 
Borsenberger and Weiss, 1993).

1.4.2 OPVs

OPVs can be applied for organic solar cells and photodetectors. Thin-fi lm 
organic solar cells have been attracting a great deal of attention as potential 
candidates for next-generation solar cells. A typical structure of OPVs is 
based on planar pn-heterojunction which consists of the two thin layers of 
a p-type organic semiconductor (electron donor) and an n-type organic 
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semiconductor (electron acceptor) sandwiched between two metal elec-
trodes that ideally provide ohmic contacts with the organic layers. In such 
a device, the interface between the electron donor (D) and the electron 
acceptor (A) plays a vital role in the generation of charge carriers. The 
photocurrent generation processes involved in OPVs are as follows 

(Fig. 1.4):

(1) light absorption by molecules to form excitons, i.e., the electronically 
excited states of molecules;

(2) exciton diffusion to the D/A interface;
(3) exciton dissociation into free carriers, which consists of the two proc-

esses, namely, electron transfer from D to A in the electronically 
excited state of either D or A to generate geminate hole–electron pairs 
at the D/A interface and then charge separation into free holes and 
electrons in competition with the recombination of the hole–electron 
pairs;

(4) charge transport in the organic layers, namely, hole transport across 
the donor layer and electron transport across the acceptor layer; and

(5) collection of holes and electrons at the anode and the cathode.

The equivalent circuit of OPVs is shown in Fig. 1.5. As eq 1.1 shows, the 
observed current density (Jobs) that fl ows through the outer circuit is the 
difference between the photocurrent density Jph and the dark current 
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1.4 Generation of photocurrent in OPVs.
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1.5 Equivalent circuit of OPV devices.

density Jd (= Jdi + Jsh, here, Jdi and Jsh represent the current densities that 
fl ow through the diode and the shunt resistor, respectively) and is given by 
eq 1.2, where J0 is the reverse saturated dark current density, Rs and Rsh 
represent series and shunt resistances, e is the elementary electric charge, 
V is the cell voltage, n is the diode ideal factor, k is the Boltzmann constant, 
and T is the absolute temperature.

J J J Jobs in sh ph= + −  [1.1]

J J
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−{ } +
−

−0 1exp
( )

 [1.2]

The PCE for the incident solar power (Pin) is defi ned as eq 1.3, where 
VOC, JSC, and FF stand for the open circuit voltage, the short-circuit current 
density, and the fi ll factor, respectively. VOC is the voltage obtained by sub-
stituting 0 for Jobs in eq 1.2. Likewise, JSC is the Jobs obtained by substituting 
0 for V in eq 1.2. FF is defi ned as (V × J)max / (VOC × JSC). In order to attain 
high PCE, it is necessary to obtain high values of VOC, JSC, and FF.

PCE
FFOC SC

in

=
× ×V J

P
 [1.3]

It has been generally understood that VOC corresponds to the energy 
difference between the highest occupied molecular orbital (HOMO) of D 
and the lowest unoccupied molecular orbital (LUMO) of A. To obtain a 
high VOC, combination of D and A with a large difference in the HOMO 
level of D and the LUMO level of A should be selected on condition that 
photoinduced electron transfer from D to A is energetically favorable. In 
order to obtain high JSC, reducing the series resistance (Rs) of materials and 
increasing the photocurrent density (Jph) are required. A high Jph is obtained 
when materials meet the following requirements: effective absorption of 
sunlight from the visible to near infrared wavelength region, large exciton 
diffusion length during its lifetime, and effective exciton dissociation into 
free charge carriers. The probability of charge separation from the ion pair 
into free ions has been understood in terms of the Onsager theory. Recent 
studies have pointed out that the charge carrier mobilities of D and A 
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molecules affect the charge separation probability. That is, a Monte Carlo 
model of charge carrier separation and recombination predicts that an 
increase in the carrier mobility of D and A facilitates the charge separation 
process, resulting in an increase in Jph. The equation describing Jph generated 
from OPVs is not available; however, the equation describing the steady-
state photocurrent density (Jph) for organic photoconductors helps to 
understand the Jph generated from OPVs. The steady-state photocurrent 
density (Jph) for organic photoconductors is expressed as eq 1.4, where L is 
the thickness of the sample, I0 is the total number of photons arriving at the 
unit surface area of the cell per second, α is the absorption coeffi cient, η is 
the photogeneration effi ciency of charge carriers, τ is the carrier lifetime, μ 
is the charge carrier mobility, and E is the electric fi eld. High Jobs together 
with its weak forward voltage dependence and infi nitely large shunt resist-
ance (Rsh) are the requirements for obtaining high FF.

J
L

I L e Eph = − −
1

10[ exp( )]α ητ μ  [1.4]

1.4.3 OLEDs

OLEDs have been applied for various fl at-panel, mobile displays and televi-
sions owing to their characteristic features such as planar emission; high-
quality image due to high brightness, wide viewing angle, and good contrast 
resulting from the self-emission; portability; suitability for moving-image 
display owing to fast response; and capability of full-color emission. OLEDs 
are also expected as a promising candidate for next-generation solid-state 
lighting.

The fl uorescence or phosphorescence emitted from the electronically 
excited singlet or triplet state of a molecule generated by photoabsorption 
is termed photoluminescence. On the other hand, when the electronically 
excited singlet or triplet state of a molecule is generated by the recombina-
tion between hole and electron charge carriers injected from the electrodes 
by the application of external voltage, the resulting fl uorescent or phospho-
rescent emission is called EL. OLEDs are devices that emit EL, namely, 
either fl uorescence or phosphorescence from the electronically excited 
state of a molecule generated by the recombination of hole and electron 
charge carriers injected from the two electrodes.

OLEDs are composed of organic thin fi lms of ca. 100 nm sandwiched 
between two dissimilar electrodes, usually the ITO anode and the metal 
cathode with small work functions, e.g., Al, MgAg alloy, or Ca. Structures 
consisting of multiple layers of organic thin fi lms, e.g., hole-injection, hole-
transport, emitting, hole-blocking, and electron-transport layers, have been 
employed to attain high performance.
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The operation processes of OLEDs involve:

(1) injection of charge carriers, holes and electrons, from the anode and 
the cathode, respectively, by the application of external voltages;

(2) transport of injected holes and electrons through the hole-transport 
and electron-transport layers, respectively;

(3) injection of holes and electrons into the emitting layer;
(4) recombination of holes and electrons in the emitting layer to generate 

the electronically excited states of emitting molecules, and
(5) emission of either fl uorescence or phosphorescence from the elec-

tronically excited singlet or triplet state of molecule, respectively 
(Fig. 1.6).

It should be noted that there are distinct differences in the operation 
processes between LEDs using inorganic semiconductors and OLEDs. In 
LEDs, minority charge carriers are injected into respective p-type and 
n-type semiconductors at the pn-junction by the application of external 
voltages, and emission takes place by the recombination of electrons and 
holes through the band-to-band transition. In OLEDs, on the other hand, 
charge carriers, i.e., holes and electrons, are injected from the respective 
electrodes by the application of external voltages, and the emission takes 
place from the electronically excited-state molecules produced by the 
recombination of holes and electrons in the emitting layer.

The luminous effi ciency (power effi ciency) (ηp) is defi ned as eq 1.5 when 
the light emission pattern is assumed to be Lambertian. Here, L is the 
luminance observed at the normal direction to the device. The EQE for EL 
is given by eq 1.6, where Km is the maximum luminous effi cacy, y(λ) is the 
normalized photopic spectral response function, F(λ) is the EL emission 
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1.6 Generation of EL in OLEDs (HTL, hole-transport layer; EL, emitting 
layer; and ETL, electron-transport layer).
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spectrum for the device, λ is the wavelength, h is the Planck constant, and 
e is the elementary electric charge (O’Brien et al., 1997).

η π
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 [1.5]
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There are several factors that determine the EQE for EL. As eq 1.7 
shows, they are:

(1) charge balance between holes and electrons injected from the anode 
and the cathode (Φre);

(2) spin multiplicity of the electronically excited state of emitting mole-
cules, either singlet or triplet state, produced by the recombination of 
charge carriers (Φspin);

(3) quantum effi ciency for emission (Φem); and
(4) light outcoupling effi ciency (α), which is assumed to be ca. 20%.

EQE re spin em= × × ×α Φ Φ Φ  [1.7]

The probability of the generation of the electronically excited singlet state 
of an emitting molecule by the recombination of charge carriers is 25%. 
Therefore, when the EL originates from the fl uorescence, the maximum 
EQE for EL becomes 5% in the absence of any other routes. On the other 
hand, the probability of the generation of the electronically excited triplet 
state of an emitting molecule by the recombination of charge carriers is 
75%. Accordingly, when the EL originates from the phosphorescence, the 
maximum EQE for EL becomes 15%. In case the intersystem crossing from 
the singlet state to the triplet state is effectively utilized, the internal quantum 
effi ciency for EL becomes 100%, and the EQE for EL reaches to 20%.

1.5 Molecular materials for organic 

(opto)electronic devices

Both crystalline and amorphous molecular materials have been used 
depending upon the kind of devices. Generally polycrystalline materials 
might prevent smooth, uniform thin-fi lm formation, causing any damage 
to devices. On the other hand, grain-boundary-free amorphous molecular 
materials allow smooth, uniform amorphous thin-fi lm formation. Polycrys-
talline materials have been widely studied for use in OPVs and OFETs 
because of their higher charge carrier mobilities than those of amorphous 
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materials. Amorphous molecular materials are suitable for solution proc-
esses and have also been used for solution-processed bulk heterojunction 
OPVs. Amorphous molecular materials have found successful application 
as materials for OLEDs.

1.5.1 Organic photoconductors for photoreceptors

Molecularly doped polymer systems, where photo and electroactive molec-
ular materials are dispersed in inert polymer binders, have been used in 
organic photoreceptors. The properties required of photoreceptor materials 
are as follows. They should be electrical insulators in the dark so as to accept 
and retain electrostatic charge on the surface of photoreceptors. However, 
they should exhibit photoconductivity. That is, they should absorb visible 
light, generate charge carriers, and then transport charge carriers to neutral-
ize the surface static charge. The CTL and CGL in photoreceptors take part 
of these required properties with each other. That is, CGL materials absorb 
visible light to generate charge carriers in the CGL or at the interface 
between the CGL and the CTL. CTL materials play the roles of accepting 
and retaining electrostatic charge on their surface and transporting one of 
the charge carriers injected from the CGL to neutralize the surface charge.

A number of CGL and CTL materials for photoreceptors were devel-
oped and put into practical use one after another. Usually, the surface of 
the photoreceptor is negatively charged as CTL materials developed mostly 
transport hole carriers (Fig. 1.7). Such CTL materials include 1-phenyl-3-
diethylaminostyryl-5-diethylamino-phenyl-1,3-pyrazoline (17), hydrazones 
(18), e.g., diethylaminobenzaldehyde diphenylaminohydrazone (Melz et al., 
1977), 2,5-bis(diethylaminophenyl)-1,3,4-oxadiazole (19), 1,1-diphenyl-4,4-
bis(diethylaminophenyl)-1,3-butadiene (Enokida et al., 1990), and N,N′-
bis(3-methylphenyl)-N,N′-diphenyl-[1,1′-biphenyl]-4,4′-diamine (TPD, 20) 
(Stolka et al., 1984), etc. These CTL materials are used for dispersion in a 
binder polymer, usually, bisphenol A polycarbonate. Copper phthalocya-
nine (1, CuPc), titanyl phthalocyanine with various polymorphs (2), and 
bisazo compounds, e.g., chlorodiane blue (23), have been used as CGL 
materials (Melz et al., 1977; Enokida et al., 1990) (Fig. 1.8).

1.5.2 Organic semiconductors for photovoltaic devices

p-Type organic semiconductors (electron donors (D)) and n-type organic 
semiconductors (electron acceptors (A)) for use in OPV devices should 
desirably meet the following requirements:

(1) Materials should absorb as much of the sunlight as possible, and hence, 
should have broad spectral sensitivity from the visible to near infrared 
wavelength region together with large absorption coeffi cients.
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(2) Materials with suitable HOMO and LUMO energy levels should be 
chosen as D and A, respectively, for effi cient interfacial electron trans-
fer from D to A in the electronically excited state of either D or A. It 
should also be noted that the HOMO level of D and the LUMO level 
of A affect the open circuit voltage for OPVs.

(3) Materials should have high charge carrier mobilities for effi cient 
charge separation and transport, and for reducing series resistance.

(4) Materials should form uniform thin fi lms with both morphological and 
thermal stability.

(5) Materials should be durable under photoirradiation.
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In addition, it is necessary to consider how to overcome the problems 
encountered with organic materials, high bulk resistance and short exciton 
diffusion length, in designing materials and devices.

A variety of materials for OPVs including both p-type and n-type organic 
semiconductors have been developed. A through review of molecular mate-
rials for organic solar cells has recently appeared (Mishra and Bäuerle, 
2012).

p-Type organic semiconductors

Representative classes of p-type organic semiconductors include metal and 
metal-free phthalocyanines, e.g., CuPc (1) (Tang, 1986; Xue et al., 2005) and 
pentacene (3) (Yoo et al., 2004; Mayer et al., 2004; Pandey et al., 2006). 
Molecules with a triphenylamine moiety as a central core have been 
shown to function well as p-type organic semiconductors for OPVs. They 
include tris(oligoarylenyl)amines (24, 25) (Kageyama et al., 2009a,b), donor-
acceptor type molecules with a triarylamine central core and an electron-
accepting dicyanovinyl group or benzothiadiazole moiety, e.g., 26 (Cravino 
et al., 2006; Roquet et al., 2006), 27 (Chiu et al., 2012), 28 (C. He et al., 2008), 
29 (J. Zhang et al., 2009), 30 (Stylianakis et al., 2009), and 31 (Shang et al., 
2011). Organic dyes such as a squaraine derivative (32) (Wang et al., 2009; 
Wei et al., 2011; Chen et al., 2012) and a rhodanine-based molecule (33) 
(Li et al., 2012) have also been reported to give high PCEs of 3.2–6.1% in 
combination with fullerenes as n-type organic semiconductors. Oligothi-
ophene and its derivatives, e.g., α-8T (Noma et al., 1995), 34 (Holzhey et al., 
2008), 35 (Schulze et al., 2006; Fitzner et al., 2011), 36 (Wynands et al., 2010), 
37 (Steinberger et al., 2011), 38 (Liu et al., 2011), 39 (Ma et al., 2008), have 
been reported to function as p-type organic semiconductors. Others include 
pyrrolopyrrole derivatives, e.g., 40 (Walker et al., 2009), 41 (Tamayo et al., 
2009), 42 (Wu et al., 2011), and 43 (Loser et al., 2011), oligothiophenes or 
other π-conjugated moieties end-capped with the triarylamine moiety, e.g., 
44 (Q. He et al., 2008), 45 (Kwon et al., 2010), 46 (Lu et al., 2006), 47 (Sun 
et al., 2007), and 48 (Li et al., 2009), anthradithiophene (49) (Lloyd et al., 
2007), molecules containing a dithienosilole moiety, 50 (Sun et al., 2012) and 
51 (Zhou et al., 2011). Among these molecular materials for OPVs, the 
materials 1, 3, 27, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 43, 49, 50, and 51 are 
crystalline, and the materials 24, 25, 26, 28, 29, 30, 31, 42, 44, 45, 46, 47, and 
48 are amorphous molecular materials. The chemical structures of these 
materials are shown in Fig. 1.9.

n-Type organic semiconductors

Fullerenes, e.g., C60 (4) (Sariciftci et al., 1992, 1993) and C70 (52), and their 
derivatives, e.g., PC61BM (53) (Yu et al., 1995), PC71BM (54) (Wienk et al., 
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1.9 Examples of p-type organic semiconductors (D) for OPVs.
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1.9 Continued.
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2003), indene-C60 bisadduct (55) (Zhao et al., 2010), indene-C70 bisadduct 
(56) (He et al., 2010), and trimetallic nitride endohedral fullerene (57) (Ross 
et al., 2009), have been proven to function as excellent n-type organic semi-
conductors for OPVs (Fig. 1.10). Amorphous molecular materials of fulle-
rene derivatives, 58 (Ohno et al., 2001) and 59 (X. Zhang et al., 2009), have 
also been developed (Fig. 1.10).

n-Type organic semiconductors other than fullerenes include perylene 
bisimides, e.g., perylene–pyrene bisimide (60) (Sharma et al., 2010) and 
PTCBI (61) (Tang, 1986; Peumans et al., 2000). 9,9′-Bifl uorenylidene deriva-
tive (62) (Brunetti et al., 2010), diketopyrrolopyrrole (63) (Sonar et al., 
2010), and pentacene derivative (64) (Shu et al., 2011) have also been 
reported to function as n-type organic semiconductors (Fig. 1.11).

1.5.3 Materials for OLEDs

OLEDs require various kinds of materials that function as hole-
transporters, electron-transporters, charge blockers, light emitters, host 
materials for emissive dopants. Amorphous molecular materials have 
generally been used in OLEDs except for emissive dopants. General 
requirements for materials used in OLEDs are: having suitable ionization 
potentials and electron affi nities, ability to form homogeneous, pinhole-less 
thin fi lms, morphological stability, namely, stable amorphous glass forma-
tion, and thermal stability with high Tgs. High-performance amorphous 
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semiconductors for OPVs.
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1.11 Examples of n-type organic semiconductors other than fullerenes 
for OPVs.

molecular materials together with fl uorescent and phosphorescent dopant 
materials for OLEDs have been developed (Miyata and Nalwa 1997; Kraft 
et al., 1998; Shirota, 2000; Mitschke and Bäuerle, 2000; Shirota, 2005; Kafafi , 
2005; Müllen and Scherf, 2006). OLEDs can be largely classifi ed into fl uo-
rescence-based and phosphorescence-based devices. Hole-transporting, 
electron-transporting, and hole-blocking materials can be used in common 
with both the devices.

Hole-transporting materials

The requirements for hole-injection and hole-transporting materials are 
electron-donating properties with low ionization potentials, capability of 
transporting hole carriers, and the stability of hole carriers, i.e., cation radi-
cals of molecules. A variety of hole-transporting amorphous molecular 

�� �� �� �� �� ��



 Small molecular weight materials 29

© Woodhead Publishing Limited, 2013

65 (m-MTDATA) 66 (1-, 2-TNATA)

67 (TCTA) 68

69

N

N

N N

N

N

N N

N

N

N

N N

N N

N N

N

N

N

N N

N

N

N N

CH3

H3C

H3C

H3C

CH3

CH3

CH3

CH3CH3

1.12 Examples of hole-transporting amorphous molecular materials 
for OLEDs – TDATA family.

materials have been developed. They are classifi ed into the following classes: 
TDATA family (Fig. 1.12), e.g., 4,4′,4″-tris(3-methylphenyl(phenyl)amino)
triphenylamine (m-MTDATA, 65) (Shirota et al., 1989), 4,4′,4″-tris(1- or 
2-naphthylphenylamino)triphenylamine (1-, 2-TNATA, 66) (Shirota et al., 
1997), 4,4′,4″-tri-N-carbazolyltriphenylamine (TCTA, 67) (Kuwabara et al., 
1994), 68 (Tokito et al., 1997), and 69 (Louie et al., 1997), TDAB family (Fig. 
1.13), e.g., p-DPA-TDAB (70) (Ishikawa et al., 1993b), MTBDAB (71) 
(Katsuma and Shirota, 1998), 72 (Thelakkat and Schmidt, 1998), and 73 
(Thelakkat, 2002), TDAPB family (Fig. 1.14), o-, m- and p-MTDAPB (74) 
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1.13 Examples of hole-transporting amorphous molecular materials 
for OLEDs – TDAB family.

(Inada and Shirota, 1993), MTFAPB (75), TBFAPB (76) (Okumoto et al., 
2002), and TFATr (77) (Shirota, 2005), tris(oligoarylenyl)amine family (Fig. 
1.15), e.g., p-TTA (78) (Higuchi et al., 1992; Ogawa et al., 1997) and 79 (Chou 
et al., 2004), TPD family (Fig. 1.16), e.g., TPD (20), α-NPD (80), o-, m- and 
p-BPD (81) (Okumoto et al., 2000), CBP (82) (Koene et al., 1998), PPD (83) 
(O’Brien et al., 1998), FFD (84) (Okumoto and Shirota, 2000), 85 (Loy 
et al., 2002), PFFA (86) (Okumoto and Shirota, 2001b), 87 (Kundu et al., 
2003), and 88 (Tanaka et al., 1996), 1,4-bis(diarylamino)arylene family (Fig. 
1.17), e.g., 89 (Koene et al., 1998), NNP (90) (Koene et al., 1998), 
1,4-bis(carbazolyl)benzenes (91) (Koene et al., 1998), 92 (Zhang et al., 2004), 
93 (Shan et al., 2005), and diarylaminoanthracene (94) (Yu et al., 2002), 
carbazole-containing arylamine family (Fig. 1.18), e.g., 3,6-bis (N, N′-[3-
methylphenyl(phenyl)amino]-9-phenylcarbazole (95) (Grigalevicius et al., 
2002), 96 (J. Thomas et al., 2000), and 97 (Kundu et al., 2003), spiro-linked 
tetrakis(diarylamine) family (Fig. 1.19), e.g., 98 (Kimura et al., 2000), 99 
(Salbeck et al., 1997a), 100 (Bach et al., 1998), and 101 (Salbeck et al., 1997b).
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1.14 Examples of hole-transporting amorphous molecular materials 
for OLEDs – TDAPB family.
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1.15 Examples of hole-transporting amorphous molecular materials 
for OLEDs – tris(oligoarylenyl)amine family.
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1.16 Examples of hole-transporting amorphous molecular materials 
for OLEDs – TPD family.

Materials of the TDATA family except for TCTA (67) are characterized 
by very low solid-state ionization potentials of ca. 5.10 eV and are used 
as hole-injection materials (Shirota et al., 1994). Others include π-electron 
systems endcapped with diarylamino group, 2,2′-diaryl-1,1′-biphenyl 
derivative (102) (Agata et al., 2007), diphenylamino-terminated s-
indacenodithiophene (103) (Ku et al., 2009), and diphenylamino-terminated 
indenofl uorene (104) (Ku et al., 2009) (Fig. 1.20).
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1.17 Examples of hole-transporting amorphous molecular materials 
for OLEDs – 1,4-bis(diarylamino)arylene family.
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1.18 Examples of hole-transporting amorphous molecular materials 
for OLEDs – a family of carbazole-containing compounds.

Electron-transporting materials

Electron-transporting materials should possess the following properties: 
suitable electron affi nities to accept electrons, ability to transport electron 
carriers, and the stability of the anion radicals of molecules. Various kinds 
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1.19 Examples of hole-transporting amorphous molecular materials 
for OLEDs – spiro-linked tetrakis(diarylamine) family.
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1.20 Examples of hole-transporting amorphous molecular materials 
for OLEDs – π-electron systems endcapped with diarylamino group.

of electron-transporting amorphous molecular materials have been devel-
oped (Kulkarni et al., 2004; Hughes and Bryce, 2005; Sasabe and Kido, 2011).

Electron-transporting amorphous molecular materials possess central 
cores such as benzene, 1,3,5-triphenylbenzene, 1,3,5-triazine, tetraphenyl-
methane, to which electron-accepting moieties are attached. Electron-
accepting moieties include oxadiazole, pyridine, triazine, silole, dimesitylboryl 
or triarylborane moieties (Fig. 1.21). Here, electron-transporting materials 
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1.21 Examples of representative electron-accepting groups.
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1.22 Examples of electron-transporting materials for OLEDs – Alq3.

are classifi ed mainly according to the electron-accepting moieties for the 
sake of convenience.

Green-emitting Alq3 (105) has been extensively used as an excellent 
electron-transporting material in OLEDs (Fig. 1.22). Electron-transporting 
materials containing an oxadiazole or triazole moiety include t-Bu-PBD 
(106) (Adachi et al., 1989), TPOB (107) (Bettenhausen and Strohriegl, 
1996, Shirota et al., 1997, Ogawa et al., 1998), 108 (Yeh et al., 2001), TAZ 
(109) (Kido et al., 1993) (Fig. 1.23). Electron-transporting materials con-
taining phenylbenzimidazole or phenylquinoxaline moiety are TPBI (110) 
(Gao et al., 1999) and 111 (Jandke et al., 1998) (Fig. 1.23). The examples of 
electron-transporting materials containing a pyridine moiety are given by 
112, 113 (Pang et al., 2002), bis-4,6-(3,5-di-3-pyridylphenyl)-2-methylpyrimi-
dine (114) (Tanaka et al., 2007a), 1,3,5-tri(p-pyrid-3-ylphenyl)benzene (115) 
(Su et al., 2008), 116 (Pang et al., 2002), and diphenyl-bis[4-(pyridin-3-yl)
phenyl]silane (117) (Xiao et al., 2009) (Fig. 1.24). 2,4,6-Triaryl substituted 1,3,5-
triazines include 118 (Inomata et al., 2004), 119 (Su et al., 2010), 120 and 
121 (Inomata et al., 2004), and 122 (Fink et al., 1998) as well as 113 and 116 
(Fig. 1.25).

Silole derivatives have been shown to function as excellent electron-
transporting materials for OLEDs, which include PySPy (123) (Tamao 
et al., 1996), PPSPP (124) (Palilis et al., 2003a,b), PPySPyP (125) 
(Uchida et al., 2001), PyPSPPy (126) (Uchida et al., 2001), PyPySPyPy (127) 
(Palilis et al., 2003a,b), and ASP (128) (Palilis et al., 2003a) (Fig. 1.26). 
The electron mobility of PyPySPyPy (127) is 2 × 10−4 cm2 V−1 s−1 at 6.4 × 
105 V cm−1, which is more than two orders of magnitude higher than that 
of Alq3 (Murata et al., 2001).

Amorphous molecular materials containing a dimesitylboryl moiety, 
BMB-nT (n = 2, 3) (129) (Noda and Shirota, 1998; Mäkinen et al., 
2001), have been developed and found to be promising candidates for 
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1.23 Examples of electron-transporting materials for OLEDs – 
oxadiazole, phenylbenzimidazole and phenylquinoxaline derivatives.

electron-transporting materials owing to the vacant 2p-orbital of the boron 
atom. Following this report, other electron-transporting amorphous molec-
ular materials containing a dimesitylboryl group, TMB-TB (130) (Kinoshita 
and Shirota, 2001), B3T (131) (Sun et al., 2011), and 132 (Li et al., 2007) 
have been reported. B3T (131) is the molecule where the central core of 
benzene in TMB-TB (130) is replaced by the triazine central core. A number 
of triarylboranes have also been developed, which include 133 and 134 
(Yamaguchi et al., 2000a), 135 (Yamaguchi et al., 2000b), TTPhB (10), 
TBPhB (136), and TPhPhB (137) (Kinoshita et al., 2002), and 138 (Tanaka 
et al., 2007b) (Fig. 1.27). Among these electron-transporting materials, 
materials with weak electron-accepting properties, e.g., 10, 136 and 137, 
have been used as hole-blocking materials.
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1.24 Examples of electron-transporting materials for OLEDs – 
compounds containing pyridine moiety with a 1,3,5-triphenylbenzene 
or triazine central core.
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1.25 Examples of electron-transporting materials for OLEDs – 
materials with triazine central core.
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1.26 Examples of electron-transporting materials for OLEDs – siloles.

Hole-blocking materials

Hole-transporting and electron-transporting materials have electron-
blocking and hole-blocking properties, respectively. When emitting materi-
als with hole-transporting properties are used, a hole-blocking layer is 
frequently inserted between the emitting layer and the electron-transport 
layer so as to confi ne electron and hole carriers in the emitting layer, block-
ing hole carriers escaping into the electron-transport layer. Electron carri-
ers are injected in a stepwise process from the cathode into the emitting 
layer via the electron-transport and hole-blocking layers (Fig. 1.28).

Hole-blocking materials should have large ionization potentials to 
prevent the acceptance of holes from the emitting layer and weak electron-
accepting properties so as to accept electrons from the electron-
transporting layer and pass electrons to the emitting layer. In addition, their 
anion radicals should be stable, and they should not form any exciplexes 
with the emitting materials (Kinoshita et al., 2002).

Materials which have been used as the hole-blocking layer in OLEDs 
include BCP (139) (Kijima et al., 1999), F-TBB (140), TFB (141) and TFPB 
(142) (Okumoto and Shirota, 2001a; 2003), TBPhB (136), TTPhB (10), 
TTPhPhB (137) (Kinoshita et al., 2002), X-branched oligophenylenes 
(143) (Li et al., 2006), and tetra(β-naphthyl)silane (144) (Duan et al., 2005) 
(Fig. 1.29).
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1.27 Examples of electron-transporting materials for OLEDs – 
compounds containing dimesitylboryl or triarylborane moiety.
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1.28 Role of hole-blocking layer (HBL). HTL, hole-transport layer; EL, 
emitting layer; and ETL, electron-transport layer.
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1.29 Examples of hole-blocking materials for OLEDs.
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Emitting materials

Emitting materials should possess suitable HOMO/LUMO energy levels so 
that they accept both holes and electrons, confi ning them in the emitting 
layer and high quantum effi ciency for either fl uorescent or phosphorescent 
emission in addition to good fi lm-forming properties and thermal and mor-
phological stability.

Electron-transporting materials such as BMB-2T (145) (Noda et al., 
1999b), 146 (Mazzeo et al., 2005), and silole derivatives, e.g., PyPySPyPy 
(127) and 2PSP (147) (Murata et al., 2002; Palilis et al., 2003b), have been 
shown to function as emitting materials with high fl uorescence quantum 
effi ciency (Fig. 1.30). In particular, the quantum effi ciency for fl uorescence 
of 2PSP (147) as vacuum-deposited solid fi lms has been reported to be 
100% (Murata et al., 2002).

A number of molecules containing a spirofl uorene moiety, 148 (Wu et al., 
2004; Tang et al., 2008), 149 (Tang et al., 2008), 150 (Wong et al., 2005), 151 
(Shen et al., 2005), 152 (Chen et al., 2004), 153 (Oyston et al., 2005), 154 
(Chuen et al., 2004), and 155 (Wei and Chen, 2007), function mostly as blue-
emitting materials (Fig. 1.31). Other blue-emitting materials include 156 
(Danel et al., 2002), 157 (Chiechi et al., 2006), molecule with an indenopyra-
zine core (158) (Park et al., 2010), dipyrenylbenzenes (159) (K.-C. Wu et al., 
2008), anthracene-triphenylamine derivative (160) (Tao et al., 2008), and 
161 (Zhen et al., 2011) (Fig. 1.32).

Emitting materials should accept both holes and electrons and, hence, 
they should have ambipolar properties as well as high quantum effi ciencies 
for either fl uorescence or phosphorescence. That is, they should undergo 
reversible anodic oxidation and cathodic reduction to yield stable cation 
and anion radicals. In addition, emitting materials should form uniform 
amorphous thin fi lms and have high thermal stability (Shirota et al., 2000). 
Based on this concept, bipolar emitting amorphous molecular materials, 
BMA-nT (162) (Noda et al., 1997a,b, 1999a) and FlAMB-nT (163) (Shirota 
et al., 2000; Doi et al., 2003) have been created (Fig. 1.33). FlAMB-nT (163) 

145 (BMB-2T) 146 147 (2PSP)
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S
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S S
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1.30 Emitting amorphous molecular materials with electron-
transporting property.
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1.31 Emitting materials containing spirofl uorene moiety.
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1.32 Examples of blue-emitting materials.

�� �� �� �� �� ��



 Small molecular weight materials 43

© Woodhead Publishing Limited, 2013

contains both electron-donating diarylamino and electron-accepting dimes-
itylboryl groups in a molecule and has intramolecular charge transfer char-
acter. The emission color is varied according to the conjugation length 
of the oligothiophene in BMA-nT and FlAMB-nT. Following these 
reports, other emitting materials with ambipolar properties have been 
developed, which include 164 (Zhao et al., 2006), 165 (Lin et al., 2008), 
biphenyls containing dimesitylboryl and arylamino groups (166), where the 
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1.33 Examples of emitting materials with ambipolar properties.
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intramolecular charge transfer takes place by through space (Pan et al., 
2011), and a spirobifl uorene derivative containing diaryamino and electron-
accepting groups (167) (Liao et al., 2007). Molecules containing benzo[1,2,5]
thiadiazole core and diarylamine moieties, btza (168) (Thomas et al., 2004), 
and molecules containing di(4-tolyl)amino or diphenylamino electron-
donating group and dicyanovinyl electron-accepting group, PhSPCV (169) 
(Chiang et al., 2005), function as bipolar red-emitting materials. BFA-BT 
containing both diarylamino and benzothiadiazole moieties (170) function 
as an orange-color emitting material (Shirota, 2005) (Fig. 1.33).

When molecules with high quantum effi ciencies for either fl uorescence 
or phosphorescence lack good fi lm-forming ability, they can be used as 
emitting dopants for dispersion in the host amorphous molecular materials. 
The following compounds with high fl uorescence quantum effi ciencies have 
been used as emissive dopants: DCM2 (171) (Tang et al., 1989), Nile Red 
(172) (Kido et al., 1995a), coumarin 6 (173), DPP (174) (Picciolo et al., 2001), 
and ACY (175) (Yu and Shirota, 2002) as red dopants, rubrene (176) as a 
yellow dopant, DMQA (177) as a green dopant, BCzVBi (178) and peryl-
ene as blue dopants (Fig. 1.34).

Room-temperature phosphorescent materials hitherto developed are 
transition metal complexes and molecular crystals (Yuan et al., 2010). They 
include platinum complexes, e.g., PtOEP (179) (Baldo et al., 1998), iridium 
complexes, e.g., Ir(ppy)3 (180) (King et al., 1985; Baldo et al., 1999), 
btp2Ir(acac) (181) (Adachi et al., 2001a), (ppy)2Ir(acac) (182) (Adachi et al., 
2001c), FIrpic (183) (Adachi et al., 2001b; Holmes et al., 2003a), and osmium 
complexes, e.g., 184 (Ma et al., 1998), [ ( ) ] ( )Os bpy L PF62

2
2

+ −  (185) (Bernhard 
et al., 2002), OsAsNPP (186) (Jiang et al., 2002), OsCF3 (187) (Kim et al., 
2003), and Os(fptz)2(PPh2Me)2 (188) (Tung et al., 2005; C.-H. Wu et al., 2008; 
Chien et al., 2009) (Fig. 1.35). While PtOEP and osmium complexes are red 
emitters, iridium complexes exhibit red, green, and blue emissions depend-
ing on the structures of the ligands. Ir(ppy)3 and (ppy)2Ir(acac) are green 
emitters, and btp2Ir(acac) and FIrpic are red and blue emitters, respectively. 
Since these transition metal complexes have no fi lm-forming ability, they 
are dispersed in a host material with good fi lm-forming ability.

The selection of host materials for the emitting layer is of crucial impor-
tance since charge recombination usually takes place on the host material 
and the electronic excitation energy transfer, i.e., the singlet–singlet and 
triplet–triplet energy transfer, takes place from the host material to emis-
sive dopants. The excited triplet energy level of the host material should be 
higher than that of the emissive dopant molecule for the exothermic energy 
transfer to take place effi ciently. Therefore, host materials for blue phos-
phorescent dopants are required to possess high triplet energy levels. Host 
materials such as CBP (82) (Koene et al., 1998; O’Brien et al., 1999), TAZ 
(109) (Kido et al., 1993), TCTA (67) (Kuwabara et al., 1994), and TDAPB 
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1.34 Examples of fl uorescent dopants for OLEDs.

(189) (Hino et al., 2004) for green-emitting dopants, CDBP (190) (Tokito 
et al., 2003), mCB (191) (Adamovich et al., 2002), SimCP (192) (Yeh et al., 
2005), and UGH2 (193) (Holmes et al., 2003b) for blue-emitting dopants, 
and Alq3 (105) (Baldo et al., 1998), TFTPA (194) (Shih et al., 2007; C.-H. 
Wu et al., 2008), and POAPF (195) (Chien et al., 2009) for red-emitting 
dopants have been developed (Fig. 1.36).

1.6 Structures and performance of organic 

(opto)electronic devices

1.6.1 Photovoltaic devices

Intensive studies have been made on pn-heterojunction type OPVs to 
improve the PCE on the basis of both the creation of new materials and 
the design of new device structures. The use of perylenediimides as electron 
acceptors (A) in planar pn-heterojunction OPVs gave relatively low PCEs 
(∼1.0%). A two-junction tandem structure with a very thin layer of gold or 
silver metal has been shown to double the VOC for devices using H2Pc or 
CuPc as an electron donor (D) and perylenediimides as A (Hiramoto et al., 
1990; Yakimov and Forrest, 2002). The use of fullerenes, C60 or C70, in place 
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1.35 Examples of phosphorescent dopants for OLEDs.

of perylene diimides as A has brought a jump of PCEs. An OPV using CuPc 
and C60 with the incorporation of a thin layer of bathocuproine (BCP) as 
an exciton-blocking layer between C60 and the Al cathode exhibited a high 
PCE of 3.6% under AM 1.5 illumination at 150 mW cm−2 in that time 
(Peumans and Forrest, 2001). The p-i-n structure with the insertion of a thin 
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1.36 Examples of host materials for phosphorescent dopants.

mixed layer (10 nm) of CuPc (D) and C60 (A) between the two layers gave 
a higher PCE of 5.0% (Xue et al., 2005).

Various kinds of molecular materials of p-type organic semiconductors 
(D) for OPVs have been developed (Fig. 1.9). Planar pn-heterojunction 
OPVs using the newly developed molecular materials such as 26, 32, 34, 35, 
and 37 as D and C60 or C70 as A have been reported to exhibit PCEs of 
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1.85–3.4% (Cravino et al., 2006; Schulze et al., 2006; Holzhey et al., 2008; 
Wang et al., 2009; Steinberger et al., 2011; Chen et al., 2012). Amorphous 
molecular materials 24 and 25 exhibit hole drift mobilities of ca. 1.0 × 
10−2 cm2 V−1 s−1, which are of the highest level among amorphous molecular 
materials (Ohishi et al., 2004). Planar pn-heterojunction OPVs using 24 and 
25 as D and C60 or C70 as A gave PCEs of 1.5–2.2% (Kageyama et al., 
2009a,b).

Recently, growing attention has been paid to bulk-heterojunction OPVs 
using the blend of D and A, which have been fabricated by the co-
evaporation of D and A or by the solution process. Studies on solution-
processed bulk heterojunction OPVs have started by use of the blend of 
electron-donating polymers and electron-accepting polymers (Yu and 
Heeger, 1995; Halls et al., 1995). Fullerenes soluble in common organic 
solvents, PC61BM, PC71BM, etc., have been developed (Hummelen et al., 
1995), and much higher PCEs have recently been attained for bulk-
heterojunction OPVs. A solution-processed bulk-heterojunction OPVs 
using poly(2-methoxy-5-(2′-ethylhexyloxy)-1,4-phenylenevinylene) (MEH-
PPV) as D and PC61BM as A gave 2.9% under 430 nm monochromatic 
light illumination (Yu et al., 1995). A bulk-heterojunction OPV with 
additional layers of doped materials (2,3,5,6-tetrafl uoro-7,7,8,8-
tetracyanoquinodimethane (F4-TCNQ) doped m-MTDATA (65) and 
Rhodamine B doped dimethyl-perylene-tetracarboxylic-diimide (MPP)) 
exhibited a PCE of ∼3.37% (Gebeyehu et al., 2003). Solution-processed 
bulk-heterojunction OPVs using crystalline molecular materials as D and 
PC61BM or PC71BM as A exhibited PCEs of 0.5–6.7% (Cremer et al., 2005; 
Lloyd et al., 2007; Ma et al., 2008; Walker et al., 2009; Tamayo et al., 2009; 
Liu et al., 2011; Wu et al., 2011; Zhou et al., 2011; Li et al., 2012; Sun et al., 
2012). Amorphous molecular materials are suitable materials for the fabri-
cation of solution-processed bulk-heterojunction OPVs owing to their good 
fi lm-forming ability by the solution process as well as the vacuum process. 
The solution-processed bulk-heterojunction OPVs using amorphous molec-
ular materials such as 28, 29, 30, 42, 44, 45, 46, 47, and 48 have been reported 
to exhibit PCEs of 0.26–2.39% (Lu et al., 2006; Sun et al., 2007; C. He et al., 
2008; Q. He et al., 2008; Li et al., 2009a; Stylianakis et al., 2009; J. Zhang 
et al., 2009; Kwon et al., 2010; Wu et al., 2011). Very recently, PCEs of 4.3% 
and 4.1% have been attained for solution-processed bulk heterojunction 
OPVs using 31 (Shang et al., 2011) and 25 (Kageyama and Shirota, 2011). 
Higher PCEs have been achieved for solution-processed bulk-heterojunc-
tion OPVs using polymers as D and soluble fullerene derivatives as A (K. 
Kim et al., 2007; J.Y. Kim et al., 2007; Chen et al., 2009; Liang et al., 2010; 
He et al., 2011; Green et al., 2012). Higher PCEs achieved for bulk-
heterojunction OPVs than those for planar pn-heterojunction OPVs are 
ascribed to the much higher JSC which stems from the enhanced generation 
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of the hole–electron pair as a result of the larger probability of the photo-
generated excitons reaching the D/A interface within their lifetimes. Tables 
1.1 and 1.2 list the performance of OPVs using molecular materials and 
polymers, respectively, as D.

1.6.2 OLEDs

Since the appearance of the report on the bright EL from a vacuum-
deposited two-layer device at relatively low driving voltages (Tang and 
VanSlyke, 1987), extensive research and development on OLEDs have been 
conducted toward increasing higher luminous and quantum effi ciencies for 
EL, improving longer operational durability, and achieving the realization 
of full-color and white-color emissions. Our common understanding of the 
operational processes, e.g., charge injection from electrodes into the organic 
layers, charge transport in organic materials, recombination of holes and 
electrons to produce the electronically excited singlet and triplet states, 
excitation energy transfer from host materials to emissive dopants, and 
exciplex formation at the solid/solid interface, has greatly deepened, and 
high-performance materials that meet the requirements of each layer in 
multi-layered devices have been designed and synthesized. The products of 
OLEDs came on the marketing in the late 1990s.

OLEDs can be classifi ed into fl uorescence and phosphorescence-based 
devices for convenience. Hole-transporting, electron-transporting, and 
charge-blocking materials can be used in common with both the devices.

Hole-transporting amorphous molecular materials, m-MTDATA (65), 
1- and 2-TNATA (66), which are characterized by very low solid-state ioni-
zation potentials, have been widely used as the hole-injection layer in 
OLEDs (Shirota et al., 1994; Murata et al., 1999). CuPc (1) has also been 
used as a hole-injection material (VanSlyke et al., 1996). It has been 
shown that charge-transfer doping of amorphous molecular materials 
with very low ionization potentials, e.g., m-MTDATA (65) and 4,4′,4″-
tris(diphenylamino)triphenylamine (TDATA), with electron acceptors such 
as 2,3,5,6-tetrafl uoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ) or 
iodine signifi cantly reduces the operating voltage, leading to the enhance-
ment of hole injection from the anode (Zhou et al., 2001a,b; Endo et al., 
2002; Ishihara et al., 2006). Like hole-transporting materials with very low 
ionization potentials, which are used as the hole-injection layer, electron-
transporting materials with strong electron-accepting properties, e.g., 
BMB-2T, BMB-3T (129, n = 2, 3), and PySPy (123), have been shown to 
function as materials for the electron-injection layer that facilitates electron 
injection from the cathode (Noda and Shirota, 1998; Tamao et al., 1996).

The use of amorphous molecular materials with high Tgs has permitted 
the fabrication of thermally stable OLEDs. Thermally stable OLEDs up to 
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150 °C and 180 °C were developed by use of hole-transporting materials with 
high Tgs, e.g., TCTA (Tg = 151 °C) (67), TFATA (Tg = 131 °C) (196), TFATr 
(Tg = 208 °C) (77), and Alq3 or BFA-1T (Tg = 158 °C) (197) (Kuwabara et al., 
1994; Okumoto et al., 2001; Shirota, 2005) as emitting materials.

The insertion of a hole-blocking layer using F-TBB (140), TTPhPhB 
(137), and TNS (144) between the emitting layer and the electron-transport 
layer enabled the fl uorescent emission from emitting materials with elec-
tron-donating properties, e.g., TPD (20) and α-NPD (80) (Okumoto and 
Shirota, 2001a; Kinoshita et al., 2002; Yu et al., 2005).

High-performance fl uorescence-based OLEDs

Luminous and quantum effi ciencies for OLEDs have been steadily 
improved with times. Fluorescence-based, green-emitting OLEDs with 
multi-layer structures, ITO/m-MTDATA (65)/FlAMB-1T (163, n = 1)/
BMB-2T (129, n = 2)/Alq3 (105)/LiF/Al (Shirota et al., 2000) and ITO/m-
MTDATA (65)/β-NPA (94)/TPBI (110)/MgAg (Yu et al., 2002), showed 
high performance with a turn-on voltage of 2.5 V, a power effi ciency of 
3.1 lm W−1, and an EQE of 2.0%, and with a turn-on voltage of 3.7 V, a 
power effi ciency of 7.76 lm W−1, and an EQE of 3.68%, respectively. A blue-
green OLED with a device structure of ITO/TPD (20)/2PSP (147)/
PyPySPyPy (127)/MgAg gave an EQE of 4.8% for EL (Murata et al., 2002). 
A green-emitting OLED using an emitter with hole-transporting proper-
ties, 4,4′,4″-tris[8-(7,19-diphenylfl uoranthenyl)]phenylamine (TDPFPA) 
(198), exhibited a power effi ciency of 10.6 lm W−1 (Tong et al., 2007). 
Fluorescence-based blue-emitting OLEDs with structures, ITO/PEDOT:
PSS/199/167/200/LiF/Al (Liao et al., 2007) and ITO/TCTA (67)/THPF 
(201)/BCP (139)/Alq3 (105)/LiF/Al (Cheng et al., 2005), showed high per-
formance with a turn-on voltage of 2.5 V, a power effi ciency of 1.55 lm W−1, 
and EQEs of 1.57% and 1.8%, respectively. A blue OLED, ITO/PEDOT:PSS/
TCTA (67)/TDAF1 (202)/TPBI (110)/LiF/Al, showed an EQE of 5.3% with 
a turn-on voltage of 2.5 V (Wu et al., 2004). A red-emitting OLED, ITO/α-
NPD (80)/PhSPDCV (169)/BCP (139)/Alq3 (105)/MgAg, showed an EQE 
of 3.6% (Chiang et al., 2005). A white-light EL emission was reported for 
the devices, ITO/TPD (20)/p-EtTAZ (203)/Alq3 (105)/Nile Red (172)-
doped Alq3/Alq3/LiF/Al (Kido et al., 1995b) and ITO/TPD (20)/Zn(BTZ)2 
(204)/LiF/Al (Hamada et al., 1996). The examples of other white-light emit-
ting OLEDs are given by ITO/m-MTDATA (65)/FlAMB-0T (163, n = 0)/
FlAMB-3T (163, n = 3)/F-TBB (140)/Alq3 (105)/LiF/Al (Doi et al., 2003) 
and ITO/PEDOT:PSS/TCTA (67)/rubrene (176)/T4 (149)/Alq3 (105)/LiF/
Al (Tang et al., 2008).

The EQE values of 4.8% and 5.3% achieved for the blue-green OLED 
(Murata et al., 2002) and for the blue OLED (Wu et al., 2004), respectively, 
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are close to the theoretical limit of 5% for fl uorescence-based OLEDs. 
Much higher EQEs can be expected if the up-conversion from the elec-
tronically excited triplet state to the excited singlet state (Endo et al., 2011) 
or the triplet–triplet annihilation to produce the electronically excited 
singlet state can be utilized. A green fl uorescent OLED exhibiting an EQE 
of 19.3% has been reported (Uoyama et al., 2012).

High-performance phosphorescence-based OLEDs

Generally, phosphorescence-based OLEDs are expected to give much 
higher EQEs than the fl uorescence-based OLEDs since the statistical prob-
ability ratio of the generation of the excited triplet state to the excited 
singlet state by the recombination of holes and electrons is 3 : 1. However, 
the EQEs for the former devices tend to decrease with the increasing 
injected currents or brightness because of the occurrence of the triplet–
triplet annihilation resulting from the longer lifetimes of phosphorescence 
relative to those of fl uorescence (Baldo et al., 1998). Therefore, the lifetimes 
of phosphorescent dopants should desirably be short. Among the transition 
metal complexes, the Ir complexes have been thought to be promising 
candidates for the phosphorescent dopants since their phosphorescent life-
times (0.5–1.3 μs for Ir(ppy)3 in CBP (Baldo et al., 1999; Endo et al., 2008) 
and 1.2 μs for FIrpic in mCB (Endo et al., 2008)) are shorter relative to 
those of the Pt complexes (91 μs for PtOEP in polystrylene (Papkovsky, 
1995)). The triplet state of the Ir complexes is understood in terms of metal–
ligand charge transfer. The structures of ligands signifi cantly affect the tri-
plet-state level, and hence, emission color can be varied by the structures 
of ligands (Lamansky et al., 2001). The triplet state of dopants is generally 
produced by the exothermic triplet–triplet excitation energy transfer from 
the excited triplet state of the host material to the dopant. It is therefore 
necessary that the excited triplet state of the host material should be at 
higher energy level than that of the phosphorescent dopant. That is why 
host materials with wide optical bandgap energies are needed for blue-
emitting dopants.

A green-emitting phosphorescent OLED using Ir(ppy)3 as an emissive 
dopant, ITO/α-NPD (80)/Ir(ppy)3 doped in CBP (82)/BCP (139)/Alq3 
(105)/MgAg, gave an EQE of 8% (Baldo et al., 1999). Following this report, 
EQEs of ca. 19% (power effi ciencies: 60–70 lm W−1), which exceed the 
theoretical limit of 15% in the absence of the excitation energy transfer 
from the singlet state to the triplet state, were reported for the green-
emitting phosphorescent OLEDs using cyclometalated iridium complexes 
(Adachi et al., 2001c; Ikai et al., 2001). Red-emitting phosphorescent OLEDs, 
ITO/α-NPD (80)/btp2Ir(acac) (181) doped in CBP (82)/BCP (139)/Alq3 
(105)/MgAg/Al (Adachi et al., 2001a) and ITO/α-NPD (80)/Ir(piq)3 (205) 
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doped in CBP (82)/Bphen (206)/KF/Al (Tsuboyama et al., 2003) gave 
EQEs of 7% (power effi ciency: 4.6 lm W−1) and 10.3% (power effi ciency: 
8.0 lm W−1), respectively. Blue-emitting phosphorescence-based OLEDs, 
ITO/CuPc (1)/α-NPD (80)/CBP (82)/FIrpiq (183) doped in CBP/BAlq 
(207)/LiF/Al (Adachi et al., 2001b) and ITO/PEDOT:PSS/α-NPD (80)/
FIrpiq (183) doped in CDBP (190)/BAlq (207)/Li/Al (Tokito et al., 2003) 
exhibited EQEs of 5.7% (power effi ciency: 6.3 lm W−1) and 10.4% (power 
effi ciency: 10.5 lm W−1), respectively. Other blue phosphorescent OLEDs 
showed EQEs of 9–10% (power effi ciency: 11–14 lm W−1) (Holmes et al., 
2003b) and 10.8% (Sun and Forrest, 2007). White phosphorescence-based 
OLEDs, ITO/PEDOT:PSS/α-NPD (80)/CBP + FIrpiq (183)/CBP + 
btp2Ir(acac) (181)/CBP + bt2Ir(acac) (208)/BCP (139)/LiF/Al and ITO/α-
NPD (80)/TCTA (67)/UGH2 (193) + PQIr (209) + Ir(ppy)3 (180) + FIr6 
(210)/TPBI (110)/LiF/Al, showed EQEs of 5.2% (power effi ciency: 
6.4 lm W−1) (D’Andrade et al., 2002) and 12% (power effi ciency : 42 lm W−1) 
(D’Andrade et al., 2004), respectively.

Further signifi cant improvements in EQEs have been achieved for phos-
phorescence-based OLEDs. A green OLED using Ir(ppy)3 (180) doped 
in CBP (82) as the emissive layer and bis-4,6-(3,5-di-3-pyridylphenyl)-2-
methylpyrimidine (B3PYMPM, 211) as the electron-transport layer has 
been reported to exhibit high EQEs of 29% at 100 cd m−2 (power effi ciency: 
133 lm W−1) and 26% at 1000 cd m−2 (power effi ciency: 107 lm W−1) (Tanaka 
et al., 2007a). OLEDs using osmium(II) complexes have been reported to 
emit red light and exhibit high performance. A red OLED with a structure 
of ITO/BPAPF (212)/CBP (82) + Os(fptz)2(PPh2Me)2 (188)/BCP (139)/Alq3 
(105)/LiF/Al showed an EQE of 15.3% (power effi ciency: 6.3 lm W−1) 
(Tung et al., 2005). A red-light emitting OLED using Os(fptz)2(PPh2Me)2 
(188) doped in a host material with bipolar functionalities, 2,7-bis
(diphenylphosphoryl)-9-[4-(N-diphenylamino)phenyl]-9-phenylfl uorene 
(POAPF, 195) gave an EQE of 19.9% (power effi ciency: 34.5 lm W−1) 
(Chien et al., 2009).

The phosphorescence-based white-emitting OLED which gave a power 
effi ciency of 90 lm W−1 and an EQE of 34% consists of multiple layers, 
ITO/α-NPD (80)/TCTA (67) + Ir(MDQ)2(acac) (213)/TCTA (67)/TPBI 
(110) + FIrpic (183)/TPBI (110)/TPBI (110) + Ir(ppy)3 (180)/TPBI (110)/
Ag (Reineke et al., 2009) (Fig. 1.37).

Exciplex emissions from OLEDs

In multiple layer OLEDs, charge-transfer interactions often takes place to 
form exciplexes at the solid interface between the hole-transport layer with 
electron-donating properties and the emitting layer with electron-accepting 
properties, and the resulting exciplexes emit light (Itano et al., 1998; Ogawa 
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1.37 Materials for OLEDs described in Section 1.6.2.
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1.37 Continued.

et al., 1998; Wang et al., 1998; Cocchi et al., 2002; Palilis et al., 2003b). The 
emission from the exciplex should be prevented from the standpoint of 
attaining pure emission color. The emission from the exciplex can be pre-
vented by the insertion of a suitable layer (Noda et al., 1999b). On the other 
hand, the emission from the exciplex can be utilized for tuning the emission 
color by varying the applied voltage (Itano et al., 1998) and for obtaining 
white-light emission (Chao and Chen, 1998; Feng et al., 2001). An OLED 
using the exciplex-forming system of m-MTDATA (65) and 3TPYMB (214) 
has been reported to show an EQE of 5.4% owing to the up-conversion 
from the excited triplet state to the excited singlet state (Goushi et al., 2012).

1.7 Conclusion and future trends

This chapter is concerned with the survey of a recently emerged new fi eld 
of organic optoelectronics, highlighting molecular materials for use in 
optoelectronic devices such as OPVs and OLEDs, and structures and 
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performance of these devices. Historical development in organic optoelec-
tronics and fundamental principles of and operation processes involved in 
such organic optoelectronic devices are also described. Molecular materials 
are discussed, taking into account the molecular organization states, crystals, 
and amorphous glasses.

New fi elds of organic materials chemistry that deal with functional molec-
ular glasses and organic device physics have been opened up. Steady efforts 
have been continued up to this time with the aim to improve the PCE for 
OPVs and the EQE for OLEDs, and signifi cant improvements of PCEs and 
EQEs have been achieved with times, laying the foundations for the sub-
sequent progress, but problems still remain. Further improvement of PCEs 
for OPVs is required for realizing their practical use as solar cells. The 
operational durability of blue-emitting phosphorescent dopants must be 
improved for white-light emitting OLEDs to be put into practical use for 
lighting. The developments of devices using organic photorefractive materi-
als and organic photonic devices, which are not taken up in this chapter, are 
also expected to move ahead. Developments of quantum-dot OPVs, inte-
grated devices, and organic lasers by current injection are also challenging 
subjects. Research and development on printed electronics will be acceler-
ated in the near future in view of its contribution to solving the environment 
and energy issues of the 21st century.
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Abstract: During recent years, the development of processing techniques 
from simple spin coating to more sophisticated methods has resulted in 
a more advanced control over the macroscopic order and molecular 
alignment on the surface of organic semiconductors. As a consequence, 
the charge carrier transport in the thin surface layer and thus the 
performance of electronic devices, especially fi eld-effect transistors, has 
been signifi cantly enhanced. Moreover, comprehensive understanding of 
the relation between molecular design, processing parameters, molecular 
order on the surface and charge carrier transport has been obtained. The 
discussed approaches are potential alternatives to traditional processing 
methods such as inkjet or screen printing which lower the charge carrier 
transport in the fabricated device.

Key words: self-assembly, solution processing, fi eld-effect transistor 
(FET), long-range orientation, organic semiconductors.

2.1 Introduction

Organic electronics have found their way from basic academic research 
to industrial applications over recent years in a quickly growing market. 
This market covers especially application fi elds in light-emitting diodes 
(LEDs),1,2 fi eld-effect transistors (FETs)3,4 and solar cells5 which open the 
window for a novel type of technologies. The main element are the semi-
conducting, conjugated organic materials, which can be processed into 
devices from solution, allowing large area and low-cost fabrication.6,7 More-
over, many organic semiconductors are mechanically fl exible and therefore 
applicable to bendable electronic elements.8 The mass fabrication of the 
devices occurs by high-speed and inexpensive methods at low temperatures 
and is realized by well-known continuous in-line roll-to-roll technologies, 
such as inkjet, offset, rotary screen printing and others, which are adapted 
to the specifi c requirements of the organic materials.9 Due to the low cost 
processing, one-way applications of electronic elements are realizable 
such as radio-frequency identifi cation (RFID) tags and sensors in which 
FETs play a major role.10,11 Thereby, the performance of a transistor is 
mainly determined by the speed of the charge carrier transport from one 

�� �� �� �� �� ��



84 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

electrode to the other, which in turn depends on various factors such as 
molecular design, supramolecular organization, thin fi lm microstructure 
and charge carrier transport.12,13

Organic semiconductors based on polymers or small molecules consist of 
π-conjugated bonds, which lead to delocalized fi lled and empty π-orbitals 
that affect the electrical and optical behavior of the material.14 In the solid 
state, the molecules weakly interact, in comparison to inorganics, by 
π-stacking, van der Waals and dipole–dipole forces, which are responsible 
for the material’s properties.15 Therefore, the device operation can be con-
trolled by chemical design of the molecules.16–18 Substituents such as aliphatic 
side chains, which are attached to the aromatic part, are one tool to tune 
the material’s properties such as solubility which is essential for the process-
ing of the molecules from solution.19,20 Substituents also lead to the forma-
tion of a distinct superstructure driven by the local phase separation 
between the fl exible aliphatic part and rigid aromatic fraction.21,22 Addition-
ally, the molecular packing is strongly infl uenced by using such molecular 
units. For instance, the steric demand of the substituents can modulate the 
packing distance of neighboring molecules and the molecular arrangement 
of the building blocks to each other.23 This in turn has consequences on 
the π-orbital overlap and thus on the transport of charge carriers from 
one molecule to another. An increased π-stacking distance reduces the 
hopping rate of charge carriers. Changes in the crystal unit cell due to 
chemical modifi cations of small molecules have a great impact on the device 
performance,24 while in most cases polymeric backbones with alkyl side 
chains with so-called lamellae superstructures are less sensitive.25 But the 
modifi cation of the macromolecular structure has a strong effect on the 
microstructure of polymers, which includes the organization of the mole-
cules into domains within a range from few tens of nanometers to few 
micrometers.26

Most small molecules processed from solution form only highly crystal-
line thin layers,27 while the microstructure of polymers is more complex and 
in many cases dependent on the polymer design, such as alkyl position and 
molecular weight. The most prominent example in this context is poly(3-
hexylthiophene) (P3HT) for which the polymer regularity determines the 
thin fi lm topography and order.28,29 This is an important point since the 
charge carrier transport is a function of density of structural defects and, 
domain boundaries, and also of the molecular orientation. Defects and 
boundaries are trapping sites for charge carriers, while molecules oriented 
in the transport direction promote the charge carrier mobility.30 All three 
factors can be tailored by the processing conditions, such as concentration, 
type of solvent, temperature and surface energy.31 Interestingly, few conju-
gated polymers form only low ordered thin surface layers, but reveal at the 
same time FET mobilities far above 0.1 cm2/V s.32,33 Such materials are of 
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great interest for mass production. Rapid roll-to-roll techniques generally 
yield poorly ordered fi lms on the substrate surface and lead, for most 
organic semiconductors, to mobilities at least two orders of magnitude 
lower than those obtained in the laboratory. Polymers with less order-
dependent device performance would overcome this problem. To ensure an 
identical device performance after mass production, new processing 
approaches are required which can induce a higher molecular order on the 
meso- and macroscopic scale, or alternatively orient the molecules in the 
desired direction of charge carrier transport. This chapter discusses various 
processing methods of prominent organic semiconductors, small crystalline 
molecules and polymers, for FET applications which are separated in two 
groups: continuous and discontinuous techniques (Table 2.1).

2.2 Discontinuous processing

2.2.1 Drop casting

Drop casting is the simplest way to produce a thin fi lm and is important 
also for ink jet printing which can be used to fabricate the whole circuit on 

Table 2.1 Overview of the discussed materials, fabrication methods and 
transistor performance

Process Material Device Mobility 
(cm2/V s)/
(on–off ratio)

Reference

Drop casting 1 BGBC 0.30 (4 × 108) 34
Spin coating Regioregular P3HT BGTC 0.1 (106) 28
Pre-alignment 
layer

2 BGTC 10−3 (104) 53

Solvent vapor 
annealing

3 BGBC 0.1 (2 × 103) 64

Langmuir–
Blodgett

Polt(3-hexylthiophene)/
arachidic acid and 
quinquethiophene/
arachidic acid

BGBC 10−7–10−4 69

Regioregular P3HT BGTC 2 × 10−2 89
Dip coating 7 BGTC 1.7 (107) 80
Zone casting 8 BGTC 1.4 (104–105) 81

9 BGTC 0.1 (104) 84
10 BGTC 0.7 (106–107) 85
11 BGTC 5 × 10−3 (104) 86

(Note. BGBC = Bottom Gate Bottom Contact and BGTC = Bottom Gate Top 
Contact).

�� �� �� �� �� ��



86 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

a fl exible substrate.34 Drop casting in a saturated environment has been 
shown to give good results; good fi lm ordering over very large areas has 
been demonstrated. In this coating method a horizontal surface is required 
on which the solution of the organic semiconductor is dropped or poured. 
After the solvent has evaporated, the material forms a thin fi lm on the 
surface. This method provides no major control with respect to fi lm thick-
ness, whereby typically thicker layers of more than a few hundred nanom-
eters are obtained. The main drawback of this technique is the inhomogeneous 
fi lm thickness and high surface roughness which make the deposition of top 
contacts on the active layer for FET device fabrication impossible. As an 
advantage, the drying conditions, mainly the drying temperature and surface 
energy,35 can be controlled precisely, providing additional parameters to 
tune the molecular arrangement and microstructure. As an interesting 
effect, the deposited material mainly orients in the direction of the solvent 
evaporation. Theoretically, at optimized conditions a radial alignment of the 
superstructure of the organic semiconductor should be formed by simple 
drop casting a homogeneous fi lm. The alignment would then coincide with 
the direction of the evaporated solvent. During evaporation a concentration 
gradient is established, which is the driving force for the molecular align-
ment on the surface. However, this is quite diffi cult, since the concentration 
within the solution drop changes with ongoing evaporation of the solvent 
and material precipitation. Therefore, it is not possible to achieve stationary 
conditions and a homogeneous fi lm morphology by drop casting.

On close inspection of the drop-cast layer, one can notice that most of 
the material is deposited at the rim of the precipitated drop, whereas 
the fi lm interior is poor of material. This phenomenon is the so-called 
coffee-stain effect and can be explained by the thermodynamic factors and 
kinetics in solution.36 Inhomogeneous material distribution in the resulting 
fi lm is based on a capillary fl ow of the solvent together with the solutes 
within the fi xed drop from the center to the peripheral contact line to com-
pensate for the evaporation loss. The application of a mixed-solvent system 
induces convective and Marangoni fl ows during drying in the drop that 
improve the thin layer homogeneity.37 This approach was adapted to a solu-
tion processable pentacene derivative 1 (Fig. 2.1(a)) which was deposited 
from bi-solvent mixtures to form well-ordered crystals on circular elec-
trodes in an FET (Fig. 2.1(b)). The self-directed grown layer yielded mobili-
ties up to 0.30 cm2/V s and current on/off ratio of 4 × 108.38,39

2.2.2 Spin coating

Among solution processable thin fi lm preparation techniques, spin coating 
is the preferred method for small-scale laboratory studies, yielding thin, 
uniform fi lms on fl at substrates. Nevertheless, spin coating is applicable for 
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large-scale production as shown by the example of compact disc production. 
The spin-coating process is very simple. An excess amount of an organic 
semiconductor solution is placed on the substrate. During solution deposi-
tion the disc, together with the substrate, can either be static or rotating at 
a low angular velocity, followed by rapid acceleration of the angular veloc-
ity. The fi lm thickness is controlled in a straightforward way by changing 
the concentration, viscosity of the solution or substrate rotation speed. 
Higher concentrations or viscosities result in thicker fi lms, while higher 
angular velocities lead to thinner layers. The choice of solvent is important. 
Higher solvent volatilities lead to thicker fi lms at a given initial concentra-
tion and initial viscosity. The solvent can also be highly volatile so that 
chilling effects become dominant which result in non-uniformities. Further-
more, greater solvent/semiconductor compatibility is important for the fi lm 
uniformity, i.e. less topographical variation in the fi lm surface. The undesir-
able skinning process, which can cause meso- to macroscopic defects in the 
fi lm, is prevented or reduced by partially saturating the atmosphere above 
the rotating disc by solvent vapor, or by using a multi-component solvent. 
The outcome of the spin-coating process is not only infl uenced by the 
angular velocity and the physical properties of the solution, but in addition 
is highly sensitive to parameters such as temperature, airfl ow velocity, rela-
tive humidity and thermal surroundings for the evaporating solvent (heat 
transfer). Thus, in order to perform systematic studies or to fabricate repro-
ducible fi lms of organic semiconductors, it is necessary to obtain a fi xed set 
of operational conditions for a given spin-coating apparatus.40–42

Si
S

D

Si

1

(a) (b)

2.1 (a) Chemical structure of 6,13-bis(triisopropylsilylethynyl) TIPS 
pentacene (1), and (b) polarized optical micrograph of a TIPS 
pentacene crystal transistor deposited by drop casting. Reprinted with 
permission from ref. 38, Copyright 2009, Wiley-VCH Verlag GmbH.
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To control the aggregation in spin-coated semiconductor fi lms, a system-
atic study of the spin-coating conditions on the fi lm morphology and 
the electronic properties of poly(2-methoxy-5-(2′-ethyl-hexyloxy)-1,4-
phenylene vinylene) (MEH-PPV) was performed.43 The change in proper-
ties was related to formation of aggregates in solution prior to deposition. 
In this case, aggregation is caused by short-range interchain attraction 
forces, which are negligible for diluted solutions, i.e. when polymer chains 
are isolated. For increasing concentration the interchain forces become 
signifi cant and the polymer coils start to entangle and to form so-called 
‘loose aggregates’ that turn into even more entangled, so-called ‘strong 
aggregates’, at higher concentrations. The morphology of such spin-coated 
thin fi lm is expected to depend on angular velocity when the centrifugal 
force is comparable to the cohesive force of the solution, i.e. the viscosity 
of the polymer solution should, to some degree, refl ect the intermolecular 
forces. It has also been demonstrated that the conjugated plane of P3HT 
varies from an edge-on to a plane-on orientation depending on the rotation 
speed during spin coating and also on the regioregularity (Fig. 2.2).28

Other processing variables that affect the rate of solvent evaporation 
during spin coating, such as the air fl ow conditions and the solvent satura-
tion of the spin environment, are also likely to affect the microstructure 
and the performance of FETs. Because most additive patterning processes 
envisioned for solution-processable semiconductors will include a drying 
step, control over the drying rate should be carefully considered in any 
process design.
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2.2 Two-dimensional grazing incidence X-ray scattering patterns for 
two different orientations of ordered spin-coated P3HT domains with 
respect to the substrate: P3HT with regioregularity of (a) 96% and 
(b) 81%. Reprinted with permission from ref. 28, Copyright 1999, 
Nature Publishing Group.
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2.2.3 Pre-alignment layers

This technique consists of mechanically depositing a thin, oriented layer of 
poly(tetrafl uoroethylene) (PTFE) or polyimide onto a smooth counterface 
such as glass and silicon, by dragging the polymer at controlled temperature, 
pressure and speed against the substrate. Subsequently, the species of inter-
est are deposited onto these PTFE fi lms from the melt or vapor phase or 
from solution to yield surprisingly well-oriented materials.44 Electron dif-
fraction of the orientation-inducing fi lms revealed that the molecules are 
oriented parallel along the dragging direction. It is postulated that the 
PTFE layers were not molecularly smooth, and that their orienting effect 
derived, in part, from the multitude of ridges in the fi lm, which presumably 
provides effective nucleation sites that induced the oriented growth of a 
great number of materials deposited onto the PTFE fi lms. Today such pre-
aligned layers are commercially used for orientation of cholesteric liquid 
crystal cells in display panels for consumer electronics.45

Ordered thin fi lms are required for effi cient charge transport and it has 
been a challenge to establish optimal structural organization using small 
conjugated molecules and polymers. For example, when P3HT was solvent-
cast on a PTFE surface, its polymer-chain axis was observed to align along 
the PTFE friction-transfer direction, and higher mobility along this direc-
tion was observed. The anisotropic properties of this fi lm are explained by 
the intrinsic property as well as microstructure of the P3HT fi lm.46 More 
prominent examples for conjugated polymers oriented by a pre-alignment 
layer are based on fl uorene homopolymers and copolymers which show a 
nematic liquid crystalline state at elevated temperatures.47,48 Typically, the 
polymer chains are processed by alignment of the material on the rubbed 
substrate and subsequent quenching from the liquid crystalline state into a 
monodomain glass.49 Such highly oriented layers produce polarized light 
emission in organic light-emitting diode (OLED) devices. In FETs the 
maximum charge carrier mobility is observed along the conjugated chain 
orientation with values reaching 0.02 cm2/V s for this type of fl uorene-
based polymers.50

Besides polymers, small molecules such as pentacene were also observed 
to orient uniaxially on a PTFE layer. From electron diffraction and polar-
ized absorption measurements, it was concluded that pentacene molecules 
adsorb in an edge-on geometry on the PTFE layer, with molecular columns 
aligned normal to the sliding direction. The FET mobility of pentacene 
along the molecular columns (transverse of the direction of friction) was 
4.2 × 10−1 cm2/V s, which was about 100 times higher than that along the 
friction direction.51

It has been reported that the solution processed discotic hexa-peri-
hexbenzocoronenes (HBCs) 2 form fi lms with supramolecularly ordered 
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columns which lie parallel to the substrate and are oriented uniaxially onto 
the PTFE layer (Fig. 2.3). The alignment of the HBC derivative occurs via 
epitaxial growth on the oriented PTFE over several hundred micrometer 
dimensions.52 The high interfacial order achieved by solution processing 
under ambient conditions is as required for FETs. Charge carrier mobilities 
for p-type accumulation mode FET devices up to 10−3 cm2/V s have been 
found on implementing these aligned semiconducting fi lms of 2. The com-
bination of solution processing and high interfacial order together with 
useful semiconductor properties shows considerable scope for practical 
applications of discotic liquid crystalline materials.53

2.2.4 Solvent vapor annealing

Solvent vapor annealing (SVA) is an industrially important technique since 
it causes a rapid morphological equilibration of fi lms at room temperature 
without thermal damage to the material or other complications which are 
disadvantages of high-temperature annealing.54–56 It has to be emphasized 
that this process is a post-treatment method of solution deposited surface 
layers. It is especially suitable for organic electronics, where sensitive mate-
rials with strong intermolecular interactions are used. It is performed by 
simply placing any cast sample into a vessel where a vapor–liquid equilib-
rium is attainable for the chosen solvent.57 This choice requires considera-
tion of all interactions playing a role on the molecular organization from 
solution on a surface such as molecule–solvent, molecule–substrate, mole-
cule–molecule, and solvent–substrate interactions.58 In the case of conju-
gated macromolecules, SVA increases the polymer-chain mobility, giving 
the system suffi cient time to modify its morphology towards its thermody-
namic equilibrium. This provides a path for the polymer to evolve towards 
an advantageous microstructure. Once a desired morphology is obtained, 
the system is ‘frozen’ to prevent further changes. SVA involves the exposure 
of the fi lm to a solvent atmosphere under controlled conditions. The fi lm 

C12H25HBC-PhC12: R- HBC-PhC12
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2.3 (a) Molecular structure of 2, optical micrographs between cross-
polarizers of PTFE aligned layers in two different arrangements (b) 45 ° 
and (c) parallel to the polarizer. Reprinted with permission from ref. 
53, Copyright 2003, Wiley-VCH Verlag GmbH.
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swells by solvent take-up, causing an increase in polymer-chain mobility 
similar to temperature annealing above the melting or glass transition 
temperature.

An interesting example concerns perylene derivatives which form nano-
scopic needles after spin-coating on Si/SiOx surfaces.59 When these needles 
are subjected to SVA in tetrahydrofuran (THF), the material on the surface 
reorganizes to a large extent, leading to the in situ formation of millimeter-
long fi bers that exhibit aspect ratios exceeding 103.60,61 Their formation has 
been studied through real-time optical microscopy imaging, and the fi bers 
have been found to grow through a nucleation-governed, Avrami-type 
mechanism. If successive SVA steps are carried out by employing THF or 
CHCl3 alternately, which is a better solvent for perylene derivatives, the 
fi bers undergo assembly/disassembly cycles, always involving a remarkable 
mass transport with rearrangement of the deposited material occurring 
over hundreds of micrometers. Self-assembly of very long fi bers of perylene 
dyes is also obtained in solution, using solvent-induced precipitation or 
similar techniques, though SVA promotes controlled and reversible growth 
directly on the substrate of interest.62,63

The one-step, solvent vapor-annealing process can also signifi cantly 
improve the electrical properties of a solution processed FET as shown 
on the example of the p-type triethylsilylethynyl anthradithiophene (3, 
Fig. 2.4(a)).64 The as-deposited fi lms of 3 are featureless and amorphous 
over large areas as revealed by optical microscopy (Fig. 2.4(b)) and X-ray 
diffraction. For these layers low saturation mobilities of 0.002 cm2/V s and 
severe current hysteresis were determined in FET devices. Exposing the 
same devices to dichloroethane vapor changed the morphology dramati-
cally leading to macroscopically large grains with high birefringence con-
trast in the optical microscopy (Fig. 2.4c). These solvent-vapor annealed 
FETs showed signifi cantly increased saturation mobilities of 0.1 cm2/V s 

3
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2.4 (a) Chemical structure of triethylsilylethynyl anthradithiophene 
(3), optical microscopy images of (b) an as-spun fi lm and (c) after 
dichloroethane solvent-vapor annealing. Reprinted with permission 
from ref. 64, Copyright 2006, Wiley-VCH Verlag GmbH.
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in air proving that this post-treatment procedure is effi cient for device 
improvement.

2.3 Continuous processing

2.3.1 Langmuir–Blodgett (LB)

Conjugated polymers and small molecular semiconductors can also be 
aligned through the Langmuir–Blodgett (LB). In the LB technique, the 
semiconductor solution is spread onto an air–water interface to form a 
surface fi lm. The fi lm is compressed immediately to result in ordered struc-
tures, and then transferred to the substrate which is moved out by a constant 
velocity of the water. The advantage of the LB technique is that it provides 
a high degree of order and precision in thickness. For instance, polythi-
ophenes have been explored for this assembly method. Attempts to assem-
ble pure poly(alkylthiophenes) generally fail because the polymers do not 
arrange in a stable monolayer at the air–water interface due to the forma-
tion of aggregates in spite of the hairy decoration.65,66 To prevent this aggre-
gation phenomena, long-chain fatty acids such as stearic acid have been 
mixed with poly(alkylthiophenes), successfully generating a stable monol-
ayer.67,68 These FET devices showed relatively low charge-carrier mobility, 
typically in the range of 10−7–10−4 cm2/V s, due to the irregularity of the 
alkyl side chains in regiorandom P3HT, and the presence of nonconducting 
fatty acids.69,70 However, the later reported LB processed FET using pure 
regioregular P3HT revealed mobilities as high as 2 × 10−2 cm2/V s. For 
regioregular alternating amphiphilic polythiophenes even a better control 
of molecular orientation at the air–water interface is available (Fig. 2.5).71,72 
The amphiphilic nature generated from alternating hydrophobic and 
hydrophilic side-chains along the polymer backbone induced the polythi-
ophenes to orient their well-packed π-plane perpendicular to the air–water 
interface in the 2-dimensional polycrystalline monolayers (Fig. 2.5). These 
monolayers were selectively transferred onto a gold-coated silicon wafer 
with prepatterned hydrophobic and hydrophilic areas, resulting in a charge 
carrier mobility orders of magnitude higher in the direction normal to the 
π-plane as compared to the direction parallel to the π-plane.73

The LB alignment was one of the fi rst techniques applied to produce 
well-organized thin fi lms of discotic liquid crystals. The principle for the 
orientation of discotic molecules is identical to that one used for polymers. 
After deposition of the molecules at the air–water interface a monolayer 
is formed by lateral compression (Fig. 2.6(a)). The transfer onto a solid 
support is realized by either vertical transfer or a horizontal lift of the sub-
strate (Fig. 2.6(b)). For FET applications a molecular edge-on arrangement 
on the substrate is required. Therefore, hydrophilic side-groups are attached 
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2.5 Single chain of regioregular amphiphilic polythiophene at the 
air–water interface seen from the side and end view. Reprinted with 
permission from ref. 72, Copyright 2000, American Chemical Society.

to the aromatic core, leading to the corresponding organization of the discs 
already at the air–water interface. The molecule is arranged perpendicular 
to the interface with two or more side-chains submerged in the water. This 
confi guration maximizes the π-stacking interactions between the conju-
gated cores within the columnar stacks. Typical examples for LB aligned 
amphiphilic discotics are phthalocyanines (4),74 triphenylenes (5)75,76 and 
hexa-peri-hexabenzocoronenes (6)77 (Fig. 2.6(c)).

2.3.2 Dip coating

Dip coating consists of the dipping of the substrate in a solution followed 
by the vertical withdrawal of the sample at a controlled speed. The dip-
coating procedure was used for the fi rst time in industrial applications for 
the production of an antirefl ection layer on glass panes. The dip-coated fi lm 
thickness is a function of withdrawal speed, solvent evaporation rate and 
concentration of the solution. By taking the substrate out of the solution 
at a specifi c rate, solvent evaporation and material crystallisation are 
controlled, potentially resulting in alignment of the molecules in the dip-
coating direction (Fig. 2.7(a)). In addition, the reservoir provides replenish-
ment of the material used up for layer generation by the meniscus, in this 
way allowing the creation of continuous fi lms. Therefore, there are mainly 
two parameters responsible for fi lm formation: boiling point of the solvent 
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2.6 (a) and (b) schematic illustration of the deposition of discotic 
molecules onto a substrate with the edge-on arrangement using the 
Langmuir–Blodgett technique, (c) examples for different amphiphilic 
discotic liquid crystals. Reprinted with permission from Chem. Rev. 
2007, 107, 718; Copyright 2007, American Chemical Society.

and dipping rate. The optimization of these two factors determines the 
directional alignment of the molecules.

Processing by dip-coating allows slower operation, which better adapts 
to the kinetic parameters for the assembly of heteroacenes with fused 
thiophene units, which are highly attractive organic semiconductors for 
FET applications.78,79 The compound 7 (Fig. 2.7(b)) with four symmetrically 
fused thiophene-ring units shows a FET mobility of 10−2 cm2/V s after 
spin-coating.80 Based on this good transistor performance, the device 
characteristics has been improved by dip coating the material in order to 
enlarge the size of crystalline domains to minimize the grain boundaries, 
and to orient the charge carrier pathways between the drain and source 
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electrodes. Under optimized solvent evaporation and dipping rates, highly 
crystalline domains ranging over several square millimeters have been 
obtained. The structural analysis has revealed a parallel orientation of 
the π-stacking axis with respect to the substrate. Such orientation is ideal 
for transistor applications and leads to devices featuring excellent hole 
mobilities of 1.7 cm2/V s.

This strategy has been also applied successfully to the improvement 
of polymer-based transistor characteristics. After spin-coating, the cyclopen-
tadithiophene-benzothiadiazole copolymer (Fig. 2.7(b), CDT-BTZ 8, 
average molecular weight Mn = 50 kg mol−1) exhibits a FET mobility of 
0.67 cm2/V s, while orientation of the polymer chains by dip coating along 
the direction of the charge transport signifi cantly enhances this property to 
a maximum value of 1.4 cm2/V s.81 Processing by dip coating has induced 
an edge-on arrangement towards the surface (Fig. 2.7(c)), with highly 
ordered structures and long-range orientation of small oligomers and 
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2.7 (a) Schematic illustration of the dip coating process, (b) chemical 
structures of 7 and 8, edge-on arrangement and uniaxial orientation of 
the polymer chains of 8 on the substrate after the process. Reprinted 
with permission from ref. 81, Copyright 2009, Wiley-VCH Verlag 
GmbH.
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polymers. The improved organization has resulted in an excellent device 
performance with signifi cantly larger mobility being achieved for small 
molecules by alignment. This can be attributed fi rstly to a large reduction 
of grain boundaries, secondly to the alignment of the conjugated polymer 
backbones along which the fastest charge carrier transport takes place, and 
thirdly to the quasi-perfect arrangement of the crystal structure across the 
electrodes, which favors charge migration in the dip-coated layers.82,83

2.3.3 Zone casting technique

The zone casting technique is a one-step method for preparing large area 
oriented fi lms of solution-processible materials without a preoriented sub-
strate. A solution is spread out by means of a nozzle onto a moving support 
such as glass or silicon (Fig. 2.8(a)). Thereby, a meniscus is formed between 
the nozzle and the support. During the solvent evaporation, a concentration 
gradient adjusts within the meniscus. When the critical concentration is 
attained, the material begins to precipitate or to nucleate from the solution 
and then crystallizes directionally onto the moving support, in this way 
forming the aligned thin layer. The fi lm morphology is controlled by the 
processing parameters which are, for example, the evaporation temperature 
and polarity of the solvent, concentration, temperatures of the heating 
blocks, solvent fl ow and substrate velocity. The optimized zone casting con-
ditions strongly depend on the solution behavior of the material. Therefore, 
prior to the processing it is important to obtain a fundamental understand-
ing about the processes such as self-aggregation taking place in solution 
and during the self-organization in drop-cast fi lms on surfaces. These fi nd-
ings are essential for the application of the appropriate processing param-
eters. Generally, the size or length of the surface layer prepared by the 
zone-casting processing is restricted to the limited volume of the applied 
syringe. Theoretically, it is possible to zone-cast fi lms of unlimited length, 
as long as the steady-state conditions are not changed during the process.

So far zone casting has been employed only for small molecular, crystal-
line organic semiconductors such as tetrathiafulvalene derivatives (9) and 
pentacene (10), yielding high order in the fi lms with the stacking direction 
of the molecules parallel to the substrate (Fig. 2.8(b)). The mobilities 
for these examples were 0.1 cm2/V s for 9 and 0.7 cm2/V s for 10.84,85 A 
particularly high degree of order was observed for hexa-dodecyl hexa-peri-
hexabenzocoronene (11) where long-range aligned columnar structures 
were achieved (Fig. 2.8(c)).86 When simply drop-cast, 9 forms randomly 
distributed fi bers consisting of columns. However, after zone casting, highly 
oriented columns are present, clearly highlighting the effectiveness of 
zone casting in obtaining directionally arranged supramolecular structures. 
Even though this technique has so far been successfully applied only for 
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2.8 (a) Small molecules aligned by zone-casting into FETs, 
(b) schematic illustration of the zone-casting processing of HBCs 
and (c) uniaxially oriented columnar HBC structures (Fourier-transform 
image). Reprinted with permission from ref. 86, Copyright 2005, 
Wiley-VCH Verlag GmbH.

small molecules,87,88 it is also expected to work equally well for conjugated 
polymers.

2.4 Conclusion

During recent years, the development of processing techniques from 
simple spin coating to more sophisticated methods has resulted in more 
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advanced control over the macroscopic order and molecular alignment on 
the surface of organic semiconductors. As a consequence, the charge carrier 
transport in the thin surface layer and thus the performance of the elec-
tronic devices, especially fi eld-effect transistors, have been signifi cantly 
enhanced. Over the last few years comprehensive understanding of the 
relation between molecular design, processing parameters, molecular order 
on the surface and charge carrier transport has been obtained. Therefore, 
it is believed that further progress in the fi eld of processing technologies 
will give an additional boost in device improvement. The discussed 
approaches are potential alternatives to traditional processing methods 
such as inkjet or screen printing which lower the charge carrier transport 
in the fabricated device.

The focus of processing development should not be limited to just FETs, 
but should be extended to other electronic applications like solar cell and 
OLEDs for which, molecular ordering is only partly important. Further-
more, a deeper insight into the complex fundamental relation between 
different processing parameters is needed, since the self-assembly mecha-
nism of organic semiconductors during solution deposition depends on the 
molecular structure. This includes the initial aggregation stage in solution, 
solvent evaporation, solidifi cation and microstructure formation on the 
surface. Feasibility proofs concerning the effi ciency, yield and quality are 
required while transferring from the lab scale to pilot scale, for which an 
interdisciplinary engineering input is necessary between chemists and mate-
rial scientists. In addition to this, questions concerning patterning have 
to be addressed while discussing more complex circuits for active-matrix 
fl at-panels. This clearly indicates that this research area has progressed 
signifi cantly in the past few years, but it remains a major topic for the devel-
opment of organic electronics.
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Abstract: In this chapter, we review recent basic work on molecular 
doping of organic semiconductors. We focus on doped layers prepared 
by co-evaporation in vacuum, which are utilised in highly effi cient 
organic light-emitting diodes and organic solar cells. Various doping 
materials are compared, as well as their evaluation in devices. The 
fundamental processes during doping and the effort on layer properties 
are presented. Doping of organic semiconductors offers two striking 
advantages: The conductivity can be controlled and enhanced for orders 
of magnitude. Secondly, the Fermi energy levels are shifted towards the 
transport states, thus charge injection barriers are diminished.

Key words: organic semiconductors, doping, organic light-emitting diode 
(OLED), organic solar cells (OSC), conductivity.

3.1 Introduction

In this chapter, we review recent basic work on electrical doping of organic 
semiconductors, with the goal of improving the conductivity of the materi-
als. We focus on doped layers achieved by co-evaporation in vacuum, where 
most of the recent work on doping has been done and which currently 
dominates commercial applications.

The article is organised as follows: In Section 3.1, the utilisation of organic 
semiconductors, in particular in emerging electronic consumer products 
such as organic light-emitting diodes (OLEDs) and organic solar cells 
(OSCs), is assessed. Differences from and similarities to inorganic semicon-
ductors are discussed.

Section 3.2 introduces the co-evaporation technique and the fundamental 
processes during molecular doping. Different doping materials are pre-
sented, as well as their evaluation in doped layers. Doping of organic semi-
conductors offers two striking advantages: The conductivity can precisely 
be controlled and enhanced for orders of magnitude. Secondly, the Fermi 
energy levels are shifted towards the transport states, thus charge injection 
barriers are reduced.
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The effect of increased conductivities and straightforward application in 
devices is presented in Section 3.3. Here, we discuss that doped layers in 
functional devices lead to superior properties. This involves charge trans-
port as well as recombination contacts, which are necessary in tandem solar 
cells. Furthermore, transparent doped charge transport layers allow opti-
mising optoelectronic devices with respect to thin fi lm optics.

Finally, we comment on future trends and challenges in Section 3.4. 
Although doping of organic semiconductors is successfully applied in com-
mercial products such as active matrix displays, further research at the 
border between materials chemistry and physics is still required.

3.1.1 Motivation

The most commonly used semiconducting material by some way, is silicon, 
offering high charge carrier mobility and device stability. These properties 
are responsible for use in the semiconductor industry, e.g. in consumer 
electronics.1 Although silicon is one of the most prevalent elements in the 
Earth’s crust, the production of highly pure elemental silicon is expensive.2 
Since silicon occurs exclusively in oxidised states the reduction requires 
large amounts of (electrical) energy, and energy-consuming purifi cation 
steps have to follow. The total energy consumption during fabrication of 
solar cells, for instance, leads to a long energy payback time.3 Environmen-
tal and social policies mean that, sustainable technologies increasingly 
become the focus. One approach to lower cost and energy consumption is 
to replace silicon by other semiconductors, such as organic materials. For 
instance, organic dyes usually have extremely high absorption coeffi cients, 
which allows for extremely thin photovoltaic devices.4 Many fl uorescent 
organic materials show a strong Stokes shift, leading to negligible absorp-
tion losses, which solves a key problem in inorganic LEDs. Furthermore, 
the huge diversity in organic chemistry allows straightforward synthesis and 
tailor-made organic materials. However, the most important reason for the 
replacement of brittle inorganic semiconductors is the fl exibility and low 
weight of organic materials. Thus, the realisation of roll-to-roll production 
for large area and low cost modules is feasible.

Today, OLEDs and OSCs are commercially available. For these devices, 
thin fi lms of organic semiconductors are required, which can be processed 
either by the deposition of small molecules from the vapour phase in 
vacuum or by wet deposition techniques.

Pure organic semiconducting materials have a very small charge carrier 
concentration. Thus their conductivity is low, which leads to unwanted 
ohmic resistance. The introduction of doped transport layers enables, the 
conductivity to be increased by orders of magnitude and the contact proper-
ties can be much improved.
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In this chapter we review recent work on doping of organic semiconduc-
tors and focus on doped layers achieved by co-evaporation. This technique 
is used for the production of highly effi cient OLED and OSC devices.

3.1.2 Comparison of organic and classical semiconductors

When comparing organic and classical inorganic semiconductors, one has 
to take into account that charge transport in organics cannot be described 
by the band model, but by a hopping mechanism.5 Furthermore the correla-
tion energies in organics (Frenkel exciton: 200–500 meV)6 are much higher 
than for instance in GaAs (Wannier-Mott exciton: 4 meV)7. Due to the high 
exciton binding energy, the exciton is much smaller and usually localised 
on one organic molecule.

Organic semiconducting materials consist preferably of molecules, where 
atoms are fi xed by discrete bonds within the molecule. Beside other ele-
ments, mostly sp2 and/or sp hybridised carbon atoms are present. The 
remaining p orbitals form extended π-systems localised on the molecule, 
leading to two relevant frontier orbitals: the highest occupied molecular 
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). 
Organic semiconductors have a high density of states of the HOMO/LUMO 
level and the coupling of the π-systems is weak. Thus, in most cases the 
semiconducting properties of organic materials are still remaining, even at 
high doping concentrations. In contrast, inorganic semiconductors show 
metallic behaviour at high doping levels. Different elements involved in the 
molecular structure determine properties like electron affi nity (EA ≈ 
−|ELUMO|), or in other words, whether the material is an electron acceptor 
or donor. However, electronic properties and packing performance of 
organic compounds are not entirely the sum of included elements, rather 
than the connectivity within the molecular structure. The molecular struc-
ture determines the material crystallinity that has a large infl uence on the 
layer morphology.

Molecular packing is a crucial factor for the conductivity of organic 
semiconducting layers. Due to a low intermolecular π–π interaction, charge 
carrier mobilities in organic layers are usually rather limited. On the other 
hand the mobility is strongly related to the thin fi lm order and fi lm morphol-
ogy. Among other conditions (substrate effect, deposition rate, etc.), the 
substrate temperature during deposition is the key factor with respect 
to the phase crystallinity.8 Single crystalline layers are often obtained at 
elevated temperatures, giving molecules the time to arrange in a well-
ordered phase.9 In contrast, amorphous layers are formed when the mate-
rial is deposited on cooled substrates far below 0 °C. In the case of 
polycrystalline phases one has to consider the crystal grain size as well. This 
fact is known from organic fi eld effect transistors (OFET) where the grain 
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size is correlated with the mobility, which can be explained by a trapping 
mechanism and thermal release at the grains’ boundaries.10 Different pen-
tacene phases obtained by the temperature method show a mobility 
decrease in the order of magnitudes from transition from single crystalline 
to polycrystalline fi lms and fi nally amorphous layers.11 However, since 
organic thin fi lms are grown preferably at room temperature, organic semi-
conducting materials commonly appear in polycrystalline and amorphous 
layers. This fact gains signifi cance with respect to the charge carrier mobility 
that is usually very small in such low ordered systems. Thus the doping 
strategy is the key for the realisation of effi cient optoelectronic devices.

3.1.3 Doping of semiconductors

Generally, doping is an ‘intended contamination’ of semiconducting host 
materials with dopants. However, electrical doping is based on the same 
principle: mobile charge carriers are generated within the matrix, either 
electrons (e−) or electron holes (h+). The doping strategy leads to the fact 
that a given low charge carrier mobility (μ) is compensated by an increased 
charge carrier density (n), according to formula 3.1. The resulting conductiv-
ity (σ) is increased by order of magnitudes compared to the neat material.

σ μ( ) ( ) ( )T e T T= ⋅ ⋅ n  [3.1]

In the case of silicon (group 14 element), e.g. p-type doping is performed 
by the addition of a group 13 element atom (boron for instance), which 
replaces one silicon lattice atom. For charge generation, it captures an elec-
tron from the valence band and thus releases a mobile hole. For very high 
dopant concentrations, the dopant states interact and form a band-like 
structure, leading to metallic conductivity.

In organic molecules, the basic doping mechanism is the same. For p-type 
doping, one has to introduce a molecule which accepts an electron from the 
organic semiconductor and leaves a hole in the matrix. Owing to the weaker 
coupling of the electronic states in organic materials, the semiconducting 
properties of organic materials remain even at high doping concentrations, 
whereas inorganic semiconductors show metallic behaviour.

3.2 Basics of doping of organic semiconductors

Vacuum deposition offers a very reliable method for formation of neat and 
mixed layers. Mixed layers can either consist of dopant and matrix (prefi x 
p- for p-doped, n- for n-doped) or they contain two intrinsic materials 
(prefi x i-) that are un-doped, also called bulk. Intrinsic mixed layers and 
doped mixed layers are obtained by the same co-evaporation procedure, 
where two different materials are simultaneously evaporated from ceramic 
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crucibles in (ultra) high vacuum chambers (Fig. 3.1). The evaporation rate 
of each material is controlled by the crucible’s temperature and monitored 
by an oscillating crystal. Thus, the mixing ratio of two compounds can be 
adjusted as well. The structures of the compounds mentioned in this chapter 
can be found in the corresponding fi gures, namely molecular materials used 
for p-type doping (Fig. 3.2), n-type doping (Fig. 3.3), various matrix materi-
als (Fig. 3.4), and hole transport materials (Fig. 3.5). Abbreviations, long 
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3.1 Photograph of the co-evaporation setup used in a simple one-
chamber vacuum system (a, side view; b, view of the vaporiser from 
the substrates’ position) and systematic co-evaporation scheme (c). 
1 Substrate, 2 thickness monitors, 3 crucibles, 4 shadow mask, 
5 shutter.

3.2 Structures of various p-type dopants. C60F36 consists of an isomer 
mixture; a general structure without any substitution pattern is 
depicted here. The molecular structure, obtained from x-ray 
diffraction, of a C60F36 isomers is depicted in Fig. 3.9.44
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3.5 Structures of various hole transport materials, based on 
the triarylamine moiety.

names, and the corresponding CAS number of compounds mentioned in 
this review can be found in Section 3.7.

3.2.1 Doping mechanism

The doping mechanism becomes obvious by considering the electronic 
properties of the materials, namely the HOMO (EHOMO) and LUMO 

�� �� �� �� �� ��



 Doping effects on charge transport in organic materials  109

© Woodhead Publishing Limited, 2013

(ELUMO) energy levels of host/matrix and dopant materials. A certain 
HOMO and LUMO energy level alignment necessary for doping is depicted 
in Fig. 3.6. The electron acceptor strength of a molecule working as p-dopant 
refl ects a rather low LUMO energy level. On the other hand, an electron-
rich molecule is characterised by a very high lying HOMO energy level, 
being an appropriate n-dopant. The corresponding matrix transport levels 
(electrons in LUMO, holes in HOMO) participate in reduction/oxidation 
processes and injected charge carriers can percolate inside the matrix fi lm. 
Doping occurs if the energetics of the participating molecules is given in a 
certain manner: the LUMO energy level of the p-dopant must be aligned 
below or at least close to the HOMO energy level of the matrix molecule. 
Electron-transfer from the matrix molecule onto the p-dopant molecule 
(Fig. 3.6, left side (a)) results in a mobile hole. Analogously for n-type 
doping, the LUMO energy level of the matrix materials must be aligned 
below or close to the HOMO energy level of the n-dopant (Fig. 3.6, right 
side (b)), yielding mobile electrons within the host material.

For highly disordered amorphous phases, it is assumed that the charge 
transfer from the dopant to host material arises in donor–acceptor charge 
transfer complexes (CTC) analogously to well-ordered systems. CTC states 
of F4-TCNQ (Fig. 3.2) have already been revealed on single crystalline 
metal surfaces by spectroscopy,12 microscopy and spectroscopic imaging at 
low temperatures.13

p-type doping: n-type doping:

LUMO

HOMO

n-dopant

Matrix
(host)

Matrix
(host)

(a)

p-dopant

(b)

3.6 Mechanism of molecular doping. Effi cient electron transfer 
requires suitable energy level alignment of p- and n-type dopants.
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3.2.2 Doping materials and material criteria

Although organic materials can be easily p-doped by strongly oxidising 
inorganic reagents such as elemental iodine and bromine,14 transition metal 
halogens and oxides (CuI,15 FeCl3, SbCl5,16 ReO3,17 MoOx

18 or WO3
19) these 

techniques have only minor relevance in applications. These materials are 
either highly toxic, require high evaporation temperatures, or generate 
mobile ions that diffuse or drift at high electric fi eld within the layer. Unfa-
vourable diffusion effects get even more relevant in operating devices, 
where elevated temperatures are present. This leads to signifi cantly lower 
device performance and lifetime.

It is amazing that the doping technology has been known for many years, 
but reports about structures and application of molecular p-dopants are still 
rare in the literature (Fig. 3.2). With respect to structure–property relations, 
the reported structures usually have one feature in common: they contain 
the most electron-defi cient element in the periodic table, fl uorine.20 These 
materials are extremely strong electron accepting molecules and exhibit 
p-type doping in combination with corresponding host materials. The most 
important molecular organic p-dopants and whether they hold the balance 
between lifetime and performance will be discussed in Section 3.2.3.

The same is true for n-doping with strongly reductive metallic elements, 
which can easily diffuse in the fabricated thin fi lms. Two alkali metal doping 
approaches are established, using the elemental metal or in form of its salts. 
Either the doping material is co-evaporated together with an organic mate-
rial from a dispenser source forming a mixed layer or it is evaporated as 
electron-injecting layer additionally on the matrix material. In both cases 
diffusion processes are present, enhanced by the fact that deposition of the 
metal contact releases thermal energy. Thus the device performance is sig-
nifi cantly reduced.21

A commonly applied doping method is the Alq3/LiF/Al-system, where 
the different layers are deposited one after another. Here, it is worth noting 
that the deposited LiF is not primarily responsible for the doping effect. 
Hung and co-workers concluded from photoelectron spectroscopy (PES), 
in particular X-ray photoelectron spectroscopy (XPS), that LiF remains 
undissociated after deposition on Alq3.22 The doping effect occurs during 
subsequent deposition of the aluminium cathode in a secondary interfacial 
reaction within the Alq3/LiF/Al system.23

A detailed study about evaporated surface layers of metallic lithium was 
published by Parthasarathy et al.24 They found that a layer of Li below the 
cathode subsequently dope the electron transporting organic thin fi lms by 
diffusion into the organic. Lithium is rather mobile in organic layers because 
of its low van der Waals radii of 181 pm.25 Diffusion processes are reduced 
if doping is carried out with larger (alkali) metal atoms, such as caesium 
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(van der Waals radius of 343 pm).26 Indeed, caesium is widely used, for 
instance by co-evaporation of elemental caesium, caesium salts, or alloys. 
Cs doped devices are less sensitive to temperature, but migration cannot be 
eliminated entirely.

Bipolar devices like p-i-n and p-n junctions require stabile molecular 
dopants of a suffi cient molecular size, to suppress the migration through the 
layer. Molecular dopants are suitable to overcome undesirable dopant dif-
fusion. Another general aspect is the dopant volatility: although the dopant 
material must have suffi cient vapour pressure for the co-evaporation 
process, a too high volatility can lead to problems during evaporation. 
Chamber contamination and pollution of subsequent layers can be the 
result. If dopant residuals are present in subsequently deposited layers, 
excitons can be quenched, leading to reduced device effi ciency.27 Volatile 
complex compounds of metals in low oxidation states, having an ionisation 
energy lower even than that of the caesium, are suitable candidates for this 
application.28

Beside molecular n-dopants a third class of compounds appeared. The 
initial substance is merely a precursor without having any doping effect. 
The precursor can be applied as usual by co-deposition, but needs a cofactor 
to be transformed into the active species. This happens in situ either by 
illumination or heating during co-evaporation. The precursors have EHOMO 
values below the redox potential of oxygen (−4.3 eV). Since these are inert 
towards oxygen in air, handling of the precursor compounds is more con-
venient. For example, the triphenylmethane based leucocrystal violet is 
irreversibly transformed by electron release into its cationic form, con-
fi rmed by mass spectrometry and optical spectroscopy.29 A possible precur-
sor is leucocrystal violet (LCV), that requires irradiation with white light. 
Thus photo-induced charge transfer provides n-doping effect in situ. Alter-
nately, crystal violet (CV) is converted by the evaporation process into its 
active form.30 On one hand, these dopants do not tend to migrate through 
the layer, on the other hand they suffer from their limitation to relatively 
low-lying hosts. Electron transport materials ideally have a large HOMO–
LUMO gap to avoid parasitic absorption. This fact leads to rather high 
LUMO energy levels which also depend on the application. Electron trans-
port materials in OSC have transport levels of approximately −4 eV, whereas 
in OLED LUMO levels of −3 eV are required. Stronger donor molecules 
are needed to achieve higher conductivities and larger Fermi level shifts. 
Furthermore the doping effi ciency is partially depending on additional 
parameters, such as the infl uence of the corresponding cofactors.

Discovering molecules with a proper HOMO level is still a challenging 
task. Owing to these limitations, only a couple of molecular structures are 
proven in literature to be useful as n-dopants in organic semiconducting 
devices. However, the advantages and drawbacks strongly infl uence the 
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properties of doped layers. In addition to other factors, such as host material 
infl uences, the behaviour of the most important dopants will be discussed 
in the next subsection.

3.2.3 Properties of doped layers

Doping of organic semiconductors offers two striking advantages: by doping, 
the conductivity can be controlled and enhanced for orders of magnitude. 
Secondly, the Fermi energy level of a conducting electrode can be shifted 
towards the transport level of the corresponding layer, thus injection bar-
riers are lowered. The fi rst advantage of increased conductivities will be 
presented in the following.

Phthalocyanines supported by different central metal ions are appropri-
ate models for studies of optoelectronic effects. This compound class is 
known as stable semiconductor and can be effi ciently doped. In particular 
zinc phthalocyanine (ZnPc) is one of the best investigated materials in 
organic electronics. In one of our studies, ZnPc was doped with F4-TCNQ 
and investigated by different techniques.31 The comprehensive conclusions 
of this model system are summarised here and are generally valid for doped 
organic semiconductors. A simple investigation is the lateral fi lm conductiv-
ity, measured in situ in coplanar contact geometry while the (doped) layer 
is growing. The conductivities of doped layers cover a range of three orders 
of magnitude depending on the mixing ratio of F4-TCNQ, as shown in 
Fig. 3.7.32 The highest conductivity is observed at 10 mol% doping ratio with 
2 × 10−2 S/cm. Even the lowest doping concentration of 0.2% yields a con-
ductivity of 3 × 10−5 S/cm that is still signifi cantly higher than in an undoped 
layer (10−10 S/cm). Comparing crystalline and amorphous ZnPc phases, it 
has to be pointed out that the amorphous phase comprise lower intermo-
lecular interaction and order.33 This is indicated by the peak separation in 
the absorption spectrum of thin layers. The peak separation is smaller in 
amorphous phases than in crystalline layers (in Fig. 3.8 (a)).34 This fact cor-
relates with the mobility model of different phases as already discussed 
before. The comparison of doped amorphous and crystalline ZnPc fi lms 
clearly reveals that crystalline layers generally provide higher conductivi-
ties. Despite the fact that charge transport in amorphous layers is hindered, 
other host material properties have to be considered with respect to appli-
cation in devices: the strong parasitic absorbance makes ZnPc unsuitable 
for charge transport applications in optoelectronic devices.

Therefore we investigated several amorphous hole transport materials in 
combination with F4-TCNQ. It turned out that the doping concept works 
with a large number of hole transport materials as well. Some alternative 
amorphous charge transport materials are presented for comparison in 
Table 3.1, including a comparison with the TCNQ dopant. Conductivities 
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3.8 (a) Absorption spectra of a 50 nm thick ZnPc fi lm prepared at 
room temperature (RT, 25 °C) and at low substrate temperature (LT, 
−150 °C). While the former preparation results in a crystalline fi lm, an 
amorphous fi lm is obtained for the latter. The lowest line (dash dot) 
shows the absorption spectrum of ZnPc in solution. (b) Dependence of 
the conductivity of the molar doping ratio for the RT and LT samples. 
Reprinted fi gure with permission from: Maennig B, Pfeiffer M, 
Nollau A, Zhou X, Leo K, Simon P, ‘Controlled p-type doping of 
polycrystalline and amorphous organic layers: Self-consistent 
description of conductivity and fi eld-effect mobility by a microscopic 
percolation model’, Phys Rev B, 2001, 64, 195208.
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Table 3.1 Comparison of the corresponding ionisation potential (IP), 
conductivities (σ), charge transfer degree (Z) in various combinations of hole 
transport materials and p-dopants. The doping ratio is always 2 mol%

Matrix
p-dopant

ZnPc m-MTDATA TPD MeO-TPD

F4-TCNQ TCNQ F4-TCNQ

IP 5.1 5.1 5.1 5.4 5.1
Z 1 0.2 1 0.64 0.74
σ (S/cm) 1 × 10−3 1 × 10−6 3 × 10−7 1 × 10−7 1 × 10−5

Reprinted with permission from: Walzer K, Maennig B, Pfeiffer M, Leo K, 2007, 
‘Highly effi cient organic devices based on electrically doped transport layers’, 
Chem Rev, 107, 1233−1271. Copyright 2007, American Chemical Society.

ranging from 1 × 10−7 to 1 × 10−3 S/cm were obtained with the same doping 
ratio, but using diverse matrix materials. The differing conductivities are 
discussed in the following, considering energy levels and the charge transfer 
degree (Z).

Application in optoelectronic devices require wide gap materials with 
large energy difference between HOMO and LUMO (EHOMO–LUMO), since 
light absorption in transport layers is undesirable in OLED and OSC. Given 
that these materials have to form amorphous layers, it is not surprising that 
the charge carrier mobility is much lower. Thus the conductivity is also 
much lower than that of polycrystalline materials. On the other hand, 
doping gives rise to suffi cient conductivities in thin layers. For instance, 
doping of TDATA with F4-TCNQ in different molar concentrations results 
in conductivities between 4 × 10−7 S/cm and 6 × 10−6 S/cm (doping ratio 
1–7%).35 Conductivities of un-doped TDATA-fi lms are below 10−9 S/cm, 
which proves that the doping concept works in amorphous materials as well. 
The change of TDATA absorption upon doping has also been demon-
strated. Doped thin fi lms on quartz substrates show additional very weak 
absorption peaks, that can be attributed to TDATA cations or charge trans-
fer (CT) complexes, but overall the fi lm remains transparent above 400 nm.

The doping effi ciency is crucial, especially for transparent hole transport 
materials with low ionisation potential (IP = 5.0–5.7 eV; IP ≈ −|EHOMO|). The 
charge transfer degree can roughly be deduced from IR spectra, where the 
ratio of ionised to neutral dopant molecules can be observed on the base 
of C–N stretching oscillations. This absorption is quite sensitive to elec-
tronic changes of the molecule; hence both species have characteristic 
absorptions peaks at different stimulation energies. A completely disap-
pearing absorption of the neutral molecule indicates full charge transfer 
with a relative doping yield of Z = 1, whereas small Z numbers indicate 
inhibited charge transfer, which can originate from less suitable orbital 
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levels. Therefore two absorption peaks in the IR are present; their relative 
intensities are used for the estimation of Z. Table 3.1 gives an overview of 
the ionisation potential, the doping effi ciency (Z) and conductivity (σ) for 
some material/p-dopant combinations. The role of the energy level of the 
participating frontier orbital becomes obvious in Table 3.1. Co-evaporation 
of ZnPc with 2% TCNQ (Z = 0.2, σ = 1 × 10−6 S/cm) results in much less 
effi cient doping than using F4-TCNQ (Z = 1) in the same concentration.36 
Although both samples are polycrystalline, a three orders of magnitude 
lower conductivity (1 × 10−6 S/cm) is observed. The fl uorine substitution in 
F4-TCNQ lowers the LUMO level for 0.5 eV and makes this dopant suit-
able for other transparent hole transport materials having higher ionisation 
potentials like TPD.37 Owing to the higher ionisation potential of TPD 
(5.4 eV), only a moderate charge transfer (Z = 0.64) and lower conductivity 
(1 × 10−7 S/cm) is demonstrated than in the case of F4-TCNQ.38 Slightly 
higher conductivity (3 × 10−7 S/cm) can be found for m-MTDATA.39 The 
methoxy substituted hole transport material MeO-TPD shows structural 
analogy to TPD, but bears electron donating groups that cause a lower 
ionisation potential of 5.1 eV. In amorphous fi lms of MeO-TPD doped with 
2% F4-TCNQ high conductivities of 1 × 10−5 S/cm are found, which makes 
this material attractive for device applications.40

Although F4-TCNQ is verifi ed to be a powerful p-type dopant, it has 
some drawbacks. Because of diffusion, the conductivity of F4-TCNQ doped 
layers is not suffi ciently stable especially at elevated temperatures. There-
fore F4-TCNQ doped layers exhibit reduced device lifetime.41 The second 
drawback is related to the evaporation behaviour. The substitution of two 
fl uorine atoms in F4-TCNQ by even more electron-withdrawing cyano 
groups (C≡N) results in the related structure F2-HCNQ.42 The LUMO 
energy level is further lowered for 0.26 eV upon this modifi cation. Compar-
ing both dopants, the driving voltages are lower (4.9 V at 10 mA/cm2) than 
the corresponding devices incorporating F4-TCNQ (5.0 V at 10 mA/cm2) 
at given current densities. Overall the alternative dopant leads to higher 
power effi ciency values. With respect to thermal stability of doped fi lms, 
temperature-dependent conductivity measurements are performed. 
F2-HCNQ doped fi lms keep on conducting up to 85 °C, whereas the con-
ductivity of the F4-TCNQ doped system dramatically drops above 65 °C. 
Unfortunately no information on the device lifetime is given; this may not 
differ from F4-TCNQ due to only marginal changes of the molecular shape.

A further highly fl uorinated dopant based on the 2,6-naphthoquinone 
motive appeared recently in the literature, named F6-TNAP.43 Beside the 
synthesis, a detailed characterisation of doped thin fi lms is reported. When 
applying doping with F6-TNAP in OLED devices, the current voltage char-
acteristics (I/V) show reduced driving voltages. Within our search for other 
dopant materials, we investigated doping properties of the fullerene 
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derivative C60F36.44 It has been demonstrated that this material is well suited 
for p-type doping, showing OLED and OSC effi ciencies comparable to 
devices with the commonly used F4-TCNQ. The advantages of lower vola-
tility and therefore avoiding contamination of subsequently deposited 
layers are proven by UV photoelectron spectroscopy (UPS) and XPS 
(Fig. 3.9). Only if F4-TCNQ is present in the chamber, XPS measurements 
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3.9 (a) Molecular structure of a C60F36 isomer determined from single-
crystal X-ray diffraction data.44 (b) UPS/XPS investigations of intrinsic 
MeO-TPD layers, made in a dopant-free chamber (top), or in a 
chamber equipped with either C60F36 (middle), or F4-TCNQ in unheated 
crucibles (bottom).
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verify fl uorine traces by a strong HOMO level shift (0.53 eV). Owing to the 
larger size of the fl uorinated fullerene, dopant diffusion within the matrix 
is minimised.45 This leads to higher thermal stability even at elevated tem-
peratures, which is benefi cial for device stability during operation. In com-
bination with BF-DPB as the host material, doping with C60F36 is remarkably 
stable up to the glass transition temperature of the matrix material (160 °C).

The problem of dopant migration affects n-type doping as well. Metal-
doped organic bulk layers as electron-injecting layers were investigated by 
the group of Kido.21 Highly reactive metals (Li, Sr and Sm) were applied 
in the transport interlayer between the electrode and the emitter layer. 
They also point out problems of doping with Li: owing to dopant migration 
from the charge transport layer (Alq3) into the emission layer, the lumines-
cence is quenched.

First n-type doping with molecular dopant was achieved with NTCDA 
as host doped with BEDT-TTF.46 The conductivity was increased by two 
orders of magnitude and a shift of the Fermi level of 0.2 eV towards the 
transport level was realised. In UPS studies doping of two kinds of semi-
conductors was investigated. While the doping effect of TTN on F16ZnPc is 
revealed, mixed layers of Alq3 and TTN showed no signifi cant doping 
effect.47 Considering the energy levels, these results indicate that the energy 
parameters match the TTN/F16ZnPc couple, whereas the HOMO level of 
TTN is too low for effi cient n-type doping of the Alq3 matrix.

I–V measurements, UPS, XPS and inverse photoemission spectroscopy 
(IPES) were used to investigate the doping effect of bis(η5-cyclopentadienyl)
cobalt(II) (CoCp2) in a TT-HAT matrix.48 The matrix electron affi nity (EA 
≅ −|ELUMO|) was determined to be 4.6 eV, which has a good fi t with the 
HOMO energy level of CoCp2 (−4.1 eV). In a two single-layer device struc-
ture matrix doping affected the current density to rise for three orders of 
magnitude. UPS data demonstrate a 0.56 eV shift of the Fermi level towards 
the matrix transport level. Electron-rich complexes are promising volatile 
n-type dopants, as demonstrated by Elliott and coworkers.49 To deduce the 
HOMO energy level, cyclic voltammetry (CV) measurements were carried 
out on the complex compounds Cr(bpy)3 (−3.14 eV) and Cr(TMB)3 
(−2.85 eV). Additionally, UPS and XPS were applied for the ruthenium 
compound Ru(terpy)2. For the latter complex electrochemical data indicate 
a HOMO level of −3.10 eV, while the values from XPS and UPS are slightly 
higher, but in good agreement with each other (3.32 and 3.38 eV, respec-
tively). Although Ru(terpy)2 dopes narrow gap matrix materials having low 
LUMO energy levels, this material is inappropriate for doping of wide gap 
electron transport layers (−3 eV). Effi cient n-type doping was also observed 
applying volatile complexes of the general formula M2(hpp)4 (M = Cr or 
W). In order to compare both dopants, conductivity and Seebeck (thermo-
voltage) measurements on doped C60 were performed.50
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When applying LCV as doping agent in C60 matrices both activation 
procedures lead to conductivities around 1.3 × 10−2 S/cm and 8 × 10−3 S/cm, 
respectively.27 In a further study, the cationic dye pyronin B chloride was 
utilised as dopant in a NTCDA matrix.51 Analogously to earlier investiga-
tions of TTN in NTCDA conductivities of up to 1.9 × 10−4 S/cm were meas-
ured, two orders of magnitude higher than achieved by doping with TTN. 
The active doping species was found to be leuco pyronin B, generated 
during sublimation of pyronin B chloride.

Very recently the Bao-group presented N-DMBI as precursor for effec-
tive n-type doping.52 Similar to the later compounds, hydrogen- and/or 
electron-transfer reaction mechanisms are assumed for effective doping of 
the well-known n-channel semiconductor PCBM in solution processed 
organic photovoltaic devices. In air stable n-type OFET the conductivity 
was signifi cantly increased.

The potential of in situ generated dopants was evidenced by our group 
combining conductivity, fi eld effect and Seebeck measurements with acrid-
ine orange base (AOB) as dopant.53 The highest conductivity was observed 
after dopant activation by illumination during the fi lm growth and thermal 
annealing of the sample. Doping in a molar ratio of 6%, the thin fi lm con-
ductivity of C60 was enhanced by more than six orders of magnitude com-
pared to the undoped C60. The irreversible electron transfer from the AOB 
dopant to the C60 matrix in codeposited fi lms is demonstrated by near 
infrared (NIR) and Fourier transform infrared (FT-IR) spectroscopy. When 
exciting AOB by illumination, an AOB radical cation is formed and the 
electron is transferred to C60.

3.2.4 Interfaces to doped semiconducting organic 
thin fi lms

Substrate interfaces and surface effects are crucial for thin fi lm conductivi-
ties. Ohmic contacts are generated if the work function of conductive elec-
trode material aligns with the host’s LUMO (electron transfer) or HOMO 
level (hole transfer), respectively. The work functions of most intrinsic 
organic semiconductors strongly depend on the substrate materials54 as well 
as surface pre-treatment.55 Thus the choice of substrates and materials is 
somewhat constrained. Here, the second advantage of doped layers is rel-
evant for interface phenomena, for instance at an electrode surface. The 
UPS/XPS technique is a very useful tool to investigate such interface effects 
at metal/organic interfaces. An organic layer is deposited on the substrate 
in several steps and the layer is characterised by UPS/XPS after each 
growth step. The profi le of the energetic structure inside a complete func-
tional device stack can be determined in this way, as shown for an OLED.56 
The fi rst study about metal/organic interface properties with doped layers 
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was published in 2001, comparing intrinsic and doped ZnPc on ITO (indium 
tin oxide) and gold.57 The most important observations for the differences 
of doped/undoped ZnPc on ITO are presented in the following. As shown 
in Fig. 3.10, the ionisation potential (IP) of the matrix material is not 
affected upon doping and remains unaltered at 5.5 eV. No accumulation of 
dopant molecules at the surface is observed since the interface dipole is of 
the same sign with similar value. Most important, the Fermi level (EF) is 
shifted for 0.6 eV toward the transport states in the doped ZnPc layer 
(right) compared to the neat ZnPc layer (left). This is in accordance to the 
classical model known from inorganic semiconductors, where a thickness 
dependent energy alignment is found when a semiconductor is contacted 
to conducting substrates.7
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3.10 Energy level profi le of the contact between ITO/i-ZnPc (a) 
and ITO/p-ZnPc (b) obtained from UPS and XPS measurements. 
Reprinted from: Blochwitz J, Fritz T, Pfeiffer M, Leo K, Alloway D M, 
Lee P A, Armstrong N R, ‘Interface electronic structure of organic 
semiconductors with controlled doping levels’, Org Electron, 2001, 2, 
97−104. Copyright 2001, with permission from Elsevier.

�� �� �� �� �� ��



120 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

A further impact of doping is a much stronger energy level bending in 
the space close to the interface. Additionally the space charge layer is sig-
nifi cantly decreased from >15 nm for intrinsic ZnPc to <5 nm by doping of 
ZnPc. The space charge layer is now very thin so that charge carriers can 
easily tunnel through. The existence of a contact barrier is strongly refl ected 
in the comparison of the device performance (Fig. 3.11). In a detailed study 
the energy level alignment using different substrates was investigated, while 
varying the dopant concentration. In this investigation, PES was also 
employed to gain thickness resolved information about interfaces to 
F4-TCNQ doped MeO-TPD layers.40 The results of the energy alignment 
are summarised in Table 3.2. Independent of the substrate, even moderate 
doping ratios yield a charge carrier density high enough for energetic align-
ment. This means interface effects as well as the substrate work functions 
have less relevance, since the Fermi energy can be adjusted by the dopant 
concentration. Thus, the choice of substrates and materials is no longer 
constrained in order to get ohmic contacts. This fact has also relevance in 
the case of organic/organic junctions, which will be discussed in the next 
section.

3.3 Doped organic p-i-n devices

Our approach is to employ doped layers (p/n) for charge transport and 
undoped photoactive layers (i). The intrinsic active layers are sandwiched 
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3.11 Comparison of I/V characteristics of ITO/p-ZnPc and ITO/i-ZnPc 
devices. Reprinted with permission from: Walzer K, Maennig B, 
Pfeiffer M, Leo K, 2007, ‘Highly effi cient organic devices based on 
electrically doped transport layers’, Chem Rev, 107, 1233−1271. 
Copyright 2007, American Chemical Society.

�� �� �� �� �� ��



 Doping effects on charge transport in organic materials  121

© Woodhead Publishing Limited, 2013

Table 3.2 Experimental results from the measurement of the space charge 
layer thickness (W ) and different energy level parameter depending on the 
doping concentration

Dopant conc. (mol%) W (nm) Φ0 (eV) Φ (eV) eVb (eV)

3 8 ± 1 1.5 0.84 0.66
6 5 ± 0.5 1.36 0.47 0.89

17 2.8 ± 0.3 1.63 0.38 1.25
27 0.6 ± 0.2 1.75 0.35 1.40

Reprinted with permission from: Olthof S, Tress W, Meerheim R, Lüssem B, 
Leo K, ‘Photoelectron spectroscopy study of systematically varied doping con-
centrations in an organic semiconductor layer using a molecular p-dopant’, 
J Appl Phys, 2009, 106, 103711. Copyright 2009, American Institute of Physics.

between wide gap p-doped hole and n-doped electron transport layers. This 
arrangement results in the p-i-n stack structure, according to Fig. 3.12. A 
general operation principle is shown there schematically as well. The use of 
transparent doped layers offers several advantages. The whole device can 
be made thicker and surface irregularities are levelled, reducing shortcuts 
(which are often a problem in organic devices). Additionally the wide gap 
layers can act as exciton blocking layers. The most striking issue is the opti-
misation with respect to thin fi lm optics. Thickness variation of the transport 
layers leads to controlled placement of the photoactive layer in a position 
between the contacts, where constructive interference conditions are ful-
fi lled. Merging all these aspects leads to signifi cantly improved device per-
formance. The optimised fi eld distribution can reduce parasitic absorption 
and helps to harvest more photons in the light-absorbing layer of solar cells, 
or more photons are coupled out in case of OLED, respectively.

3.3.1 Organic p-n homojunctions

In the fi eld of semiconducting devices, the p-n homojunction represents the 
archetypal device, which is also broadly used in inorganic silicon-based solar 
cells. In this context it is interesting to determine whether organic p-n junc-
tions can also be described by the Shockley model. Such a device uses the 
same matrix material in both doped regimes and behaves as typical diodes. 
Though the device architecture seems to be quite simple, the realisation of 
a stable and reproducible ambipolar doped organic homojunction was chal-
lenging for a long time. In particular the lack of suitable dopants with 
proper energy levels in combination with the matrix material was a hin-
drance, accompanied by the problem of dopant diffusion. In view of the 
energy levels, the matrix ELUMO must be aligned below the n-dopant’s 
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3.12 The fi gure shows the typical p-i-n structure (a), including an 
adumbrated standing wave. (b) The corresponding (simplifi ed) energy 
level diagram is shown. (Note: the scheme gives an overview of the 
individual energy levels of the materials with respect to each other.) 
The operating principle of OSC and OLED including the corresponding 
single steps is shown therein. OSC: 1 light absorption; 2 exciton 
generation; 3 exciton separation and charge generation; 4 charge 
transport; 5 charge extraction. OLED (reverse order): 5 charge 
injection; 4 charge transport; 3 exciton formation; 2 radiating exciton 
recombination; 1 light emission.

HOMO level, while the matrix EHOMO level must be close to the p-dopant’s 
LUMO level, respectively.

An investigation of homo diodes holding these requirements was reported 
in 2005 by Harada and co-workers.58 Since the matrix material must fi t to 
the dopant energy levels, the organic matrix material should have a small 
energy gap (ΔEHOMO–LUMO). ZnPc was chosen which is additionally charac-
terised by high mobility for both, holes and electrons. A p-i-n HOMO 
device is shown involving ZnPc doped with Ru(terpy)2 for n-doping and 
F4-TCNQ for p-doping. A rather thick un-doped ZnPc layer was inserted 
between the p and n layers as a blocking junction to achieve good rectifi ca-
tion of the diode. For a thin or no blocking layer, the narrow space-charge 
layers would cause tunnelling and lead to an ohmic junction. Apart from 
the temperature dependence of the diode parameters, the device character-
istics of the p-i-n junctions are to some extent adequately described by the 
Shockley equation. Capacitance–voltage measurements of the organic 
HOMO junction imply a very high built-in voltage of at least 0.8 V, 
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noticeably higher than the open circuit voltage (VOC) in ZnPc/C60 p-i-n 
hetero junction structures (VOC = 0.5 V).59 Remarkably higher voltages (VOC 
= 1.1 V) were observed in homo junctions containing pentacene as matrix 
material.60 The energy gap (ΔEHOMO–LUMO) in pentacene is larger than in 
ZnPc and the LUMO level is slightly shifted upwards. Effi cient doping 
becomes possible if the n-dopant’s ionisation potential is further reduced 
by about 0.1–0.2 eV. This was achieved by attaching electron donating tert-
butyl groups in the 4,4″-positions of the 2,2′ : 6′,2″-terpyridine ligand. The 
resulting Ru(tBu-terpy)2 complex has been proven to be a stronger electron 
donor than Ru(terpy)2.

Depending on the matrix material, light-emission can be observed as well. 
The fi rst organic light-emitting p-n homojunction diode was realised using 
Ir(piq)3 as matrix. The homo-OLED demonstrated emission around 660 nm 
at a low electroluminescence onset voltage of 1.8 V.61 Unfortunately the 
overall performance was low compared to standard red heterojunction 
OLED. It is assumed that one of the reasons for the low current effi ciency 
(0.2 cd/A at 100 cd/m2) and quantum effi ciency is the imbalanced mobilities 
of holes and electrons.

3.3.2 OLEDs with doped layers

The fi rst organic thin fi lm heterojunction OLED developed by Tang and 
Van Slyke consisted of a hole transporting and an electron transporting 
layer. The latter was also the light emitting zone of the device.62 This simple 
stack was placed between ohmic electrodes, a high work function transpar-
ent anode and a refl ective cathode with a low work function. This funda-
mental concept remained more or less unaltered to the present day. 
Meanwhile the device structure is somewhat more sophisticated with spe-
cialised layers for different intended purposes. This is the reason for rapidly 
grown effi ciencies, especially compared with the fi rst OLED. The effi ciency, 
which is closely related to the driving voltage, is one of the most important 
OLED parameters. The voltage is basically corresponding to the energy of 
the emitted light plus a term that is related to the exciton binding energy. 
Furthermore injection barriers and charge transport losses have to be taken 
into account. Doping is one of the most promising ways to reduce the latter 
loss mechanisms.

Related to our fi rst experiments with molecular dopants and their use in 
organic semiconductors, application in functional devices was the next step. 
In fi rst experiments the simple structure used by Tang and Van Slyke was 
adapted by Blochwitz and co-workers to test the applicability of doping of 
evaporable small molecules.63 An OLED including F4-TCNQ doped 
vanadyl phthalocyanine (VOPc) as hole transport layer showed a signifi cant 
decrease of driving voltage, even at low doping concentrations ranging from 
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0.5% to 3% (Fig. 3.13). The materials back then quickly turned out to be 
unsuitable for application in OLED and material development started. For 
instance, the hole injection and transport materials used nowadays are 
amorphous materials, based on the triarylamine moiety. Since this com-
pound class exhibits a high degree of freedom with respect to the rotation 
of each rigid phenyl ring (or other aromatic rings), predominantly amor-
phous glasses are formed by this substances, which is a benefi t for formation 
of smooth amorphous layers. An overview about successfully used materials 
in hole transport layers is given in a work of Shirota.64

The next stage towards devices with higher effi ciency is expanding the 
benefi cial strategy by additional n-doped charge transport layers. Placing 
the undoped intrinsic emitter materials between p-doped hole and n-doped 
charge transport layers leads to the p-i-n structure. The concept of sand-
wiching the intrinsic layers between charge transport layers offers several 
advantages. However, some problems related with the structure are present 
as well. An imbalanced charge carrier injection can lead to accumulation 
of charge carriers and thus exciton quenching can occur. These problems 
can be solved by smart device architectures. Insertion of blocking layers 
between the charge transport and the emission layer is one approach to 
counteract these limitations. A balanced charge carrier concentration and 
lower driving voltage can be the result. Furthermore, formation of interface 
exciplexes and exciton loss can be avoided by using wide gap materials. The 
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ratios. With permission from: Blochwitz J, Pfeiffer M, Fritz T, Leo K, 
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p-i-n structure is then extended to fi ve different layers. An Alq3 emission 
layer embedded between intrinsic Bphen and TPD for electron or hole 
blocking, respectively, was used with p-doped m-MTDATA and Li doped 
Bphen as charge transport layers.65 The device showed excellent I/V char-
acteristics with an exponential luminescence voltage dependence up to a 
brightness of 1000 cd/m2. Brightness of 100 cd/m2 was achieved at 2.55 V, 
only slightly above the corresponding photon energy. Going from the p-i-i 
to the p-i-n structure, one can clearly see in Fig. 3.14 that the same lumi-
nance is achieved at lower voltages, caused by improved electron transport 
in the p-i-n device.

Generally p-i-n devices can be improved by doping with more effi cient 
and stable dopants. This concerns the morphologic stability of the doped 
layer and migration of dopant molecules, especially with rising temperature 
during operation.43 An investigation of the Forrest group revealed the 
reduced lifetime of doped devices in comparison to undoped devices using 
a thermally stable emission layer. This indicates that p and n dopants can 
lead to accelerated device degradation. The extrapolated operational life-
time of Li doped p-i-n and undoped devices are estimated to 18 000 and 
60 000 h, respectively.66 Some demonstrations of more effi cient dopants with 
commercial origin are published, but without disclosing the structure.67 
Meanwhile lifetimes in monochromic OLED are limited by the emission 
layer lifetime, indicating that doped layers are no longer the limiting device 
element. A red OLED having a lifetime of over 17 000 h at a brightness of 
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500 cd/m2 and 80 °C is reported by Novaled. Even higher lifetime values up 
to 1 000 000 h can be expected at room temperature and 1000 cd/m2 bright-
ness. Applying the same conditions, blue and green emission OLED with 
lifetimes of 22 000 h and 200 000 h, respectively, are reported. It is expected 
that doped devices can have higher stability due to lower ohmic dissipation 
and more stable interfaces.

In white emitting OLED, doping of transport layers mainly enhances the 
device power effi ciency, which is an important parameter for energy saving 
in the lighting sector. A breakthrough in overall device power effi ciency of 
90 lumens per watt at 1000 cd/m2 brightness was reported in 2009.68 At this 
value, OLED exhibit higher effi ciency than fl uorescent tubes (60–70 lm/W), 
the current benchmark for novel light sources.

The benefi cial effect of doping on interface properties offers a wider 
choice of substrates, including cheaper and rougher ones. Meanwhile a large 
amount of publications deal with doped layers in OLED and only the most 
important work can be presented here. For more information, we refer to 
a review published in 2009.69

Top emitting (inverted) OLED, where the light is emitted away from the 
substrate, is rather interesting for large-scale and mass production, on 
metallic foils for instance. Due to the doping concept, thick charge trans-
port layers can be realised in such devices, supported by two advantageous 
facts: deposition of the ITO top contact usually induces thermal stress onto 
the sub-layers and can damage the stack. If deposition takes place onto a 
thick transport layer, it acts as sacrifi cial layer and protects the sensitive 
emitter/blocker system from damage during the sputtering processes. 
Another approach is to use very thin transparent metal contacts. The 
choice of transparent cathode materials is expanded in context to the cath-
ode’s work function. On the other hand, the possibility of adjusting differ-
ent layer thicknesses allows the formation of micro-cavities. Here, the 
emission layer is moved to a position between the contacts, where con-
structive interference conditions are fulfi lled. The light outcoupling can be 
improved by optimisation of the hole and the electron transport layer 
thickness.70 One example for such an optimisation is shown in Fig. 3.15. 
Here the simulated light emission is depending on the thickness of spacer 
layer and on the light-out-coupling capping layer. The variation of both 
thicknesses leads to formation of two cavities, where the device effi ciency 
is maximised.

3.3.3 OSCs with doped layers

Unlike in classical silicon solar cells, in OSCs charge carriers are not 
directly generated by illumination. Instead an organic molecule in the light-
absorbing layer gets excited und the created exciton migrates through the 
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3.15 Normalised light transmission at the wavelength of 510 nm as 
a function of capping and spacer 1 layer thickness calculated based 
on the following OLED structure: Ag (80 nm)/spacer 1(Y nm)/emitter 
(15 nm)/spacer 2 (35 nm)/Ag (15 nm)/capping layer (X nm). The 
refractive index of all organic materials used is assumed to be 1.75. 
Reprinted with permission from: Huang Q, Walzer K, Pfeiffer M, 
Lyssenko V, He G, Leo K, ‘Highly effi cient top emitting organic light-
emitting diodes with organic outcoupling enhancement layers’, Appl 
Phys Lett, 2006, 88, 113515. Copyright 2006, American Institute of 
Physics.

absorber layer, as illustrated in Fig. 3.12.71 To overcome the exciton binding 
energy (0.2–0.5 eV), fi eld strengths of 106 V/cm would be necessary to 
enforce charge separation. Since such a large fi eld is not available in OSC, 
an effi cient hetero-junction is needed instead, where the charge separation 
takes place at the interfaces of two different organic materials. At these 
interfaces the exciton is separated and two charges (h+/e−) are generated. 
The electron is collected in the acceptor material, whereas the hole migrates 
into the donor material. The exciton diffusion length is limited in organic 
materials, thus the active light-absorbing layers are narrow.

Utilisation of undoped intrinsic materials in the middle of two transpar-
ent doped transport layers results in the p-i-n stack structure. Since photons 
are exclusively absorbed in the photoactive region, migration pathways to 
the hetero interface are short and parasitic absorption is avoided. The wide 
gap charge transport materials act as a membrane for the corresponding 
charge: excitons are refl ected and can diffuse to the hetero junction inter-
face. The major benefi t of using transparent window layers addresses optical 

�� �� �� �� �� ��



128 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Conversion
contact

Cathode

Electron
transport

Absorber

Absorber

Hole
transport

Hole
transport

Absorber

Absorber
transport

transportHole

Absorber

Absorber

Cathode

Electron

Electron

transport

ITO
Glass

ITO
Glass

Single p-i-n cell

Tandem p-i-n cell

Sub-cell

Sub-cell

3.16 Ideal single cell and tandem stack structure with an indicated 
optical standing wave.

thin fi lm phenomena (Fig. 3.16). The incoming light can partially pass 
through the photoactive region and is back refl ected at the metallic cathode. 
Considering this interference state as standing wave within the solar cell, 
the photoactive layers can be placed in the maximum of the optical fi eld 
distribution. The placement of the light-absorbing layers into the maximum 
of the standing wave is realised by thickness variation of the transparent 
charge transport layers. This concept works in single cells, as well as in 
multi-cells such as tandem cells.

Doped charge transport layers in single cells

A straightforward optimisation of such solar cell devices is motivated by 
simulation of the optical fi eld distribution within the device, as demon-
strated by Maennig and co-workers.72 Using this approach several require-
ments are addressed to the charge transport materials, in particular the 
charge transport properties. Ohmic losses within thin transport layers are 
negligibly small, if the conductivities of the transport layers are higher than 
10−5 S/cm. This is important for operation at low voltages and refl ected in 
the corresponding current/voltage (I/V) relation of the cell. Since OSC 
show the typical diode behaviour, a low series resistance is indicated by 
high slopes with increasing voltages (second quadrant).
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The formation of charge transport layers with suffi cient and stable con-
ductivities can be achieved by controlled doping, as demonstrated before. 
The proof that replacement of light-absorbing charge transport layers by 
wide gap charge transport layers leads to higher device effi ciencies is dis-
cussed in detail here: A n-i-p stack with Me-PTCDI doped with rhodamine 
B for electron transport and F4-TCNQ doped ZnPc as hole transport mate-
rial is used for this example. The photoactive bulk layer consists of a 30 nm 
thick ZnPc : C60 blend (1 : 1). The corresponding device involving the trans-
parent charge transport materials contains MeO-TPD for hole conduction 
and C60 for electron conduction. A thin ZnPc interlayer between the hole 
transport layer and the refl ecting gold top electrode ensures a good ohmic 
contact, but does not contribute to the photo current.73

Figure 3.17(a) depicts the I/V characteristics of both solar cells with the 
same active layer (30 nm ZnPc : C60, 1 : 1). The cell including the low gap 
transport layers exhibits a fi ll factor of 45%, a short circuit current density 
of 3.7 mA/cm2, and an open circuit voltage of 0.45 V. The power conversion 
effi ciency of the low gap cell is 0.75%, whereas the wide-gap cell achieves 
1.32% effi ciency. Since the open circuit voltage (0.46 V) and fi ll factor 
(47%) are nearly the same, the strong effi ciency increase originates from a 
nearly doubled short-circuit current of 6.1 mA/cm2. The high current is 
mainly attributed to a signifi cantly reduced parasitic absorption of the 
transparent charge transport layer, which leads to an increased charge gen-
eration in the light absorbing layer (Fig. 3.17(a)). The contribution of each 
absorber can be observed in the external quantum effi ciency (EQE) of the 
wide-gap cell (Fig. 3.17(b)), where the EQE follows the absorption spectra 
of each absorber material. ZnPc contributes most to the photo current (up 
to 40% EQE) at its absorption peaks at 640 and 700 nm. The second 
absorption is assigned to the relatively low fullerene contribution (17%) 
which appears at the maximum 380 nm. Certainly, it is not ideal to use C60 
in the ETL due to parasitic absorption, but the lower EQE can barely be 
explained by parasitic ETL absorption, since the optical fi eld close to the 
cathode is weak. On the other hand, C60 exhibits generally low absorption 
in the visible range.

This fact is benefi cial for the application of C60 in tandem cells, where this 
light absorbing acceptor material can be used in both photoactive sub-cell 
regions. Regarding the EQE, a second fact with respect to tandem devices 
gets obvious: there is a large gap in the EQE between C60 and ZnPc where 
the cell does not generate charges. These photons in the green region are 
lost, as long as this gap is not fi lled by another absorber. Besides thin fi lm 
optics, the combination of two complementary absorber couples in one of 
the most important issues in the design of tandem devices. The valuable 
application of doped layers in such tandem devices is highlighted in the 
following subsection.

�� �� �� �� �� ��



130 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

−8

−6

−0.6 −0.4 −0.2 0.0

Voltage (V)

C
ur

re
nt

 (
m

A
/c

m
2 )

IP
C

E
 (

%
)

0.2 0.4 0.6

600400 500

Wavelength (nm)

700 800 900
0

10

20

30

40

50

−4

−2

0

(a)

(b)

2

4

6

8

ZnPc 10 nm

p-MeOTPD 1:25 50 nm

p-ZnPc 200 nm

ZnPc:C60 1:1 30 nm

n-MePTCDI 50 nm
ZnPc:C60 1:1 30 nm

C60 10 nm

n-C60 1:100 40 nm

ITO

ITO

Au 30 nm

ZnPc 10 nm

p-MeOTPD 1:25 50 nm

ZnPc:C60 1:1 30 nm

C60 10 nm

n-C60 1:100 40 nm

ITO

Au 30 nm

Au 30 nm

100 mW/cm^2

3.17 (a) I/V characteristics of both solar cells with the same active 
layer (30 nm ZnPc : C60, 1 : 1). (b) EQE of the wide-gap cell. With kind 
permission from Springer Science+Business Media: Maennig B, 
Gebeyehu D, Simon P, Kozlowski F, Werner A, Li F, Grundmann S, 
Sonntag S, Koch M, Leo K, Pfeiffer M, Hoppe H, Meissner D, 
Sariciftci N S, Riedel I, Dyakonov V, Parisi J, Drechsel J, ‘Organic 
p-i-n solar cells’, Appl Phys A Mat Sci & Proc, 2004, 79, 1−14. 
Copyright 2004, Springer Science+Business Media.
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Doped layers in stacked p-i-n cells

p-i-n OSC usually involve thin absorber layers covering only part of the sun 
spectrum. Thus the incident light is not completely absorbed in a single cell. 
To obtain entire photon conversion into electrons, improvements can be 
achieved by connecting two or more sub cells that are connected in series. 
If one assumes no losses, the open circuit voltage of multi-cells can in prin-
ciple be the sum of each individual sub-cell. The total current in this arrange-
ment is limited by the lowest sub-cell current.

In 1990 Hiramoto published the fi rst organic tandem cell made of two 
combined sub-cells with an ultra-thin gold interlayer as recombination 
zone.74 Here the electrons should be converted into holes without loss of 
energy (voltage), for instance by recombination of charge carriers or exciton 
quenching. They found an increase of photocurrent density when the Au 
layer was inserted and a dependence on the thickness of the recombination 
layer. Deposition of metal layers of 0.5 to 2 nm thickness does not lead to 
the formation of closed metal layers. Instead, metal clusters are formed that 
give rise to reduced refl ectance compared to completely closed layers.75

The disadvantage of thin metal layers or metal clusters is the high absorb-
ance and refl ectance. To avoid losses and unbalanced absorption in the 
sub-cells, the recombination contact has to be highly transparent. Here 
highly doped layers can further improve the tandem device performance. 
The p-i-n architecture is also benefi cial particularly for tandem devices. 
By comparing I/V characteristics of tandem cells using metal cluster 
based recombination contacts with those using highly doped contacts, it is 
found that the latter are superior (Table 3.3).76 It turns out that the 
choice of matrix/dopants combinations infl uences the tandem device per-
formance as well. In accordance to theory, the tandem cell with highly 
doped contacts exhibits exactly twice the VOC of the single cell (Fig. 3.18). 
For the reference cells without recombination contact, gold or silver clusters 

Table 3.3 Characteristic values from I-V measurements of prepared solar cells 
including different recombination contacts

Recombination contact UOC (V) JSC (mA/cm2) FF (%)

Single cell 0.85 2.39 48
Ag clusters 1.07 0.89 41
Au clusters 1.35 1.13 41
Highly doped layers 1.70 1.36 48

Reprinted with permission from: Timmreck R, Olthof S, Leo K, Riede M K, ‘Highly 
doped layers as effi cient electron–hole recombination contacts for tandem 
organic solar cells’, J Appl Phys, 2010, 108, 033108. Copyright 2010, American 
Institute of Physics.
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3.18 For comparison, current/voltage curves of not unoptimised 
tandem cells involving different conversion contacts are depicted. The 
tandem device with doped layers exhibits exactly double the VOC of 
the single cell.

for recombination, signifi cant losses in open circuit voltage are observed 
(37%, 20% and 37%, respectively). Using the approach of doped layers 
instead of metal clusters, losses by absorption or refl ection at the recombi-
nation contact have been nullifi ed.

Beside highly doped recombination contacts, doped charge transporting 
spacer layers play an important role for the device effi ciency of tandem 
cells. The p-i-n concept incorporating transparent transport layers gives also 
the freedom to optimise a tandem cell with respect to the optical interfer-
ence pattern. Using a metal-free lossless recombination contact between 
the sub cells, ohmic losses are negligible, but the current limitation is still 
unsolved. The impact of these spacer layers in p-i-n tandem cells on the 
device characteristics is reported as well and will be discussed in the fol-
lowing.77 An ITO/p-i-n/p-i-i/Al structure was used, for adjusting balanced 
sub cell current consisting of two ZnPc and C60 sub cells (Fig. 3.19(a)). In 
this report current–voltage measurements confi rmed optical simulations. 
The current of the second sub-cell near to the ITO electrode can be exactly 
tuned by changing the p-doped transparent layer thickness. Among the 
series of spacer thickness variations, almost constant device parameters 
(FF ≅ 59%, VOC ≅ 1.06 V) were observed. Figure 3.19(b) shows the system-
atically varied spacer layer thickness and its infl uence on the cell perform-
ance. If the sub cells are separated only by the recombination layers 
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3.19 (a) Tandem device structure and (b) effi ciency as function of the 
spacer thickness under illumination with a sun simulator (100 mW/
cm2) and the real sun during outdoor measurements.

(dspacer = 0 nm), both sub-cells are positioned in the fi rst interference 
maximum and the currents of the individual sub-cells nearly match. Making 
the spacer layer thicker (dspacer > 0 nm), the second sub-cell is moved out of 
the maximum and the currents drop, leading to deceased effi ciency. The 
short-circuit current density of the ITO-sided sub-cell limits the perform-
ance and falls to a half of its initial value in the fi rst interference minimum 
(dspacer ≈ 75 nm). Shifting the ITO-sided sub-cell into the second interfer-
ence maximum (dspacer ≈ 140 nm) means JSC gets back to nearly its original 
value.

Since the infl uence on the tandem device performance (energy losses, 
current matching) is well understood, recent investigations have been 
directed towards absorber material variations. To achieve even higher effi -
ciencies, a smart combination of complementary absorber materials 
(C60:green donor/C60:red donor) covering the full visible spectrum is desir-
able. The straight forward application, namely merging the prior described 
concepts, allows effi ciencies above 6%, currently reported in literature.78 
Presently achieved certifi ed effi ciencies, using polymers applied from solu-
tion (8.62%)79 or small molecules deposited in vacuum (9.8%),80 reasonably 
exceed this value, but without disclosing the stack architecture used and 
materials. However, it is worth noting that both values are achieved on an 
active surface area of >1.0 cm2, since such device size is relevant for com-
mercialisation of products.
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3.4 Conclusion and future trends

We demonstrated that the use of doped layers in organic semiconducting 
devices like OLED and OSC leads to superior performance compared with 
undoped devices. Doped layers, in particular transparent charge transport 
layers, provide high conductivities, which is favourable for the device per-
formance. Additionally these devices can be optimised towards thin fi lm 
optics.

Today, doping is successfully applied in commercial OLED products such 
as cellular phones. It is expected to be broadly used in active matrix displays 
of consumer electronics. The same is true for lighting devices, where power 
effi ciency is the key parameter.

Future trends in the fi eld of doping direct towards the development of 
novel doping materials and alternative application methods. Although the 
synthesis and handling of air sensitive n-type dopants are controllable, 
current research is concentrating on more stable dopants. In the face of 
mass production of organic electronics, air stable dopants are desirable, due 
to a reduced expenditure during synthesis, purifi cation and application. 
Modifi cations of dopant molecules with anchor groups lead to surfactants 
that are able to assemble on substrates in an ordered way. With respect to 
OLED and OFET surface assembled monolayers are expected to be of 
assistance.81 These compounds can be applied by vapour deposition or from 
solution.

Merging both advantages, simple and cheap application of light-emitting 
layers from solution and the p-i-n concept using doped electron transport 
layers, new pathways towards mass production are opened.82 It is expected 
that these hybrid OLED devices will lead to further improvements in power 
effi ciency without additional manufacturing complexity. Although the 
vacuum technology is widely established in device manufacturing, molecu-
lar doping may also lead to improvement using alternative solution-based 
methods. Here, doping might be helpful for polymers and small molecule-
based systems, as well. However, independently of the procedure, applica-
tion of doping in a multitude of devices where the p-n junction plays a role 
is not realised so far.83

For advanced or postgraduate students who are interested in organic 
semiconductors, we recommend Organic Molecular Solids (Schwoerer, 
Wolf), providing a well-founded knowledge in this fi eld.84 Pope and Swen-
berg’s Electronic Processes of Organic Crystals is the classic reference in 
the fi eld.6 Beside experimental and theoretical properties of aromatic 
hydrocarbon crystals the book is enriched with recent developments and 
latest practical applications.

The Organic Electronics Association (OE-A) is an information and com-
munication platform for companies and research institutes active in the 
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fi eld of organic electronics in Germany and whole Europe.85 Their goal is 
to tie science, technology and application together. OE-A assists collabora-
tion of OE-A members by exchange of information and experiences and 
by cooperation in projects. They deliver information to interested parties, 
inform politics and the public, and thus increase visibility beyond the com-
munity. R&D activities are promoted while having an eye on future markets 
and technologies. The service ranges from market analysis to the point of 
establishing competitive production infrastructures for organic electronics. 
Additionally education and training course are organised.

Organic Electronics Saxony e.V. (OES) represent the large cluster in 
Saxony and the region of Dresden.86 More than 15 companies and 10 
research institutes are represented in Europe’s largest cluster. The members 
cover the whole value chain for organic semiconductors, starting at univer-
sal fundamental research up to manufacturing technological products. An 
internationally accepted competence network has been formed, which 
focuses on vacuum based deposition technology. OES offers a communica-
tion platform where knowhow can be transferred and specifi c cooperations 
are supported.

The website orgworld.de is meant to give an overview about companies 
and research institutes active in the fi eld of organic electronics.87 Interna-
tional conferences in the fi eld of organic electronics are listed. Worth men-
tioning are the frequently updated record charts in OPV and OLED 
effi ciency. These charts refl ect the evolution of these emerging technologies 
starting from the discovery of lab curios to commercial application.
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3.7 Appendix: compound abbreviations, full names 

and CAS numbers

α-NPD N,N′-Diphenyl-N,N′-bis(α-naphthyl)-1,1′-
biphenyl-4,4′-diamine

123847-85-8

Alq3 Tris(8-hydroxyquinolinato)aluminium 2085-33-8
AOB Acridine Orange Base 494-38-2
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Bphen Bathophenanthroline 1662-01-7
BF-DPB N,N′-Bis(9,9-dimethyl-fl uoren-2-yl)-N,N′-

diphenyl-benzidine
361486-60-4

BEDT-TTF Bis(ethylenedithio)tetrathiafulvalene 66946-48-3
CoCp2 Cobaltocene, bis(cyclopentadienyl)

cobalt(II)
1277-43-6

Cr(bpy)3 Tris(2,2′-bipyridine)chromium 14751-89-4
Cr2(hpp)4 Tetrakis[μ-(1,3,4,6,7,8-hexahydro-2H-

pyrimido[1,2-a]pyrimidinato]
dichromium

200943-63-1

Cr(TMB)3 Tris(4,4′,5,5′-tetramethyl-2,2′-bipyridine)
chromium

661466-64-4

CV Crystal violet 548-62-9
Di-NPD N4,N4′-Bis[4′-(1-

naphthalenylphenylamino)
[1,1′-biphenyl]-4-yl]-N4,N4′-diphenyl-
[1,1′-biphenyl]-4,4′-diamine

292827-46-4

F2-HCNQ Difl uorohexacyanoquinodimethane 29261-34-5
F4-TCNQ Tetrafl uorotetracyanoquinodimethane 29261-33-4
F6-TNAP Hexafl uorotetracyanonaphthoquinodime-

thane
912482-15-6

Ir(piq)3 Tris(1-phenylisoquinoline)iridium 435293-93-9
LCV Leuco Crystal Violet 603-48-5
m-MTDATA Tris[4-[phenyl(3-methylphenyl)amino]

phenyl]amine
124729-98-2

Me-NTCDI N,N′-Dimethyl-1,4,5,8-
naphthalenetetracarboxylic diimide

20958-66-1

MeO-TPD N,N,N′,N′-Tetrakis(4-methoxyphenyl)
benzidine

122738-21-0

Mo(tfd)3 Molybdenum tris[1,2-bis(trifl uoromethyl)
ethane-1,2-dithiolene]

1494-07-1

N-DMBI (4-(1,3-Dimethyl-2,3-dihydro-1H-
benzoimidazol-2-yl)phenyl)
dimethylamine

302818-73-1

NTCDA Naphthalene tetracarboxylic anhydride 81-30-1
PCBM [6,6]-Phenyl-C61-butyricacidmethylester 160848-22-6
Ru(tBu-terpy)2 Bis[4,4′,4″-tris(1,1-dimethylethyl)-

2,2′:6′,2″-terpyridine] ruthenium
1041858-64-3

Ru(terpy)2 Bis(2,2′:6′,2″-terpyridine)ruthenium 86959-72-0
TCNQ Tetracyanoquinodimethane 1518-16-7
TDATA Tris(diphenylamino)triphenylamine 105389-36-4
TPD N,N′-Diphenyl-N,N′-di(m-tolyl)benzidine 65181-78-4
TT-HAT Tris(thieno)hexaazatriphenylene 872141-01-0
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TTN Tetrathianaphthacene 193-44-2
VOPc Vanadyl(IV) phthalocyanine 13930-88-6
W2(hpp)4 Tetrakis[μ-(1,3,4,6,7,8-hexahydro-2H-

pyrimido[1,2–a]pyrimidinato]
ditungsten

463931-34-2

ZnPc Zinc phthalocyanine 14320-04-8
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Abstract: Third-order optical nonlinearity in thiophene unit-based 
conjugated polymers is discussed. Optical nonlinearity is enhanced by 
improvement of the regioregularity of main chains and reduction of 
steric repulsion between main chains and side chains. The introduction 
of charge-transfer character to the electronic states also increases the 
fi gure of merit of optical nonlinearity. Moreover, it is explained that the 
manner of molecular assembly affects the electronic states. 
Piezochromism in poly(thiophenes) is demonstrated and discussed from 
the viewpoint of the packing of polymer chains.

Key words: third-order nonlinear optical properties, π-conjugated 
polymers, polythiophenes, charge transfer (CT), molecular assembly, 
π-stacking.

4.1 Introduction

In electronics, signal processing is achieved by the control of an electronic 
signal by another electric signal. The electrons conveying electronic signals 
are precisely controlled by external voltages or current signals. On the other 
hand, in optical systems, the control of the optical signal requires the precise 
control of the optical constants of the materials such as refractive indices 
and absorption coeffi cients. When the light is irradiated to the optical mate-
rial which has large third-order optical nonlinearity, its optical constants can 
be controlled. Thus, the third-order optical nonlinearity has attractive physi-
cal properties for controlling the light signal. In fact, the exploration of the 
third-order optical nonlinearity has been done for various materials (Auston 
et al., 1987; Nalwa, 1993).

In the study of the third-order optical nonlinearity, low-dimensional 
materials are good candidates because the oscillator strength concentrates 
on the discrete quantum states and the energy states near the van 
Hove singularity, which are characteristic of low-dimensional quantum 
systems (Haug and Koch, 2004). Among such low-dimensional materials, 
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conjugated polymers are quite hopeful because of their ultrafast and large 
optical nonlinearity (Sauteret, 1976; Kersting et al., 1993). In particular, 
poly(thiophenes) have been studied as promising third-order nonlinear 
optical materials (Torruellas et al., 1990; Sakurai et al., 1997). Of course, the 
general merits of conjugated polymers such as wide-range tunability of 
the gap energies and excellent processability hold as nonlinear optical 
materials.

In this chapter, we focus on the third-order optical nonlinearity of 
the thiophene-based conjugated polymers in which the chemical and elec-
tronic structures are fi nely tuned. Among various third-order nonlinear 
optical effects, we mainly discuss the third-order nonlinear susceptibility 
χ(3)(−3ω; ω, ω, ω) evaluated by the third-harmonic generation (THG) 
method. THG is the triplicating process of photon energy. The pulsed laser 
with the photon energy ћω is irradiated to the thin fi lm samples. By compar-
ing the intensity of the obtained third-harmonic (TH) light (photon energy 
is 3ћω) with the intensity of TH from a reference sample, we can evaluate 
the magnitude of χ(3)(−3ω; ω, ω, ω). In this way, we can discuss the coherent 
optical nonlinear processes and exclude the incoherent processes such as 
heat effects or saturation of absorption coming from the accumulation of 
the excited states. The nonlinear susceptibility obtained by THG gives us a 
good measure of the magnitude of the coherent optical nonlinearity.

4.2 Third-order nonlinear optical properties of 

π-conjugated polymers with thiophene units 

and related compounds

4.2.1 Poly(3-alkylthiophene-2,5-diyl)s and poly
(3-alkynylthiophene-2,5-diyl)s

In this subsection, we discuss the optical nonlinearity dependent on the 
main chain structure in the thiophene-based conjugated polymers. In poly-
thiophenes, the regioregularity of the main chains is controlled by the regu-
larity of the side chains. The regioregularity can be varied by the head-to-tail 
coupling ratio (r) of alkylthiophene units (Fig. 4.1). The absorption spectra 
of spin-coated fi lms of poly(3-hexylthiophenes-2,5-diyl)s (P3HT) with 
various regioregularity are shown in Fig. 4.2 by solid lines (Kishida et al., 
2005). With the increase of r, absorption peak energy shifts to the lower 
energy side. This reveals that the effective conjugation length increases 
through the π–π stacking. Moreover, in the highly regioregular sample 
(r = 0.985), a fi ne structure composed of phonon side bands appears. The 
energy positions of the zero-phonon, one-phonon and two-phonon bands 
are indicated by vertical lines. The improvement of the regioregularity 
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4.1 Chemical structures of (a) poly(3-hexylthiophene-2,5-diyl)s (P3HT) 
and (b) poly(3-dodecynylthiophene-2,5-diyl)s (P3DDT).

reduces the inhomogeneous broadening and each phonon side band is 
separated in the absorption spectra. The further improvement of the 
regioregularity is achieved in poly(3-alkynylthiophene-2,5-diyl)s, in which 
the steric hindrance between the main chain and the side chain is reduced 
by the introduction of alkynyl side chain (Fig. 4.1(b)). The absorption spec-
trum of spin-coated fi lms of poly(3-dodecynylthiophene-2,5-diyl)s (P3DDT) 
is shown in Fig. 4.3 (Sato et al., 2007). It shows clearer phonon structure up 
to the two-phonon side band.

The obtained |χ(3)(−3ω; ω, ω, ω)| spectra (abbreviated as |χ(3)| hereafter) 
of spin-coated fi lms of P3HTs are shown in Fig. 4.2 by fi lled circles. The 
photon energies of the excitation laser (denoted as fundamental photon 
energy in Fig. 4.2) are in the region of 1/3 energy of the absorption peaks. 
The |χ(3)| spectra show resonances at 1/3 energies of the absorption peaks, 
which are attributed to the three-photon resonance. The maximum values 
of |χ(3)| increase with increase of r. Comparing the r = 0.985 sample with r 
= 0.80, it is noticed that the absorption coeffi cient α is not as enhanced while 
the |χ(3)| values are enhanced by a factor of 3. This directly suggests that the 
improvement of regioregularity enhances the optical nonlinearity more 
signifi cantly. Next, the spectral shapes are discussed. In P3HTs, the sample 
includes the distribution of the effective conjugation length, which affects 
the shapes of linear and nonlinear optical spectra. For the absorption 
spectra, the fi ne phonon structure is blurred for the r = 0 to 0.80 samples 
because the distribution of the conjugation length gives the dispersion of 
the absorption peak energies. On the other hand, for the r = 0.985 sample, 
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4.2 Absorption coeffi cient α (solid lines) and |χ(3)| (dots) spectra of 
P3HT. Reprinted with permission from H. Kishida, K. Hirota, T. 
Wakabayashi, H. Okamoto, H. Kokubo and T. Yamamoto, Appl. Phys. 
Lett. 87, 121902 (2005). Copyright 2005, American Institute of Physics.

the effective conjugation length is suffi ciently elongated and beyond the 
size of excited states, namely, excitons. Therefore, the distribution of the 
conjugation length does not give the dispersion of the absorption peak 
energies in the r = 0.985 sample. As a result, the phonon structure is discern-
ible. For |χ(3)| spectra, it should be noted that the peak energies of THG 
spectra are slightly lowered compared with the absorption spectra for the 
r = 0 and 0.30 samples, which include the wide distribution of the effective 
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4.3 Absorption coeffi cient α (upper) and |χ(3)| (lower) spectra of P3DDT. 
From Sato et al. (2007).

chain length as mentioned above. The chains with longer effective conjuga-
tion length, which have small optical gap energies, give larger optical non-
linearity. Therefore, |χ(3)| are enhanced in the lower energy side of 1/3 
energies of the absorption peaks and the |χ(3)| peak positions are slightly 
shifted to the lower energy side for the r = 0 and 0.30 samples in Fig. 4.2.

The |χ(3)| spectrum of P3DDT is shown in Fig. 4.3 by fi lled squares. The 
three-photon resonance to each phonon side band is clearly observed 
for P3DDT, while the clear phonon structure is not observed in the |χ(3)| 
spectra of P3HTs. P3DDT shows the largest |χ(3)| value at the zero-phonon 
band and smaller at one- and two-phonon side bands, which is in contrast 
with P3HTs.

The magnitude of the optical nonlinearity for various materials can be 
compared by the fi gure of merit. In this chapter, we have adopted a fi gure 
of merit, |χ(3)|/α. Here, |χ(3)| and α are the maximum values in each spectrum. 
|χ(3)| and α are both proportional to the density of π electrons in conjugated 
polymers. The density of electrons is dependent on the volume of the side 
chains. In |χ(3)|/α, the variation of the density of π-electrons is canceled. 
Therefore, |χ(3)|/α can be a good measure of the magnitude of third-order 
nonlinearity, which directly refl ects the electronic states. The maximum 

�� �� �� �� �� ��



148 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

values of |χ(3)| and α are proportional to the relating transition dipole 
moments: |χ(3)| ∝ (μ21 ⋅ μ10)2 and α ∝ (μ10)2, respectively. Here, μmn is the 
transition dipole moment between the states m and n. The level structure 
is shown in Fig. 4.4. The state 0 (|0>) is the ground state. The state 1 (|1>) is 
the fi rst excited state, which is a one-photon allowed state and normally 
observed in absorption measurements. The state 2 (|2>) is the second excited 
state, which has the same symmetry with the ground state and is a one-
photon forbidden state. In the THG process, three types of resonances such 
as one-photon, two-photon and three-photon resonances are possible. In 
Fig. 4.4, the three-photon resonant process to |1> is depicted, in which the 
fi rst and second photons give virtual nonresonant transitions to the states 
|1> and |2>, respectively. The probability of such nonresonant transitions is 
also determined by the relevant transition dipole moments. Therefore, not 
only the state |1> but also the state |2> have signifi cant roles in the THG 
process and the transition dipole moment μ21 governs the THG process. 
|χ(3)|/α is proportional to (μ21)2, indicating that the transition dipole moment 
between the excited states (|1> and |2>) determines the fi gure of merit. Thus, 
|χ(3)|/α refl ects the magnitude of physical parameters of the electronic 
excited states governing the nonlinear optical processes.

The |χ(3)|/α values of P3HTs and P3DDT are plotted vs. the absorption 
peak energies in Fig. 4.5 (Yamamoto et al., 2009a). With the increase of r, 
|χ(3)|/α increases accompanied by a decrease of the gap energy. Between r 
= 0.80 and 0.985, there is a sudden jump in |χ(3)|/α though the gap energies 
are similar. This fact strongly indicates that the improvement of the regioreg-
ularity enhances the transition dipole moments between the excited states, 
resulting in the enhancement of the optical nonlinearity. Moreover, P3DDT 
shows a larger |χ(3)|/α value with the decrease of the absorption peak energy. 
Thus, the improvement of the regioregularity shows two effects: the decrease 
of the optical gap energies and the increase of the transition dipole moments. 

One-photon forbidden
state |2>

One-photon allowed
state |1>

Ground state
|0>

3-photon-resonant THGabs.

4.4 Energy structures of the excited states. Absorption and three-
photon resonant THG processes are depicted.
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The transition dipole moments between excited states are closely correlated 
with the spatial extent of the excited states. The elongation of the effective 
conjugation length due to the improvement of the regioregularity leads to 
the increase of the spatial extent of the excited states and the enhancement 
of transition dipole moments.

All the above-mentioned optical nonlinearity is for the non-doped states, 
in which the clear optical gap due to π–π* transitions opens. Recently, the 
doped states of polythiophenes have been studied from the viewpoints of 
nonlinear optical properties (Kishida et al., 2010). In the study, the spin-
coated fi lm of regioregular P3HT was dipped into the acetonitrile solution 
of Cu(ClO4)2 and the ClO4

−  fi lm was obtained. In the doped states, two 
polaron states (P1 and P2) appear in between the optical gap and govern 
the electronic properties. The absorption spectrum for doped states is shown 
in Fig. 4.6 (Kishida et al., 2010). The polaron absorption bands appear at 0.6 
and 1.5 eV, while the absorption of π–π* transition is suppressed. The |χ(3)| 
spectrum by THG measurements is shown in Fig. 4.6 by fi lled circles. The 
clear resonant structure is observed at 0.75 eV in excitation photon energy. 
The double and triple energies of this excitation energy are 1.5 and 2.25 eV, 
respectively. Though 1.5 eV is equal to the P1–P2 transition energy, this 
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4.5 Values are plotted by the optical gap energies for P3HT 
(HT-P3HexTh) and P3DDT (HH-P3(C C-Dec)Th). Reprinted with 
permission from Yamamoto et al. (2009a).
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transition is not allowed for two-photon transition. 2.25 eV does not cor-
rectly correspond to the π–π* transition energy of the doped P3HT. There-
fore, we should ascribe the resonance at 0.75 eV to another resonant effect. 
Moreover, the THG spectrum for the doped P3HT shows another resonant 
structure at the energy lower than 0.4 eV in excitation energies. In order to 
clarify the origin of these resonances, the THG spectrum for the doped 
P3HT was analyzed by a simple discrete-level model. The analyzed result 
is shown in Fig. 4.6 by a dotted line and reproduces the experimental result 
at a satisfying level. It clarifi es that the resonant structure at around 0.75 eV 
in excitation photon energy is due to the multiple resonance to the lower 
polaron state and π* state. The resonant process and the level structure are 
shown in Fig. 4.7 (Kishida et al., 2010). As shown in the fi gure, the one-
photon energy (0.75 eV) is slightly larger than the energy difference 
between the π and P1 states. The three-photon energy (2.25 eV) is slightly 
smaller than the energy difference between π and π* states. Thus, each of 
one-photon and three-photon energies does not satisfy the resonant 
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4.6 Absorption (solid line) and THG (dots) spectra of undoped and 
doped P3HT. The dotted line is the analysis by the discrete level 
model. Reprinted with permission from H. Kishida, K. Hibino, and A. 
Nakamura, Appl. Phys. Lett. 97, 103302 (2010). Copyright 2010, 
American Institute of Physics.
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condition. However, one is lower than the resonant energy and the other is 
higher. As a result, quasi-resonance occurs and a clear resonant structure 
appears at 0.75 eV. The lower energy structure below 0.4 eV is assigned 
to the three-photon resonance to the transition between π and P1 states. 
Thus, in the doped conjugated polymers, not only π and π* states but also 
polaron states give a dominant contribution to the third-order optical 
nonlinearity.

4.2.2 π-Conjugated polymers and compounds with 
charge-transfer (CT) electronic structure along 
the their main chains

The third-order optical nonlinearity in conjugated polymers results from 
their π–π* transitions in most cases. In the simplest case, the photo-gener-
ated electron and hole are located at the same site and form excitons. This 
picture is experimentally and theoretically established and described as 
one-dimensional excitons (Hasegawa et al., 1992; Abe et al., 1992). However, 
the fact that an excited electron and a hole share the same site is not always 
favorable to the optical nonlinearity. Sharing the same site leads to a large 
oscillator strength of one-photon allowed state and a large absorption coef-
fi cient, but also to a decrease in the transition dipole moments between the 
one-photon allowed and forbidden states. Therefore, the inhibition of the 
share of the same site can possibly result in the enhancement of the fi gure 
of merit. One method to realize this strategy is the introduction of CT 
character to the electronic states. In this subsection, we discuss the third-
order optical nonlinearity in CT conjugated polymers.
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4.7 Multiple resonance in THG process. P1 and P2 are the polaron 
states. Reprinted with permission from H. Kishida, K. Hibino, and A. 
Nakamura, Appl. Phys. Lett. 97, 103302 (2010). Copyright 2010, 
American Institute of Physics. Numbering of the states in the fi gure 
does not correspond to that in the present article.
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Most conjugated polymers are likely to be a p-type semiconductor 
because the constituent unit of conjugated polymers has a relatively small 
ionization energy and is of electron-donating character. By the introduction 
of electron-accepting units to the conjugated chain, the alternative arrange-
ment of electron-donating and electron-accepting units is achievable. In 
such polymers, the hole is likely to be on donor (D) molecules and electrons 
on acceptors (A). In fact, it was reported that the optical gap energy 
decreases in such polymers (Yamamoto et al., 1996). This observation 
strongly indicates that the optical excitation has CT character. Hereafter, 
we call such D–A type polymers as CT polymers. After the fi rst report, 
various CT polymers have been reported (Yamamoto et al., 2005). The CT 
polymers studied for the nonlinear susceptibilities are shown in Fig. 4.8. In 
PThQx, thiophene (Th) units are the donor and quinoxaline (Qx) acceptor. 
This material can be regarded as acceptor-introduced polythiophenes. 
In PAE, dialkoxybenzene (BzO) is donor and benzothiaodiazole (BTz) 
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4.8 Chemical structures of charge-transfer conjugated polymers.
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acceptor. In PThTz, Th is donor and thiazole (Tz) acceptor. Depending on 
the combination of donors and acceptors, the degree of the CT character 
is controlled. PThQx and PAE have strong CT character, while PThTz has 
weak CT character.

In Fig. 4.9 (Kishida et al., 2004b), the absorption and luminescence spectra 
are shown for spin-coated fi lms of PThQx, P3HT and poly(quinoxalines) 
(PQx). The latter two polymers are the homopolymers consisting of the 
single components of PThQx. The absorption peak energy of PThQx is 
lower than those of both P3HT and PQx. This clarifi es that the electronic 
states of PThQx are not the intermediate states of P3HT and PQx but 
of CT character. Namely, the optical excitation is the transition from 
the highest occupied molecular orbital (HOMO) of Th to the lowest 
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4.9 Absorption (solid lines) and luminescence (broken lines) spectra 
of PThQx, P3HT (r = 0.985) (labeled as PTh in the fi gure) and PQx. 
Reprinted with permission from Kishida et al. (2004b).
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unoccupied molecular orbital (LUMO) of Qx. This is evidenced by the fact 
that a new luminescence peak is observed at the energy lower than those 
of P3HT and PQx.

In Fig. 4.10 (Kishida et al., 2008), the absorption (solid line) and THG 
(fi lled circles) spectra are shown for spin-coated fi lms of three CT polymers 
and P3HT. Each THG spectrum shows a strong resonance at one-third 
energy of the absorption peak. The resonances are assigned to a three-
photon resonance (Yamamoto et al., 2003a; Kishida et al., 2004a). In order 
to discuss the effect resulting from the CT character in absorption and THG 
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4.10 Absorption and THG spectra of CT polymers and P3HT (r = 0.80) 
(labeled as PTh in the fi gure). Reprinted with permission from H. 
Kishida, K. Hirota, H. Okamoto, H. Kokubo, and T. Yamamoto, Appl. 
Phys. Lett. 92, 033309 (2008). Copyright 2008, American Institute 
of Physics.
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process, we plotted |χ(3)| values vs. the absorption coeffi cients in Fig. 4.11 
(Kishida, 2009). PThQx shows a smaller absorption coeffi cient than P3HTs. 
This is a result of the introduction of CT character. It inhibits the on-site 
excitation, namely, the share of the site by the excited electron and hole. 
The electron must be excited to the different position from the hole. This 
indicates the decrease of the transition dipole moments between the ground 
state and the one-photon allowed state, leading to a decrease in the oscil-
lator strength contributing to the absorption coeffi cient. On the other hand, 
PThQx show comparable |χ(3)| values with P3HT (the r = 0.985 sample). This 
indicates that μ21 increases though μ10 decreases. As a result that CT poly-
mers get stronger CT character for the one-photon allowed state, it has 
similar spatial extent with the one-photon forbidden state, and the spatial 
overlap between the one-photon allowed and one-photon forbidden states 
increases. In Fig. 4.11, the slope of the line between the origin and the data 
point corresponds to the fi gure of merit. PAE has the similar fi gure of merit 
as PThQx. PThTz, which has weaker CT character, has a smaller fi gure of 
merit. Moreover, P3HTs show smaller fi gures of merit. This indicates that 
CT character enhances the optical nonlinearity evidently. One more thing 
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to note is that P3DDT shows a large fi gure of merit, which is comparable 
with those of PThQx and PAE. This also indicates that, even if CT character 
is not introduced, the improvement of the main chain structure enhances 
the fi gure of merit.

As mentioned above, to obtain large |χ(3)|/α values, we can take two 
methods. The fi rst one is to improve the regioregularity. The other one is 
the introduction of CT character. Both strategies aim to increase the transi-
tion dipole moment between the excited states. However, the detailed strat-
egies are different. The former one is that the elongation of the effective 
conjugation length should lead to the expansion of the size of the excited 
states. In the latter strategy, the spatial extent of the one-photon allowed 
state is modifi ed to be similar with one-photon forbidden states. In both 
strategies, the enhancement of the transition dipole moment between the 
excited states |1> and |2> is expected. To understand of the character of 
the state |2>, we should directly observe the state |2>. One method to 
observe it is electroabsorption measurements. In this method, the applied 
electric fi eld breaks the inversion symmetry and makes the one-photon 
forbidden states optically allowed. As a result, the one-photon forbidden 
excited states are observed in absorption measurements under electric fi eld 
and their energy position is obtained. The experimental results of the elec-
troabsorption measurements in the CT polymers are shown in Fig. 4.12 
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are compared with the ones calculated by a discrete level model. 
From Kishida et al. (2009).
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(Kishida et al., 2009). In the study, an alternating electric fi eld of 1 kHz 
is applied to the spin-coated polymer fi lm (typically a few hundred nm 
thick), which is sandwiched between a transparent ITO electrode and a 
semitransparent aluminum electrode. The typical electric fi eld is from 0.5 
to 2 MV/cm. The change of the transmittance (T), −ΔT/T, is measured point 
by point in wavelength using the lock-in method and the difference spectra 
induced by the electric fi eld are obtained. The positive signal is indicative 
of the increase of the absorption, while the negative signal the decrease of 
the absorption. All four spectra in Fig. 4.12 show positive and negative 
signals below 2.5 eV. These are mainly due to the Stark shift of the one-
photon allowed states. Between 2.5 and 3.0 eV, positive signals appear. This 
signal suggests that the one-photon forbidden state is located there. The 
fi tting results by a discrete level model are shown in the fi gure and repro-
duce the experimental results satisfactorily. The obtained energy positions 
are indicated by vertical bars in the fi gure. In the fi gure, |1> and |2> are the 
one-photon allowed state and the one-photon forbidden state, respectively. 
|1′> and |1″> are the one-phonon and two-phonon side bands of the state 
|1>, respectively. In PThQx and PAE, another structure is observed in higher 
energy region (3–4 eV), which are attributed to the transitions of constitu-
ent components.

In P3HT and CT polymers, the one-photon forbidden states |2> are 
located in the higher-energy side of the one-photon allowed state |1>. The 
energy separation between the states |1> and |2> is around 0.5–0.6 eV com-
monly in P3HT and CT polymers. If the CT character is strong, this energy 
separation should be reduced depending on the intensity of CT character. 
Considering that the present CT polymers have a relatively large energy 
separation, we can expect that further enhancement of CT character gives 
rise to the degeneracy of the one-photon allowed state and the one-photon 
forbidden state. Such degeneracy might lead to a further enhancement of 
the transition dipole moment between the excited states and improvement 
of the fi gure of merit.

4.3 Packing and molecular assembly of 

π-conjugated polymers

π-Conjugated polymers with long alkyl or alkoxy side chains often assume 
stacked structures in the solid state. When stiff π-conjugated polymers such 
as poly(p-phenylene) PPP, poly(thiophene-2,5-diyl) PTh (cf. Fig. 4.13), and 
poly(2,2′-bipyridine-5,5′-diyl) have no side chain, they usually assume a 
herringbone packing shown in Fig. 4.14 (Yamamoto, 2010). In the herring-
bone packing, there seems to be no effective electronic interaction between 
the π-conjugated polymer molecules because the π-electron cloud in the 
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4.13 Chemical structures of poly(p-phenylene) PPP and 
poly(thiophene-2,5-diyl) PTh.
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4.14 Herringbone packing of polyethylene (PE), poly(p-phenylene) 
(PPP) and poly(thiophene-2,5-diyl) (PTh). Seen from the direction of 
polymer main chain. From Yamamoto (2010).

polymer chain does not seem to overlap those in other polymer chains 
effectively.

4.3.1 HT-P3HT, P3DDT and rand-P3HT

When the π-conjugated polymer has long side chains such as long alkyl side 
chains and long alkoxy side chains, the polymer often assumes a π-stacked 
face-to-face packing structure to cause electronic interaction between the 
polymer molecules. The π-stacked face-to-face packing usually leads to a 
shift of the UV–vis peak of π-conjugated polymers to a longer wavelength, 
which is crucial for larger |χ(3)|. Typical examples of such polymers are head-
to-tail regioregular poly(3-hexylthiophene-2,5-diyl), HT-P3HT (r = 1 or 
near 1 in Fig. 4.1(a)), and P3DDT shown in Fig. 4.1. They are thought 
to form π-stacked structures shown in Figs 4.15 and 4.16, respectively, in 
the solid state as well as in colloidal solutions. The packing structures have 
mainly been analyzed by powder X-ray diffraction (XRD) patterns of the 
polymers.

Such types of packing shown in Figs 4.15 and 4.16 require good ordering 
(or orientation) of the side chains, and the packing is possible only for poly-
mers with controlled structures, which make the herringbone-type packing 
of the side chains possible as shown in Fig. 4.16(b). When the direction of 
the side chain along the polymer main chain is not controlled, as in regio 
random poly(3-hexylthiophene-2,5-diyl) (rand-P3HT), such clear packing 
shown in Fig. 4.15 is not possible. The comparison of UV–vis data of 
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HT-P3HT and its corresponding regio random polymer, rand-P3HT, reveals 
the following:

• In good solvents (e.g., chloroform), HT-P3HT and rand-P3HT show 
analogous UV–vis spectra with UV–vis peaks at near positions.

• In poor solvents (e.g., a mixture of methanol and chloroform), HT-P3HT 
assembles molecularly to give a colloidal solution and the UV–vis 
peak of HT-P3HT shifts to a longer wavelength. On the other hand, the 
tendency for rand-P3HT to cause such a shift to a longer wavelength 
and to form the colloidal solution is weaker than that of HT-P3HT. 
Rand-P3HT with a HT/HH ratio ((head-to-tail content)/(head-to-head 
content) ratio) of 7/3, rand-P3HT(7/3), shows some shift of the UV–vis 
peak to a longer wavelength when methanol is added to the chloroform 
solution of the polymer, indicating that rand-P3HT(7/3) partly form 
colloidal particles in which several local parts (presumably HT-rich local 
parts) in a rand-P3HT(7/3) molecule form the π-stacked packing with 
other rand-P3HT(7/3) molecules. However, rand-P3HT with a HT/HH 
ratio of 1/2, rand-P3HT(1/2) does not show a signifi cant shift of the 
UV–vis peak to a longer wavelength (Yamamoto et al., 1998). The 
increase in the head-to-head content in poly(3-hexylthiophene-2,5-diyl) 
seems to suppress the face-to-face π-stacking molecular assembly of the 
polymer.

• In the solid state (cast fi lm), HT-P3HT gives rise to a UV–vis spectrum 
similar to that of the colloidal solution described above. The UV–vis 
spectrum of rand-P3HT(1/2) in the solid state resembles that of rand-
P3HT(1/2) in good solvent.

Similar results have been obtained with P3DDT, and UV–vis data of 
P3DDT in a good solvent (1,2-dichlorobenzene at 135 ºC) and in the solid 
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4.15 A packing model of HT-P3HT (R = hexyl). From Yamamoto (2010).
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4.16 (a) Packing model of P3DDT (side chain = dodecynyl) in the solid 
state and (b) side view of the packed –C≡C– alkyl side chains, seen 
from the direction of the –C≡C– alkyl side chain. Only two layers in 
the π-stacked polymer solid are shown. The thiophene unit in the 
lower layer is believed to locate below the thiophene unit in the upper 
layer, with the opposite direction of S. In this situation, the alkyl 
groups in the side chains are presumed to be packed in a model 
shown in part (b). The repeating length was estimated from single-
crystal X-ray data of thiophene oligomers, and aggregation of the 
alkyl groups in the side chain is assumed. The side chains are 
considered to be tilted from the polymer main chain. Modifi ed from 
Yamamoto et al. (2009a) and Yamamoto (2010).

state are shown in Fig. 4.17. As shown in Fig. 4.17, the UV–vis peak 
of P3DDT in the good solvent (Fig. 4.17(a); 520 nm) shifts to a longer 
wavelength (Fig. 4.17(b); 584 nm with substructures). When the molecular 
weight of P3DDT is small (number average molecular weight Mn = 4400; 
cf. Fig. 4.17(b)), there do not seem to be enough π-interacting sites between 
the π-conjugated polymer molecules, and the self-assembly of the polymer 
does not seem to proceed enough to cause only a minor changes in the 
UV–vis spectrum in the solid state.

These results and the XRD data of HT-P3HT and P3DDT support a 
notion that in poor solvents and solid state, the π-conjugated polymers are 
self-organized and the π-electronic interaction between the face-to-face 
stacked polymer molecules leads to the shift of the UV–vis peak to a longer 
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4.17 UV–vis spectra of original P3DDT with Mn of 7900 and a low-
molecular-weight fraction of P3DDT with Mn of 4400: (a) in solutions; 
(b) in cast fi lm. From Yamamoto et al. (2009a).

wavelength. The reason for the shift to a longer wavelength has not been 
elucidated enough. For low-molecular-weight compounds, electronic inter-
action between π-conjugated dye molecules has been explained in terms of 
H-aggregate and J-aggregate. F. C. Spano theoretically analyzed optical 
properties of HT-P3HT (Spano, 2005; Spano et al., 2009).

The electronic interaction between the π-conjugated polymers may cause 
delocalization of π-electrons among the π-stacked polymer molecules 
and bring about new electronic states. For example, HOMO of single 
π-conjugated polymer with E(HOMO) may split into two orbits with 
E(HOMO) + ΔE and E(HOMO) − ΔE when it electronically interacts with 
HOMO of another π-conjugated polymer. LUMO of single π-conjugated 
polymer with E(LUMO) may also split into two orbits with E(LUMO) + 
ΔE and E(LUMO) − ΔE. This splitting resembles that caused by σ-bond 
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4.18 Examples of Th(R)-(π)-Th(R) type π-conjugated polymers. 
R = alkyl or alkynyl.

formation between two π-conjugated molecules, as splitting caused by for-
mation of biphenyl from benzene. The selection rule for the electronic 
transition between the newly formed HOMOs and LUMOs is not clear for 
π-stacked polymer molecules. However, the electronic transition from the 
E(HOMO) + ΔE orbit to the E(LUMO) − ΔE orbit requires less energy 
than that required for the electronic transition occurring in single 
π-conjugated molecule, and this may be the reason for the bathochromic 
shift of the π–π* transition by forming the face-to-face π-stacked molecular 
assembly. The larger |χ(3)| of HT-P3HT than that of rand-P3HT (cf. Fig. 4.5) 
is thought to originate principally from the bathochromic shift caused by 
the π-stacked molecular assembly.

4.3.2 Th(R)–(π)–Th(R) type π-conjugated polymers

Recently various Th(R)–(π)–Th(R) type polymers (Th(R): thiophene-2,5-
diyl unit having long side chain R (R = alkyl or alkynyl) at the β-position; 
–(π)–: connecting π-conjugated unit; examples of the polymers are shown 
in Fig. 4.18) are reported to self-assemble and form similar face-to-face 
π-stacked structures (e.g., Kokubo and Yamamoto, 2001; Kokubo et al., 2006; 
McCulloch et al., 2006; Ong et al., 2005; Wu et al., 2005; Chabinyc et al., 
2007; DeLongchamp et al., 2007; Li et al., 2008; Ohkita et al., 2008). An 
example of a postulated packing structure of the polymer is shown in 
Fig. 4.19.

4.3.3 π-conjugated polymers consisting of –C6H2(OR)2– 
p-phenylene units

When a p-phenylene unit in π-conjugated polymers has long alkoxy side 
chains at the 2,5-positions, the 2,5-dialkoxy-p-phenylene unit serves as an 
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4.20 Examples of π-conjugated polymers with the –C6H2(OR)2-p 
phenylene units in the main chain. An example of π-conjugated 
polymer (poly(anthraquinone): AQ-polymer) with a similar p-dialkoxy 
phenylene unit in the side part is also shown (left, bottom) 
(Yamamoto et al., 2009a).

excellent building block which leads to self-assembly and π-stacking of 
the polymer (Yamamoto, 2009; Yamamoto et al., 2010). Examples of such 
polymers are shown in Fig. 4.20, and a packing structure for the ITN-
copolymer is proposed (Yamamoto et al., 2010). PAE shown in Fig. 4.8 also 
has the 2,5-dialkoxy-p-phenylene unit and shows a strong tendency to 
self-assemble (Yamamoto et al., 2003b); self-assembly of PAE shown in 
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Fig. 4.8 is thought to be assisted by a CT-electronic structure (the 
2,5-dialkoxy-p-phenylene unit = electron-donor unit; the benzothiadiazole 
unit = electron-acceptor unit) as discussed below.

4.3.4 CT-polymers

When the π-conjugated polymer is constituted of donor (D) and acceptor 
(A) units and the polymer chain has a controlled structure, intermolecular 
D–A CT-type interaction is considered to assist the face-to-face π-stacking. 
Molecular structures of typical CT-polymers, PThQx and PThTz, are shown 
in Fig. 4.8. For example, thiazole unit (Tz) is an electron-accepting unit 
whereas thiophene unit (Th) is an electron-donating unit, and π-conjugated 
polymers constituted of Tz and Th units are thought to have an intramo-
lecular CT electronic structure along the π-conjugated main chain. Genera-
tion of this type of CT electronic state is considered to bring about the 
UV–vis peak at a longer wavelength and larger |χ(3)| as discussed above. In 
addition, intermolecular CT electronic interaction is considered to affect 
the face-to-face π-stacking molecular assembly of the CT polymers 
(Yamamoto et al., 2003c). An example of postulated packing structure of 
such a CT polymer has been reported (Yamamoto et al., 2006). Even when 
the side chain is somewhat more bulky with heterocyclic units such as –
Thn–R (Th = thiophene-2,5-diyl; R = alkyl), the alternating CT-type 
π-conjugated polymer can form the face-to-face π-stacked molecular assem-
bly (Yamamoto et al., 2011). This molecular assembly also leads to a shift of 
the UV–vis peak to a longer wavelength. CT-type π-conjugated oligomers 
and polymers tend to show larger two-photon excitation action cross-sec-
tions than π-conjugated oligomers and polymers without the CT electronic 
structure along the π-conjugated main chain (Yamamoto et al., 2009b).

4.3.5 Poly(arylene ethynylene) PAE-type polymers

Poly(arylene)s and poly(heterocycle)s such as PPP shown in Fig. 4.13 often 
have steric repulsion (e.g., steric repulsion caused by o-hydrogen repulsion) 
between the adjacent aromatic (or heterocyclic) units along the polymer 
main chain and have a twisted main chain, at least as a single polymer 
molecule. In the case of PAE-type polymers containing the –C≡C– unit 
in the main chain (cf. Fig. 4.8), the polymer will not receive such a steric 
repulsion because of the presence of the –C≡C– space between the aro-
matic (or heterocyclic) units. Consequently PAE-type can easily assume a 
coplanar main chain, which is advantageous for the formation of the face-
to-face π-stacked molecular assembly. In particular when the polymer is 
constituted of electron-donating aromatic (or heterocyclic) and electron-
accepting (or heterocyclic) units, as in the case of PAE shown in Fig. 4.8, 
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the intermolecular CT interaction assists the face-to-face π-stacked molecu-
lar assembly, as shown in Fig. 4.21 (Yamamoto et al., 1999, 2003b).

4.3.6 Piezochromism and alignment of the π-conjugated 
polymers on the surface of substrates

HT-P3HT and P3DDT are thought to assume the packing structures shown 
in Figs 4.15 and 4.16 in the solid state. When pressure is applied to the 
polymer solid, the π-stacking distance (d2 in Figs 4.15 and 4.16) will be 
shortened. This shortening of d2 has actually been revealed by XRD data 
of an analogue of P3HT, P3OT (alkyl side chain is octyl, instead of hexyl) 
(Samuelsen et al., 1999). Application of high pressure (0.5 GPa) to a 
solid of HT-P3OT leads to a red shift of the UV–vis absorption peak by 
0.04 eV (or 0.08 eV GPa−1) (Kaniowski et al., 1998), presumably because 
of an increase in the intermolecular electronic interaction between the 
π-conjugated polymers by shortening the π-stacking distance. The emission 
peak in the PL (photoluminescence) spectrum of HT-P3HT also shifts to a 
longer wavelength by about 0.15 eV (or 0.03 eV GPa−1) when a high pres-
sure (5 GPa) is applied (Muramatsu, 2001). Piezochromic data (shifts of 

A DC C C C

D AC C C C

C CC C
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ROAcO

OAc

C CC C

OAc

AcORO

OR
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4.21 A face-to-face π-stacked packing model for molecular assembly 
of the PAE-type polymer with the CT-type electronic structure along 
the polymer (Yamamoto et al., 1999).
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UV–vis peaks caused by pressure) of π-conjugated polymers are shown in 
Fig. 4.22 (Yamamoto et al., 2009a).

As described above, π-conjugated polymers often assume the face-to-face 
π-stacked structure in the solid state and colloidal solutions. Similar to cases 
of crystalline and amorphous silicons, morphology of π-conjugated poly-
mers strongly affects on their electronic and optical properties. For example, 
HT-P3HT (fi lm) gives rise to a larger carrier mobility (Sirringhause et al., 
1999) and a larger Faraday effect (Gangopadhyay et al., 2011) than rand-
P3HT (fi lm), in addition to the above-described larger |χ(3)| of HT-P3HT 
than that of rand-P3HT. Recently various π-conjugated polymer-based pho-
tovoltaic cells have been investigated, and it is reported that so-called bulk 
heterojunction solar cells show superior results; the cell uses molecularly 
self-assembled π-conjugated polymer layers (e.g., Chen et al., 2008; Park 
et al., 2009; Cowan et al., 2010; Price et al., 2011). π-Conjugated polymers 
are partly used in industry (e.g., capacitors) and are expected to support 
future industry. Revealing optical and electronic properties of π-conjugated 
polymers in relation to their morphology is important not only for basic 
interest but also for application of the polymer in industry.

4.4 Conclusions and future trends

We have demonstrated that the third-order optical nonlinearity in thi-
ophene-based conjugated polymers can be enhanced by the control of chain 
structures and electronic structures. The chain structure is controlled by the 
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4.22 Piezochromic data (shifts of the UV–vis peak with the transition 
energy E) of π-conjugated polymers. For HH-PTh4, P(Th-Ph), TT-PTh3, 
AQ-polymer and ITN-copolymer, see Figs 4.18 and 4.20. HH-P(C≡C-
Dec)Th = P3DDT. Rand-P3HexTh = rand-P3HT. From Yamamoto et al. 
(2009a).
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head-to-tail coupling ratio in poly(3-hexylthiophene-2,5-diyl)s. The intro-
duction of the alkynyl side chain reduces the steric repulsion between the 
main and side chains, which is demonstrated in poly(3-dodecynylthiophene-
2,5-diyl)s. These structural improvements induce the enhancement of the 
transition dipole moments between the excited states and the increase of 
the fi gure of merit, |χ(3)|/α. The improvement of the electronic structure is 
achieved by the introduction of the CT characters. The enhancement in the 
fi gure of merit is demonstrated in the three CT polymers. It results from 
the modifi cation of the excitonic wavefunctions for one-photon-allowed 
and one-photon-forbidden states.

The structural improvements of π-conjugated polymers and the intro-
duction of the CT character to π-conjugated polymers cause molecular 
assembly or face-to-face π-stacking of π-conjugated polymers. This π-
stacking is thought to lead to an expansion of the electronic state in the 
single π-conjugated polymer to the whole of the molecular assembly. The 
expansion of the electronic state or delocalization of the wave function 
brings about not only a shift of the UV–vis absorption peak to a longer 
wavelength and enhancement of the third-order optical nonlinearity but 
also improvement of mobility of carrier in the π-conjugated polymer.

Thus, it is presented that the improvement of the chain structures and 
the introduction of CT character can be the strategy of the enhancement 
of third-order optical nonlinearity. These strategies might be applied to the 
other conjugated polymers. Moreover, the modifi cation of the excitonic 
wavefunctions by the introduction of CT character can be widely applied 
to other systems such as organic molecular systems. We hope that the study 
shown in this chapter gives some clues and a model to the development of 
the third-order nonlinear optical materials.
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Abstract: This chapter discusses organic molecules for third-order 
nonlinear optics – responsible for effects such as self- and cross-phase 
modulation, and all-optical switching – and the issues related to using 
such molecules to create a solid-state material. The chapter will review 
the fi gures of merit that help determine the potential of a small 
molecule, and discuss the problem of obtaining a bulk material with a 
large third-order nonlinearity that at the same time possesses a high 
optical quality compatible with photonic applications. As a concluding 
example, the chapter will end with a review of recent progress in 
optimizing the third-order optical nonlinearity of small molecules and in 
using those molecules to fabricate dense supramolecular assemblies for 
integrated nonlinear optics.

Key words: organic molecules, third-order nonlinear optics, self-assembly, 
small molecules, donor–acceptor substitution.

5.1 Introduction

The polarization induced in matter by the electric fi eld of an optical wave 
has nonlinear components that depend on higher powers of the optical 
electric fi eld. A second-order response leads to the linear electro-optic 
(Pockels) effect and to the generation of new optical frequencies through 
processes such as difference frequency or second harmonic generation. A 
third-order response allows the interaction between different optical waves 
and many other phenomena that can be seen in general as the combination 
of three photons with frequencies ω1, ω2, ω3, to generate a fourth one, with 
frequency ω4 = ω1 + ω2 ± ω3. This process is described by the frequency-
dependent third-order nonlinear optical susceptibility χ(3)(−ω4, ±ω3, ω2, ω1) 
(Hellwarth, 1977), which is in general a complex function that gives the 
strength of the third-order response as a function of the wavelength of 
the interacting optical waves. Third-order nonlinear optical effects could 
enable a wide variety of applications that require light–light interaction. 
Examples include self-action phenomena such as self-focusing and nonlin-
ear transmission (optical limiting), information transfer from one optical 
wave to another, and in general all optical switching fabrics that would route 
and process information without the need for electronic intermediaries.

�� �� �� �� �� ��



 Small molecule supramolecular assemblies 171

© Woodhead Publishing Limited, 2013

The challenge to actually realize devices for these all optical switching 
applications is not only that of creating materials that possess a large third-
order susceptibility, but also that such materials must at the same time 
have a very high optical quality and be compatible with integrated optics 
technology.

When working towards a larger nonlinear optical response, it is useful to 
consider the fact that both linear and nonlinear polarizabilities often grow 
hand in hand because of their fundamental microscopic origins. For materi-
als that have a similar number density of polarizable units, linear and third-
order susceptibilities are approximately related by

χ ω ω ω ω
χ ω ω

( )

( )

( , , , )
[ ( , )]

3

1 4

− −
−

= const  [5.1]

a quantity that will retain its order of magnitude among different materials 
of the same class. As an example, some chalcogenide glasses with a refrac-
tive index of ∼2.7 reach a third-order susceptibility that is about three 
orders of magnitude larger than that of silica glass and share the same ratio 
of Eq. 5.1 with silica glass with a refractive index of 1.5 (Jin et al., 2010). 
Thus, in these glasses high third-order nonlinearities are simply connected 
to high refractive indices.

A disproportionate increase in third-order susceptibility with respect to 
the linear susceptibility can be obtained in molecular materials, where the 
units responsible for the linear and nonlinear optical response are mole-
cules with extended π-electron conjugation. From an ultra-simplifi ed physics 
point of view, such molecules allow the wavefunction of the electron that 
interacts with the light to have a large volume, in some cases essentially as 
large as the molecule itself. The larger wavefunction raises the target area 
for interaction with a photon and consequently the linear and nonlinear 
optical polarizabilities. Because higher-order nonlinearities are propor-
tional to higher-order powers of the volume of the wavefunction (see, e.g., 
Armstrong et al., 1962, for the sum-over states expansion of nonlinear 
optical susceptibilities), it is possible for the ratio of Eq. 5.1 to become much 
larger in organic materials when compared with typical values for inorganic 
materials without delocalized electrons, such as oxide or chalcogenide 
glasses. This is one key basic advantage of organic molecular materials for 
applications in nonlinear optics.

In addition to this, organic molecules are attractive because their nonlin-
earities remain relatively large for off-resonant excitation. Their response 
is then electronic in origin and practically instantaneous. This is in contrast 
to other effects, like molecular reorientation, photorefraction based 
on photoinduced charge transport, or resonant carrier excitation in semi-
conductors, where strong optical nonlinearities can be obtained, but only at 
the expense of relatively long exposure times or relaxation times. Finally, 
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organics are also of major interest because of their large fl exibility for fi ne-
tuning their chemical structure and properties towards the optimization of 
a given effect.

5.2 Fundamental principles of the third-order 

nonlinear optical response

The third-order nonlinear optical effects responsible for self-phase 
modulation, cross-phase modulation, and degenerate four-wave mixing 
are described by a frequency dependent third-order susceptibility 
χ(3)(−ω, −ω, ω, ω) that gives the amplitude of the third-order polarization 
created at the same frequency by the interaction of up to three other optical 
waves. In the most general case, three optical fi elds with three different 
wavevectors and vectorial amplitudes Ea, Eb, Ec can create a nonlinear 
optical polarization at the same frequency that has an amplitude given by

P E E Ei ijkl j
a

k
b

l
c( ) ( ) ( , , , )

*3
0

33
2

= − −ε χ ω ω ω ω  [5.2]

where ε0 is the electric constant, and the amplitudes are defi ned so that the 
corresponding time-dependent fi eld is given by E(t) = Re[Ee−iωt]. The third-
order susceptibility is also responsible for the change in the refractive index 
seen by an optical wave as a function of its intensity. When this change is 
expressed as n(I) = n(0) + n2 I, with I the optical intensity, then the value 
of the nonlinear refractive index n2 is

n
cn

2
0

2 1111
33

4
= − −

ε
χ ω ω ω ω( ) ( , , , )  [5.3]

where ε0 is the electric constant, c the speed of light, and n is the linear 
refractive index of the nonlinear optical material.

Eq. 5.2 is in SI units, which will be used throughout in this chapter. This 
expression goes over to its equivalent in electrostatic units (esu) used by 
Maker and Terhune (1964), Hellwarth (1977), and a relevant part of the 
literature, with the substitution ε0 χijkl ijklc( )3 4↔ . Numerical values can then 
be converted using the rule

χ π
ijkl ijkl

c
c( ) [ ]

( )
[ ]3 2 2

4 2
4

4
10

m V esu−
−=  [5.4]

where c is the speed of light in vacuum in m/s and the fi rst factor of four 
after the equal sign takes into account the factor of four that was originally 
included in the defi nition of their third-order susceptibilities cijkl by Maker 
and Terhune (1964). Not everyone in the ‘esu world’ uses this factor of 4, 
in which case it should be dropped from Eq. 5.4. But it is very important to 
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be aware of it and consider its possible existence when comparing results 
from different authors.

The focus of this chapter is on off-resonant third-order effects, described 
by third-order susceptibilities that are real-valued. In this zero frequency 
limit the third-order susceptibilities do depend on the energy of the excited 
states, but their frequency dependence becomes negligible. In addition, the 
susceptibilities describing different nonlinear optical processes such as self 
phase modulation or third-harmonic generation – described by χ(3)(−ω, −ω, 
ω, ω) and χ(3)(−3ω, ω, ω, ω), respectively – become equal in the zero-
frequency limit (see, e.g., Hellwarth, 1977). These facts mean values for 
off-resonant susceptibilities are the simplest way to compare different 
materials for their nonlinear optical performance.

What should the magnitude of the third-order susceptibility be in order 
to enable the use of third-order nonlinear optical effects in applications? 
One way to answer this question is to consider a light intensity of 1 GW/
cm2, which corresponds to a 30 W peak power focused on a circular surface 
with a 1 μm radius. Such a peak power is found in a 30 ps pulse at an energy 
of 1 nJ, and it can also be obtained in a train of 10 ps pulses at a repetition 
rate of 10 GHz with an average power of 3 W. This is the kind of power 
that one can reach at the output of a standard fi ber amplifi er. In a material 
with a real third-order susceptibility χ(3) = 2 × 10−19 m2 V−2, which is 1000 
times larger than that of fused silica, a light intensity I = 1 GW/cm2 induces 
a π phase shift in a probe wave after a propagation length

L
cn

I
= =

ε λ
χ

0
2

1111
33

1 5
Re[ ]

.( ) mm  [5.5]

An off-resonant third-order susceptibility 1000 times larger than the one 
of silica glass can thus allow one wave to switch another one on and off by 
phase shifting the light traveling in one branch of a Mach Zehnder inter-
ferometer that is only a few millimeters long. It is reasonable to consider 
this third-order susceptibility value as the value that would enable practical 
nonlinear optical devices in integrated optics.

5.3 Macroscopic susceptibilities and microscopic 

polarizabilities

In the organic molecules of interest to this chapter, the π-electron wave-
function strongly couples to an optical electric fi eld, dominating the non-
linear response in the visible and near-infrared. The way light–matter 
interaction happens can be tuned by modifying the π-electron wavefunction 
in various ways, e.g. by chemical substituents conjugatively attached else-
where on a molecule. By changing the shape of the π-electron system and 
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the substituents attached to it, the physical properties of the molecule, and 
in particular its linear and nonlinear optical properties, can be tuned with 
great fl exibility.

Microscopically, the third-order susceptibility χ(3) of a molecular material 
depends on the third-order polarizability (or second hyperpolarizability) 
γ that describes the molecular polarization induced by the local optical 
electric fi eld. The relationship between third-order susceptibility and polar-
izability is

χ γijkl i j k l ijklf f f f N( )3 =  [5.6]

where the susceptibility and polarizability tensors are understood to be in 
the same reference frame, fi are local fi eld factors that assume the values 
f ni i= +( )2 2 /3 in the Lorentz approximation (ni is the refractive index for 
light polarized along the coordinate axis i), and N is the number density of 
molecules. Over the past few decades, lots of work has focused on under-
standing and optimizing the third-order polarizability γ. This has resulted 
in well-understood key principles that determine a larger nonlinear optical 
response. Typical examples are longer paths for π-electrons and the use of 
donor and acceptor groups (Brédas et al.,1994; Marder et al., 1997). It has 
also been shown that in general molecular hyperpolarizabilities are 
connected to the difference in average length between single and double 
bonds in a conjugated path, i.e. bond length alternation (Marder et al., 1993; 
Meyers et al., 1994). General principles for optimizing molecular third-order 
polarizabilities have also been established when studying resonant two-
photon absorption, which is connected to the imaginary part of the third-
order polarizability, but a review of this work is outside the scope of this 
chapter.

Even though such structure–property relationship studies are very inter-
esting, considering the problem of the nonlinear optical response of a 
molecule from a much more fundamental and simplifi ed point of view can 
also be very valuable. One way of doing this that provides a good review 
of the effi ciency and potential of the nonlinear optical response is to evalu-
ate the fundamental quantum limit to the higher order polarizabilities of a 
molecule (Kuzyk, 2000a, 2000b, 2003a, 2003b, 2003c). For third-order non-
linear optics, Kuzyk showed that there is an upper limit to the molecular 
third-order polarizability that is basically given by the upper limit to the 
square of the dipole transition matrix element as determined through sum 
rules, which is e2ħ2Nπ /(2mE01), where e is the unit charge, ħ is Planck’s con-
stant divided by 2π, Nπ is the number of delocalized electrons (estimated 
as twice the number of multiple bonds in the conjugated system), and E01 
is the excitation energy to the lowest optically accessible state (Kuzyk, 
2000a). For the zero-frequency limit of the third-order polarizability, its 
fundamental limit depends on the fourth power of the dipole transition 
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matrix element – which is limited by the square of e2ħ2Nπ/(2mE01) – divided 
by the third power of the optical excitation energy (Armstrong et al., 1962). 
These arguments are a summary explanation of the following expression 
(in SI units) for the fundamental limit, which applies to a centrosymmetric 
molecule (Kuzyk, 2000b, 2003a),

γ γ
ε

π
1111

4 4

0
2

2

01
5

c
c

e

e
m

N
E

= =  [5.7]

where ε0 is the electric constant that appears in the SI defi nition of the 
photoinduced microscopic dipole. While the limit to the off-resonant third-
order polarizability can theoretical reach 4γC for a noncentrosymmetric 
object that is an ideal two-level system (Kuzyk, 2000b), the quantity in 
Eq. 5.4 can serve as a useful guideline when evaluating the effi ciency of a 
molecule (May et al., 2005), and can be used to defi ne an intrinsic nonlinear 
polarizability that is a scale-invariant measure of a molecule’s non-linear 
optical properties (Zhou and Kuzyk, 2008). Here, we use Eq. 5.7 to defi ne 
an intrinsic third-order polarizability γ I = γrot/γC, where γrot is the experimen-
tal value for the rotational average of the third-order polarizability, defi ned 
in the next paragraph.

One simple case of molecular material is that in which the component 
molecules are randomly oriented with respect to each other, like for mol-
ecules in solution or diluted in a polymer matrix. Then, the effective third-
order polarizability per molecule that determines the molecular contribution 
to the nonlinearity is obtained by an orientational average of the molecular 
third-order polarizability tensor γijkl. The interaction between linearly polar-
ized waves with the same polarization is then described by the rotational 
average γ ω ω ω ω1111

rot ( , , , )− −  (Andrews, 2004)

γ γ γ γ γ1111
1

31
15

rot
rot= = + +

=
∑ ( )
,

jjkk jkkj jkjk
j k

 [5.8]

where the γijkl are the individual components of the third-order polarizabil-
ity tensor of a molecule in the molecule’s reference frame. What is impor-
tant to note here is that for similar values of the tensor elements of the 
third-order polarizability a one-dimensional molecule will have a signifi -
cantly smaller γ rot than a molecule that extends into two or three dimen-
sions. Specifi cally, for a molecule with a one-dimensional conjugated system, 
γ rot ∼ γ1111/5, while for a planar molecule with similar values of the tensor 
elements γ rot would automatically become almost four times larger, and 
even better for non-planar molecules. In fact, broken conjugation in a non-
planar molecule would not necessarily be a problem when considering 
orientational averaging because it would simply create partially inde-
pendent, but potentially equally large, molecular tensor components that 
would effi ciently contribute to γ rot. In order to maximize the third-order 
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susceptibility of amorphous assemblies of randomly oriented molecules it 
is better to have molecules where the conjugated system responsible for 
the nonlinearity extends in two or three dimensions, even if the individual 
tensor elements of the third-order polarizability are not expected to grow 
just because of that. Another reason to use non-planar molecules is that 
this characteristic tends to reduce intermolecular interactions, which would 
help avoid the occurrence of microcrystals in dense supramolecular assem-
blies. This will be discussed later on, in the next section.

The orientational average γ ω ω ω ω1111
rot ( , , , )− −  determines the bulk third-

order susceptibility contributed by the individual molecules to a molecular 
assembly in a manner equivalent to Eq. 5.6:

χ γ1111
3 4

1111
( ) = f N rot  [5.9]

with the local fi eld factor f and the number density N. For a weak 
concentration of molecules in solution, the above expression can be 
re-written as

χ ρ γ1111
3 4

1111
( ) = f CN

M
S

A
rot  [5.10]

where C is the mass concentration of the molecule (as an example, C would 
be of the order of 0.01 when preparing solutions for nonlinear optical 
measurements), NA is Avogadro’s number, ρS is the density of the solvent, 
and M is the molar mass of the molecule. The total third-order susceptibility 
of the solution is then the sum of Eq. 5.10 and of the third-order susceptibil-
ity of the solvent.

Next, it is interesting to consider the case of a single-component dense 
supramolecular assembly of randomly oriented molecules. Such a structure 
is very similar to a glass made up of molecules. In such a case the number 
density of molecules N that appears in Eq. 5.6 is essentially determined by 
the space taken up by a single molecule in the assembly. In this context, 
obtaining a large third-order susceptibility for the bulk supramolecular 
assembly means that the third-order polarizability of a molecule must not 
only be large, but it must be large compared to the molecular volume, which 
determines how densely the molecules can be packed together. Since deter-
mining the average volume taken up by a molecule in a dense supramo-
lecular assembly can be cumbersome, this point can be most easily expressed 
by defi ning a specifi c third-order polarizability γ γ= 1111

rot / m, where m = 
M/NA is the mass of the molecule. Eq. 5.6 can then be written as

χ ργ1111
3 4( ) = f  [5.11]

where ρ is the density of the supramolecular assembly. This is useful 
because it allows deriving an estimate for the third-order susceptibility 
of a dense single-component assembly from the molecular third-order 
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polarizability as it can be determined, e.g., for molecules in solution. 
Using f 4 = 10 (refractive index of ∼1.8) and ρ = 1000 kg/m3 (density of water) 
one fi nds the simple rule of thumb that to obtain a third-order susceptibility 
of the order of χ(3) ∼ 2 × 10−19 m2 V−2, which is 1000 times larger than 
the χ(3) of fused silica, one needs a specifi c third-order polarizability 
γ ~ 2 10 23 5 2 1× − − −m V kg .

When characterizing a nonlinear optical molecule it is useful to evaluate 
the magnitude of its third-order polarizability with respect to absolute 
quantities that give an idea of how effi cient a given molecular design is. In 
this respect the specifi c third-order polarizability γ  discussed above is useful 
because it relates the size of the third-order polarizability to the size of the 
molecule. On the other hand, the discussion above also showed that the 
effi ciency of a particular molecular design can additionally be judged from 
the proximity of a molecule’s nonlinearity to the fundamental limit, i.e. by 
the dimensionless intrinsic third-order polarizability γ I. For clarity, it is 
worthwhile to repeat here together the defi nition of these two fi gures of 
merit:

γ γ
= 1111

rot

m
 [5.12]

γ γ
γ

I

C

= 1111
rot

 [5.13]

where m = M/NA is the mass of the molecule and γC is the quantum limit 
given in Eq. 5.4. The specifi c and the intrinsic third-order polarizability offer 
complementary ways to assess how effi cient the nonlinear optical response 
of a molecule is, and it is very informative to use them both when assessing 
the third-order response of a new molecule. Currently, good values for the 
intrinsic third-order polarizability in highly nonlinear molecules are of the 
order of 0.02, while good values for the specifi c third-order polarizability 
should be of the order of 10−23 m5 V−2 kg−1.

The interplay of intrinsic and specifi c third-order polarizabilities in dif-
ferent kinds of molecules is highlighted in Table 5.1. The fi rst interesting 
observation derived from Table 5.1 is that the fundamental limit can indeed 
be almost reached in the smallest, simplest substances, like the helium atom 
and the hydrogen molecule, which have a nonlinearity within a factor of 
three of the fundamental limit (intrinsic third-order polarizability of the 
order of 0.3–0.4). Next, C60 represents a relatively large molecule with a 
sizable third-order nonlinearity, but its intrinsic and specifi c third-order 
polarizabilities remain relatively weak. Finally, the last two entries in the 
table are two recently developed small molecules with exceptionally high 
intrinsic and specifi c third-order polarizabilities. More details on the com-
pounds in the last two rows of the table can be found in the literature (May 
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et al., 2005, 2007; Esembeson et al., 2008; Koos et al., 2009; Scimeca et al., 
2009; Beels et al., 2012). In addition, DDMEBT will be discussed later on 
in this chapter. For our purposes in the present discussion, they serve as 
good examples of the kind of nonlinearities that can be obtained in rela-
tively small organic molecules when they are optimized.

5.4 From molecules to bulk solid-state materials

While it is possible to develop and synthesize a large variety of molecules 
for nonlinear optics, a key challenge towards any application is the ability 
to create a solid-state material where the nonlinearity of a molecule can be 
effi ciently expressed. One such example is the single crystal of poly(2,4-
hexadiyne-1,6-diol di-p-toluenesulfonate) (PTS). The nonlinear refractive 
index of PTS is 2.2 ± 0.3 × 10−12 cm2 W−1 at a wavelength of 1.6 μm 
(Lawrence et al., 1994). Using Eq. 5.3 and a refractive index of 1.75 for PTS 
(Feldner et al., 2001) one obtains a third-order susceptibility of ∼2.4 × 
10−18 m2 V−1, which is four orders of magnitude larger than fused silica. This 
is a very good value, but it should be noted that it is observed only for light 
polarized along the crystallographic axis corresponding to the orientation 
of the essentially one-dimensional polymer chains that make up the crystal. 
And while this third-order polarizability is relatively high, such a single-
crystalline material is generally diffi cult to fabricate and to integrate with 
photonic circuitry.

One big advantage of third-order nonlinear optics is that no molecular 
ordering is necessary to translate the molecular nonlinearities into the bulk 
nonlinear susceptibility of a solid-state material. This facilitates the use of 
nonlinear optical molecules to create appropriate bulk materials: the mol-
ecules do not need to have any defi ned orientation when they are assem-
bled together. One possibility to translate molecular nonlinearities into a 
bulk material is therefore to disperse nonlinear optical molecules in a 
polymer matrix. The resulting bulk susceptibility is then determined by 
Eq. 5.10, from the polarizability of the active molecules multiplied by their 
density. The general applicability of this technique combined with the many 
molecules that have been developed over the years has led to a large body 
of literature. A review of some of the results has been provided by Hales 
and Perry (2008).

The nonlinearity of a solid-state material obtained by dispersing nonlin-
ear optical molecules in a polymer matrix is limited both by the maximum 
number density of molecules that can be reached and by the magnitude of 
their third-order polarizability. The practical maximum density that can be 
reached is limited by the necessity to avoid aggregation effects. Most of the 
work on third-order nonlinear optical molecules in the literature has until 
now focused on obtaining larger and larger third-order polarizabilities, 
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which grow with molecular size. While this will increase the nonlinearity in 
a polymer matrix if the number density of the molecules can be maintained, 
it is important to ask if this is the optimum route towards obtaining the best 
bulk material. When molecules with stronger nonlinearity are embedded 
inside a polymer, their nonlinearity is always diluted, and the question then 
becomes whether the dilution effect of the nonlinearity can be compensated 
by a large third-order polarizability. If it cannot, then one has to look at 
other ways to combine molecules together that have the potential to deliver 
a larger number density.

An alternative to embedding into polymers is to create a dense supramo-
lecular assembly where the nonlinear molecules are closely packed together 
in an essentially amorphous phase, with each molecule randomly oriented 
with respect to the others. In such a material there is no dilution effect and 
its maximum susceptibility would be directly determined by the nonlinear-
ity of the molecule relative to its size (the specifi c third-order polarizability 
mentioned earlier). The ability to have a larger number density of molecules 
should allow such a dense single-component supramolecular assembly to 
display a third-order susceptibility that is competitive or larger than for the 
case of molecules embedded in a polymer matrix. Since bigger molecules 
are more diffi cult to handle, a natural idea is to use smaller molecules. 
Smaller molecules may not be able to compete with the ‘best’ absolute 
third-order polarizabilities, but larger third-order polarizabilities in larger 
molecules that are more diffi cult to handle and need to be diluted into 
polymers are also not useful.

The question for single-component assemblies is whether it is possible to 
obtain molecules with a specifi c third-order polarizability that is large 
enough to deliver the required third-order susceptibility in the bulk (see 
previous section). The focus is no longer on large third-order polarizabilities 
alone.

5.5 Small molecules with large third-order 

nonlinearities

Research on third-order nonlinear optics over the years has striven to make 
the third-order polarizability of individual organic molecules as large as 
possible. The result has often been relatively large molecules because the 
third-order polarizabilities increase rapidly with size. However, larger mol-
ecules are generally more diffi cult to combine into a dense solid state where 
their nonlinearity is not diluted and which is homogeneous with a good 
optical quality. This is a fundamental issue that has historically made it dif-
fi cult to transfer high nonlinearities from molecules to solid state and to 
integrate organic third-order elements in integrated optics or other applica-
tions. Large molecules with large nonlinearities are only of academic inter-
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est if they cannot be combined in a bulk material that actually allows their 
use in practical applications.

On the other hand, molecules that do not necessarily have very large 
third-order polarizabilities in an absolute sense, but that have a large spe-
cifi c polarizability and can be more easily manipulated to obtain dense 
supramolecular assemblies, should be the focus of increased attention 
because of their potential to form bulk materials that refl ect the nonlinear-
ity of the constituent molecules while at the same time having a high optical 
quality.

Fortunately, investigations into the optimization of the third-order polar-
izability of smaller molecules with a compact conjugated system have 
revealed that a relatively high third-order polarizability can be maintained 
while reducing the size of the molecule if donor–acceptor substitution is 
used to control the relative energies of ground and excited states. While 
donor–acceptor substitution is well known for optimizing the second-order 
nonlinear optical response, it also plays a very simple and important role 
in increasing the third-order polarizability in small molecules.

In small molecules with donor-acceptor substitution, the wavefunction of 
the ground state is mostly centred on the donor-group(s), while the wave-
function of the fi rst excited state is mostly centred on the acceptor-group(s) 
(Moonen et al., 2003; Fernandez and Frenking, 2006). It is then the chemical 
structure of the substituents, in addition to the size of the molecule, which 
sets the difference between the energies of the highest occupied molecular 
orbital (HOMO) and of the lowest unoccupied molecular orbital (LUMO) 
(Fernandez and Frenking, 2006; May et al., 2007). As the size of the conju-
gated system decreases, donor-acceptor substitution keeps the HOMO–
LUMO gap smaller than what would be otherwise expected from a 
fundamental ‘particle in a box’ effect. As an example, for the polyynes 
studied by Slepkov et al. (2004), a linear conjugated system consisting of six 
consecutive triple bonds has a fi rst optical transition from the ground state 
at ∼4.08 eV (corresponding to a wavelength of 304 nm). Similarly, in the 
poly(triacetylene) wires investigated by Gubler et al. (1999), a linear con-
jugated system consisting of six double or triple bonds has a fi rst optical 
transition at ∼3.3 eV (wavelength of 377 nm). On the other hand, the 
TDMEE molecule (May et al., 2005; see also Table 5.1) arguably has a 
smaller conjugated system than these compounds, but it has a fi rst optical 
excitation energy of ∼2.1 eV (591 nm wavelength). Finally, in another family 
of donor–acceptor substituted molecules the HOMO–LUMO gap has been 
shown to remain practically unchanged while the size of the conjugated 
system between donors and acceptor was varied (Bures et al., 2007; May 
et al., 2007).

Since the transition dipole matrix element between ground and excited 
state remains high in small donor–acceptor substituted molecules, the 
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smaller HOMO–LUMO gap directly leads to a larger off-resonant third-
order polarizability (Armstrong et al., 1962). The importance of the excited 
state transition energies is also evident from the fact that the quantum-limit 
to the third-order polarizability is inversely proportional to the fi fth power 
of the fi rst optical excitation energy for a conjugated system of fi xed size 
(see Section 5.3).

From the expression for the fundamental limit (Eq. 5.7), one sees that if 
excited state energies remain constant while the number of conjugated 
electrons increases, then the maximum third-order polarizability grows 
as the square of the number of delocalized electrons, but not faster (May 
et al., 2007). Such an increase is less steep than what is generally observed 
in other molecular systems (Slepkov et al., 2004), where the third-order 
polarizability vs. size of the conjugated system follows a much steeper 
power law that is caused by the simultaneous increase in transition dipole 
moment and decrease in HOMO–LUMO gap. The latter remained practi-
cally invariant for the molecules of May et al. (2007), as forced by the pres-
ence of the donors and acceptors, and kept the nonlinearity high as the size 
of the molecule shrank.

In summary, the effect of donor–acceptor substitution on the HOMO–
LUMO gap leads to a much less steep decrease of the third-order polariz-
ability as the size of a molecule shrinks (May et al., 2007) when compared 
with unsubstituted molecules (Slepkov et al., 2004; Gubler et al., 1999). 
Clearly, the increase in third-order polarizability with donor–acceptor sub-
stitution can only be explained in such a straightforward way as long as the 
overlap between the HOMO and the LUMO can be maintained. As the 
size of the molecule increases past an optimum value, the centering of 
HOMO and LUMO on donor and acceptor groups should lead to smaller 
transition dipole matrix elements and the specifi c third-order polarizability 
should stop growing. This effect is different in physical origin from the satu-
ration of the specifi c third-order polarizability with molecular size that is 
observed in unsubstituted compounds (Gubler et al., 1999), which is more 
related to the transition from a molecular excitation to a localized excita-
tion in what becomes increasingly like a polymer chain. A semi-quantitative 
summary and illustration of these principles is shown in Fig. 5.1. Donor–
acceptor substituted molecules are able to maintain a large third-order 
nonlinearity at small sizes while unsubstituted molecules suffer a steep 
decrease of the third-order nonlinearity with molecular size. The dashed 
line that continues the trend of the donor-substituted systems towards 
larger sizes is a qualitative extrapolation that is as yet unsupported by direct 
experimental data but that is expected because of the decrease in the transi-
tion dipole moment for increasing space between donor and acceptor 
groups, towards which HOMO and LUMO gravitate.
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Figure 5.1 shows that the bulk nonlinearity that can potentially be pro-
duced using small molecules (the specifi c third-order polarizability) can be 
as large as the best that can be expected for the largest molecules (assuming 
it was possible to combine them in a dense assembly with the required 
optical quality). In fact, small donor–acceptor substituted organic molecules 
were the fi rst that clearly approached the fundamental quantum limit within 
less than two orders of magnitude, similar to what is observed in second-
order nonlinear optics (Clays, 2001; Kuzyk, 2003c; May et al., 2005, 2007). 
In addition, this relative closeness to the fundamental limit was accompa-
nied by a large specifi c third-order polarizability and by the ability of many 
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5.1 Qualitative representation of how the specifi c third-order 
polarizability (Eq. 5.12) of molecules is expected to vary with 
molecular size for the case of donor–acceptor substituted compact 
molecules and for other non-substituted conjugated systems such as 
those presented by Slepkov et al. (2004) and Gubler et al. (1999). 
Donor–acceptor substitution in smaller molecules keeps the variations 
of the HOMO–LUMO gap with size small, leading to a slower 
decrease of the third-order polarizability for shrinking size when 
compared to unsubstituted systems, where a combination of an 
increasing HOMO–LUMO gap and a smaller transition dipole moment 
leads to a steeper decrease for smaller molecules. The thick solid 
curves in the fi gure are obtained by interpolating and smoothing out 
the data published by May et al. (2005, 2007) for the donor–acceptor 
substituted small molecules, and by Slepkov et al. (2004) and Gubler 
et al. (1999) for the more extended systems without donor–acceptor 
substitution. The dashed curves represent a trend that is not yet 
supported by data, but that is expected because of HOMO and LUMO 
becoming increasingly separated for large distances between donor 
and acceptor groups.
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molecules, which can sublimate without decomposition, to create dense 
supramolecular assemblies by vapor deposition.

In summary, donor–acceptor substitution has been observed earlier to 
have an effect on third-order nonlinearities, but it plays a uniquely simple 
and important role in increasing the third-order response of small mole-
cules; an effect that can be best visualized by the tuning of the HOMO–
LUMO gap. This understanding of the effects of donor–acceptor substitution 
in small molecules directly connects to the fundamental sum-over-states 
expansion of the third-order polarizability in perturbation theory (Arm-
strong et al., 1962), and to the fundamental limit developed by Kuzyk. Such 
a view delivers a particularly simple and direct guiding principle for under-
standing and optimizing the nonlinear optical response of small 
molecules.

5.6 Small molecule supramolecular assemblies 

with high optical quality and large 

third-order susceptibility

The key point of the previous section is that small molecules can deliver 
the same (or better) performance as large molecules from the point of view 
of creating a bulk nonlinear optical material, and as seen from the two 
fi gure of merit that describe the effi ciency of the nonlinear optical response 
of a molecule, the intrinsic and the specifi c third-order susceptibility γ I and 
γ  (see Eqs. 5.12 and 5.13). Two examples of such high performance small 
molecules have been presented in Table 5.1.

The next challenge once such molecules have been identifi ed is to use 
them to create dense supramolecular assemblies. Molecules with a rela-
tively small molecular mass that can sublimate without decomposition open 
up the possibility of creating supramolecular assemblies by physical vapor 
deposition or molecular beam deposition. These techniques have unique 
advantages. They operate in a clean environment (high vacuum), they do 
not need solvents, they can provide precise and in situ control of growth 
rate, substrate temperature, and fi lm thickness, and are also fully compatible 
with vapor-phase microelectronic fabrication techniques that involve 
masking and dry-etching. The main issue to solve in order to obtain high-
quality thin fi lms in this way is the tendency of the molecules to crystallize. 
This is particularly a problem for planar molecules with donor–acceptor 
substitution where π–π stacking interactions and antiparallel molecular 
dipole alignment can be powerful forces towards forming crystals. In the 
case of molecular beam deposition on a substrate, such crystals would start 
growing independently at different locations on the substrate and lead to 
microcrystalline materials with too much light scattering to be used in 
applications. In fact, the TDMEE molecule (May et al., 2005) has very 
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attractive properties from the nonlinear optical point of view (see Table 
5.1) but forms very bad fi lms (Esembeson et al., 2008).

The breakthrough towards obtaining the fi rst dense, homogeneous 
supramolecular assemblies for nonlinear optics that had a very high optical 
quality was a modifi cation of the TDMEE molecule that consisted in 
making it non-planar (Esembeson et al., 2008). This new molecule was 
the DDMEBT molecule also presented in Table 5.1, above. DDMEBT 
([2-[4-(dimethylamino)phenyl]-3-([4-(dimethylamino)phenyl]ethynyl)
buta-1,3-diene-1,1,4,4-tetracarbonitrile]) may surprise because it has a 
broken conjugation, but contains almost the complete TDMEE molecule 
as a conjugated sub-unit, which is the part most responsible for its nonlin-
earity. The rotational average of its third-order polarizability is only slightly 
smaller than that of TDMEE, but the non-planar structure of DDMEBT 
reduces intermolecular interactions in such a way that vapor depositing it 
on any substrate leads to a homogeneous bulk material with very high 
optical quality (Fig. 5.2).

The DDMEBT material has very attractive properties. It combines a high 
optical quality with a high third-order nonlinearity three orders of magni-
tude larger than fused silica, it has a relatively low refractive index of 1.8 
at 1.5 μm, it has been found to be quite stable with a shelf life of years 
(Beels et al., 2012), and it can be vapor deposited on any substrate. In order 
for it to be used in applications, it is necessary to control its interaction with 
light signals. While it would be possible to defi ne waveguides out of the 
DDMEBT material alone, its properties render it quite attractive for inte-
gration with well-established integrated optics technologies. In particular, 
DDMEBT has been found to create thin homogeneous cover layers on top 
of nanostructured substrates and to be the ideal material to combine with 
silicon-on-oxide technology to create hybrid devices (Koos et al., 2009; 
Scimeca et al., 2009). Its use in so-called silicon-organic-hybrid (SOH) 
devices was the fi rst demonstration of a practical device that combined 
organics and state-of-the-art silicon and optical telecom technology to 
create new functionalities that have never been possible before (Koos et al., 
2009; Leuthold et al., 2009; Scimeca et al., 2009; Vallaitis et al., 2009). In 
particular, it was found that the DDMEBT material added only negligible 
losses to a slot-waveguide consisting of nanoscale silicon ridges ∼200 nm 
tall and ∼200 nm apart (Koos et al., 2009), and that its nonlinearity created 
a waveguide with a record-high nonlinear parameter of 100 W−1 m−1. This 
SOH device underwent state-of-the-art testing in a telecommunication 
setting, and it was successfully used for time-division demultiplexing of a 
170 Gbit/s data stream using nonlinear optical frequency conversion in a 
4 mm long SOH waveguide (Koos et al., 2009). But since the nonlinear 
optical response of the organic material is electronic and off-resonant, much 
higher speeds are in principle possible (Vallaitis et al., 2009).
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5.7 Conclusion

In conclusion, dense small molecule supramolecular assemblies are the 
realization of a new paradigm for nonlinear optics, where the focus has been 
moved away from molecules that have higher and higher third-order polar-
izabilities and towards smaller molecules that have an optimized third-
order polarizability closer to the quantum limit. Large molecules with large 
absolute third-order polarizabilities cannot necessarily be combined into a 
useful bulk material with correspondingly high nonlinearity, while the 
smaller molecules can be assembled into a dense, essentially amorphous 
material that optimally refl ects the molecular properties, has a high optical 
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5.2 (a) The DDMEBT molecule compared to TDMEE, (b) a spatial 
model of the DDMEBT molecule, (c) atomic force microscopy (AFM) 
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quality, and can produce (by vapor deposition) wide area fi lms (many 
square centimeters) that can be combined with any substrate or passive 
guided-wave technology. In this way it is possible to obtain a successful 
translation of the molecular properties to a stable bulk solid-state material 
with high optical quality, and to combine this material with existing passive 
integrated optic technology. This led to the fi rst demonstration of ultrafast 
all-optical switching based on an organic supramolecular assembly and 
silicon-on-oxide technology, and to the realization of a new nonlinear 
optical functionality for the silicon photonics platform.

The outlook for the future is, as usual, not clear. Telecommunication 
technologies are evolving at a rapid rate and it is diffi cult to predict the role 
that organics-based systems might play in photonics platforms that in the 
second decade of this century are quickly moving towards coherent com-
munication systems that rely heavily on electronic processing. Still, the 
variety of applications of optical systems is also increasing at a rapid place, 
and the availability of new nonlinear optical organic materials compatible 
with integrated optics technologies is yet another tool in the photonics 
toolbox, there to be picked up when needed.
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Abstract: Organic materials with second-order nonlinear optical activity 
are interesting for many applications in optics and optoelectronics, such 
as light-frequency conversion, terahertz-wave generation, electric-fi eld 
detection and electro-optic modulation. In a single crystalline form, such 
materials feature a high thermal and photochemical stability, which are 
important issues for the majority of device implementations using 
organic materials. This chapter presents state-of-the-art second-order 
nonlinear optical organic single crystalline materials, including molecular 
and crystal engineering approaches, processing in bulk and thin-fi lm 
single crystalline forms, as well as most important present applications 
prospects.

Key words: organic nonlinear optics; single crystalline organic materials; 
single crystalline thin fi lms; terahertz (THz) wave generation, 
electro-optics.

6.1 Introduction

Organic materials with second-order nonlinear optical (NLO) functionality 
are promising for various photonic applications, including light-frequency 
conversion, terahertz-wave generation, electric-fi eld detection and electro-
optic modulation. These materials are based on NLO molecules (chromo-
phores) with a high molecular nonlinearity, which are most often dipolar. 
In order to achieve a macroscopic second-order NLO response, such mol-
ecules need to be arranged in a noncentrosymmetric way in a material, 
which can be done in a polymer matrix by electric-fi eld poling, molecular 
self-assembly into amorphous acentric structures, as well as by self-
assembly into single-crystalline acentric structures. This chapter is devoted 
to single-crystalline organic second-order NLO materials, which are attrac-
tive because of their high thermal and photochemical stability, owing to 
the highly stable chromophore packing, but involves challenging crystal 
growth in either bulk or thin-fi lm form.
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6.2 Second-order nonlinear optical (NLO) 

organic crystals

6.2.1 Microscopic and macroscopic NLO effects 
in organic materials

The basic design of organic nonlinear optical molecules for crystals is 
similar to that for poled polymers and is commonly based on π-conjugated 
polar chromophores with an asymmetric response to an external electric 
fi eld (Zyss, 1994; Bosshard et al., 1995; Bosshard and Günter, 1997; Bosshard 
et al., 2000; Kuzyk, 2000; Clays and Coe, 2003; Dalton et al., 2010). π-
Conjugated structures are regions of delocalized electronic charge distribu-
tion resulting from the overlap of π orbitals. The electron distribution can 
be distorted by substituents (electron donor and acceptor groups) at both 
sides of the π-conjugated system as illustrated in Fig. 6.1(a). Upon applying 
an external electric fi eld E, the total dipole moment p of such a molecule 
can be expanded in Taylor’s series as

p E E Ei i ij j ijk j k= + + +μ ε α ε β0 0 ,  [6.1]

where μ is the dipole moment, α the linear polarizability determining 
the linear electronic response to an applied fi eld, and β the fi rst-order 
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6.1 (a) Simple physical mechanism of the second-order nonlinearity of 
the donor–acceptor substituted π-conjugated molecules. If we excite 
such molecules with an optical fi eld, we induce an asymmetric 
electronic response of the polarization. This is due to the nature of the 
substituents: the electron cloud (i.e. the electronic response) favors 
the acceptor A over the donor D. (b) Nonlinear optical molecules 
in the oriented-gas model, for optimizing the diagonal NLO 
susceptibility the optimal molecular-ordering angle θkz = 0°. (c) 
Schematic representation of important nonlinear optical effects of 
the second-order, including the linear electro-optic effect.
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hyperpolarizability determining the asymmetry of this response with respect 
to the polarity of the fi eld; ε0 is the electric constant (permittivity of vacuum).

For a macroscopic second-order nonlinear medium, the induced material 
polarization P can be expressed as a function of the applied fi eld E as

P E E Ei ij j ijk j k= + +ε χ ε χ0
1

0
2( ) ( ) ,  [6.2]

where χ(1) presents the linear susceptibility, which is related to the dielectric 
constant ε of the material as χ(1) = ε − 1, while χ(2) presents the nonlinear 
susceptibility of the second order.

The linear susceptibility χ(1) describes a linear polarization response of 
the material to an optical fi eld E(ω) oscillation at an angular optical fre-
quency ω, which is most often measured by the refractive index n, where 
χ(1)(ω) = n2(ω) − 1 and where the dispersion is refl ected in its angular fre-
quency ω dependence or dependence on the optical wavelength λ = 2πc/ω; 
c is the speed of light in vacuum.

NLO effects of the second-order allow interaction of two optical electric 
fi elds E(ω1) and E(ω2) to produce polarization at a combination of their 
frequencies, which is the source of the fi eld oscillating at a frequency ω3. 
Based on the characteristics of the involved electric fi elds, several second-
order NLO effects can be distinguished. A schematic representation of the 
most important ones is shown in Fig. 6.1(c). For example, sum-frequency 
generation describes the formation of the fi eld at the sum frequency of the 
source fi elds ω3 = ω1 + ω2, with a special case of second-harmonic generation, 
where only one optical fi eld at ω produces the fi eld oscillation at its second-
harmonic 2ω.

Special cases of second-order NLO effects involve static (or quasi-static) 
fi elds. Optical rectifi cation (OR) is a special case of difference frequency 
generation ω3 = ω1 − ω2 with ω1 = ω2 producing a static fi eld ω3 = 0 and is 
also used to for THz-wave generation as discussed later on. The electro-
optic (EO) effect describes mixing of the optical fi eld at ω and a static fi eld 
with ω = 0, which produces polarization at the same frequency ω. This effect 
is most often described as a fi eld-induced change of the refractive index n 
at ω as

Δ
1

2n
r E

ij
ijk k

⎛
⎝⎜

⎞
⎠⎟ =  [6.3]

where rijk is the electro-optic tensor and can be related to the second-order 
susceptibility as

r
n n

ijk
ijk

i j

( )
( , , )

( ) ( )
.

( )

ω
χ ω ω

ω ω
= −

−2 02

2 2
 [6.4]
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6.2.2 Molecular and crystal engineering approaches

In order to show a high macroscopic NLO response, the π-conjugated polar 
chromophores are designed to achieve a high hyperpolarizability response 
β, based on well-established molecular engineering principles, e.g. increas-
ing the conjugation length and the strength of the donor and acceptor 
groups at the end of molecules (Zyss, 1994; Bosshard et al., 1995; Bosshard 
and Günter, 1997; Bosshard et al., 2000; Kuzyk, 2000; Clays and Coe, 2003; 
Dalton et al., 2010). Optimization of the molecular nonlinear response by 
molecular engineering presents only one part in designing nonlinear optical 
or electro-optic materials. To show a macroscopic second-order nonlinear-
ity, the arrangement of the molecules plays a very important role. The 
chromophores must be ordered in an acentric manner in a material to 
achieve a macroscopic second-order nonlinear optical response. This is most 
often realized by incorporating the chromophores into a polymer matrix 
and pole the composite under an infl uence of a strong DC electric fi eld 
close to the glass transition temperature. Another possibility to obtain an 
effi cient macroscopic second-order active organic material is to order the 
chromophores in an acentric structure by crystallization, offering the highest 
possible chromophore density and the best long-term orientational stability, 
which is the approach discussed in this chapter.

The relation between the macroscopic and the molecular coeffi cients is 
nontrivial because of interactions between neighboring molecules. However, 
most often the macroscopic second-order nonlinearities of organic materi-
als can be well explained by the nonlinearities of the constituent molecules 
by the so-called oriented-gas model (Zyss and Oudar, 1982). In fi rst approx-
imation, the dipolar NLO chromophores, which are most common in state-
of-the-art organic crystals, do only have one dominant tensor element β = 
βzzz. In this case, the oriented-gas model gives relatively simple relations 
between the microscopic and the macroscopic NLO susceptibilities (Zyss 
and Oudar, 1982). For example, the diagonal element for the NLO suscep-
tibility can be expressed as

χ θ βkkk kz zzzNf( ) cos2 3= local  [6.5]

showing the most important contributions to the NLO effect in organic 
materials: the chromophore number density N, the local-fi eld correction 
factor flocal, the molecular nonlinearity β and the orientational factor, the 
so-called order parameter 〈cos3θkz〉, which is averaged over all molecules in 
a macroscopic system. To maximize the diagonal NLO susceptibility χkkk

( )2
 

along the polar axis k, the projection angles θkz should be close to zero, i.e. 
the charge transfer axes of the molecules should be close to parallel. Figure 
6.1(b) schematically shows the molecules and projection angles θkz between 
the polar axis k and the molecular axis z. To maximize the off-diagonal 
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susceptibility elements χkll
( )2

, the molecules should make an angle of about 
54.7° with respect to the polar axis (Zyss and Oudar, 1982). The dispersion 
of the macroscopic NLO susceptibilities is usually also considered using 
Eq. (6.5), by assuming a simple two-level model (Oudar and Chemla, 1977) 
for the dispersion of hyperpolarizabilities β and local fi eld factors flocal 
(Zyss, 1994; Bosshard et al., 1995).

Achieving noncentrosymmetric arrangement of molecules in crystal in a 
way to achieve optimal NLO susceptibilities χijk

( )2
 is a challenging topic. A 

major problem in achieving this is that most organic molecules will crystal-
lize in a centrosymmetric space group, which is usually attributed to dipolar 
interaction forces that favor anti-parallel chromophore alignment. Crystal 
growth is the prototype of self-assembly in nature. The molecules pack into 
the crystalline lattice that corresponds to a minimum in the potential energy, 
which will in fi rst approximation depend on the geometry of the molecules 
(close-packing principle). More precisely it will include electrostatic 
(Coulomb), van der Waals, and hydrogen-bond interactions. A correct 
determination of the structure requires a more fundamental quantum 
mechanical approach that is computationally very diffi cult. There have 
been several approaches identifi ed to obtain noncentrosymmetric nonlin-
ear optical organic crystals, including the use of molecular asymmetry, 
strong Coulomb interactions, non-rod-shaped π-conjugated cores and 
co-crystallization (Wong et al., 1997; Bosshard et al., 2000). Although 
the prediction of the crystal structure based on the π-conjugated donor–
acceptor chromophores has not yet been made possible, these strategies 
have led to a number of organic crystals with a very high macroscopic 
NLO response.

Beside a high molecular nonlinearity β and a preferred acentric molecu-
lar packing leading to high macroscopic NLO susceptibilities χ(2), it is very 
important that the material crystallization properties enable high-quality 
bulk or thin-fi lm crystal growth, which is in particular challenging for 
organic crystalline materials with high macroscopic NLO susceptibilities. It 
is for all these reasons that out of the hundreds of organic NLO crystalline 
materials developed during the last 30 years, only a few of them have 
entered the application market. In the following section, we present some 
of the most successful examples of organic crystals and their properties.

6.2.3 Examples of organic NLO crystals

DAST (4-N,N-dimethylamino-4′-N′-methyl-stilbazolium tosylate) is the 
most well known and widely investigated organic electro-optic crystal. 
DAST was fi rst reported in 1989 by Marder et al., (1989) and Nakanishi 
et al. (1989) and is still recognized as a state of the art organic nonlinear 
optical crystal. High optical quality and large DAST crystals were grown 
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from methanol solution by the slow cooling method (Pan et al., 1996b; Ruiz 
et al., 2008) which allowed their dielectric, linear, and nonlinear optical 
properties to be accurately determined. The reasons for the growing interest 
in obtaining high-quality DAST crystals are the high second-order NLO 
and the EO coeffi cients, being respectively ten times and twice as large as 
those of the inorganic standard LiNbO3, in combination with a low dielec-
tric constant, which allows for high-speed EO applications and broadband 
THz-wave generation.

DAST is an organic salt that consists of a positively charged stilbazolium 
cation and a negatively charged tosylate anion as shown in Fig. 6.2(a). 
The stilbazolium cation is one of the most effi cient NLO active chromo-
phores that pack in an acentric structure, whereas the counter ion tosylate 
is used to promote noncentrosymmetric crystallization (Marder et al., 1989, 
1994). The structure of DAST is shown in Fig. 6.2(b,c). The chromophores 
are packed with their main charge transfer axis oriented at about θ = 20° 
with respect to the polar axis a, resulting in a high-order parameter of 
cos3θ = 0.83, which is close to the optimum for the EO applications.

As a result of the highly ordered packing of highly polarizable constitut-
ing molecules, DAST crystals are strongly anisotropic with a refractive 
index difference n1 − n2 > 0.5 in the visible and infrared wavelength range 
(Pan et al., 1996a, 1996b). For applications in telecommunications, DAST 
crystals are well suited with a material absorption that is smaller than 1 cm−1 
at 1.3 μm and 1.55 μm wavelengths. The dielectric constants of DAST in 
the low-frequency range, below acoustic and optical lattice vibrations, were 
determined as ε1 5 2 0 4T = ±. . , ε2 4 1 0 4T = ±. . , and ε3 3 0 0 3T = ±. .  (Pan et al., 
1996a), and are considerably lower than those of inorganic EO materials, 
which is very important for high-speed EO and phase-matched THz-wave 
generation and detection (Jazbinsek et al., 2008b).

H3C

(a) (b) c

c

b

a

a

(c)

N+–CH3

H3C

H3C SO3

N

–

6.2 (a) Molecular units of the ionic DAST crystal. The positively 
charged, NLO active chromophore methyl-stilbazolium and the 
negatively charged tosylate. (b) and (c) X-ray structure of the ionic 
DAST crystal with the point group symmetry m showing molecules 
from one unit cell, projected along the crystallographic axes b and c; 
hydrogen atoms have been omitted for clarity.
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The low-frequency (unclamped) EO coeffi cients rijk
T  of DAST are shown 

in Fig. 6.3. The experimentally measured dispersion was modeled by 
the two-level model and is presented by solid curves in Fig. 6.3 (Pan 
et al., 1996a); the deviation at shorter wavelengths stems from resonance 
effects when approaching the absorption edge. DAST exhibits large EO 
coeffi cients and refractive indices, resulting in a high EO fi gure of merit 
n3r = 455 ± 80 pm/V at wavelength λ = 1535 nm and therefore the reduced 
half-wave voltage νπ = λ/(n3r) compares favorably with inorganic single 
crystals and poled EO polymers.

Theoretical evaluations show that the upper limits of second-order 
optical nonlinearities of organic crystals have by far not been reached yet 
(Bosshard et al., 2000); therefore, the research and development of novel 
NLO organic crystals is being continued. Several organic crystalline salts 
have been identifi ed with similar or even superior NLO properties to DAST 
(Marder et al., 1994; Coe et al., 2002; Glavcheva et al., 2005; Yang et al., 2007a; 
Figi et al., 2008b; Kim et al., 2011; Kim et al., 2012), also combined with better 
crystal growth possibilities (Yang et al., 2007b; Ogawa et al., 2008).

The chromophores for highly NLO crystals in general exhibit a limited 
temperature stability. In case of DAST (and similarly for other highly non-
linear organic salts), the chromophores start to decompose at about the 
melting temperature, which is for DAST at 256 °C. Therefore, the processing 
possibilities of stilbazolium salts are for most practical situations limited 
to solution-based techniques. On the other hand, melt growth is very 
attractive for several reasons, e.g. higher growth rates, higher purity, 
and very attractive waveguide processing possibilities, as will be discussed 
in the following section. The short π-conjugated chromophores with rela-
tively low melting temperatures (Tm < 150 °C), but also relatively low fi rst 
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6.3 Dispersion of the largest EO tensor coeffi cients of DAST: r111, r221, 
and r113 (Pan et al., 1996a).

�� �� �� �� �� ��



 Molecular crystals and crystalline thin fi lms 197

© Woodhead Publishing Limited, 2013

hyperpolarizabilities, such as COANP (2-cyclooctylamino-5-nitropyridine), 
were the only organic nonlinear optical crystals obtained by melt growth 
techniques until recently. Unfortunately, the EO fi gure of merit n3r of these 
crystals may be one order of magnitude smaller as for the best stilbazolium 
salts. Therefore, to design organic EO materials with a broad spectrum of 
processing possibilities, the challenge is to simultaneously achieve a high 
thermal stability and nonlinearity in one compound. To evade the nonline-
arity-thermal stability tradeoff of organic crystalline materials, different 
series of confi gurationally locked polyene chromophores have been recently 
developed (Kwon et al., 2006, 2008). Several of these chromophores crystal-
lize in a non-centrosymmetric structure with a high powder test effi ciency 
in the same order of magnitude as that of DAST.

Confi gurationally locked polyene crystals DAT2 (2-(3-(2-(4-dimethyl-
aminophenyl)vinyl)-5,5-dimethylcyclohex-2-enylidene)malononitrile) and 
OH1 (2-(3-(4-hydroxystyryl)-5,5-dimethylcyclohex-2-enylidene)malononi-
trile) have been already demonstrated to be particularly promising for 
integrated EO applications (Figi et al., 2008a, 2010; Hunziker et al., 2008a; 
Jazbinsek et al., 2010) as well as THz-wave generation (Brunner et al., 2008). 
The big advantage of DAT2 is the excellent range of possibilities for thin-
fi lm processing from all solution, vapor and melt, although its EO properties 
are not as high as for DAST due to a less optimal crystalline packing (Kwon 
et al., 2006; Figi et al., 2008a). On the other hand, OH1 crystals show the 
EO effect as high as DAST crystals (Hunziker et al., 2008b). OH1 exhibits 
very good crystal processing possibilities from solution, for both high optical 
quality bulk crystals (Kwon et al., 2010), as well as large-area single crystal-
line thin fi lms on substrates (Kwon et al., 2009).

Table 6.1 lists some of the presently best organic crystals, which have been 
already successfully used for applications such as frequency conversion, 
THz-wave generation, electro-optics and integrated optics.

6.2.4 Single crystal growth: solution, vapor, and 
melt-based techniques

Crystallization of organic materials is based on solution growth, melt 
growth or vapor growth. To produce either bulk, thin-fi lm or wire crystals, 
different and in some cases rather complex growth techniques are required. 
The choice of an appropriate technique depends on different material 
properties, as well as a desired crystalline form.

For many of the highly NLO materials, such as DAST, DSTMS, DAPSH 
and OH1, best-quality bulk crystals are grown from solution. Most 
commonly, slow temperature lowering techniques or slow isothermal evap-
oration techniques are used, which can be combined with temperature 
gradients at the growth position. An example of the solution-growth process 
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Table 6.1 Some of the state-of-the-art molecular crystals: λc is the cut-off 
wavelength in the bulk, d is the nonlinear optical coeffi cient, r is the electro-
optic coeffi cient, and Tm is the melting point

Material Point 
group

λc 
(nm)

d, r (pm/V) Tm 
(°C)

BNA(N-benzyl-2-methyl-4-
nitroaniline)

CH3

NH

H3C

NO2

(Fujiwara et al., 2007, 2006; 
Hashimoto et al., 1997)

mm2 500 d33(1064 nm) = 234
d32(1064 nm) = 15.6

110

DAST(4′-dimethylamino-N-methyl-
4-stilbazolium tosylate)

CH3

SO3

H3C

H3C

H3C

N
N+

(Knöpfl e et al., 1995; Pan et al., 
1996a; Meier et al., 1998)

m 700 d11(1318 nm) = 1010
d11(1542 nm) = 290
d11(1907 nm) = 210
d12(1907 nm) = 32
d26(1907 nm) = 25
r11(720 nm) = 92
r11(1313 nm) = 53
r11(1535 nm) = 47

256

DSTMS(4′-dimethylamino-N-
methyl-4- stilbazolium 
2,4,6-trimethylbenzenesulfonate)

CH3

CH3

CH3

H3C

H3C

H3C

N
N+

SO3

(Yang et al., 2007b; Mutter et al., 
2007a)

m 690 d11(1907 nm) = 210
d12(1907 nm) = 31
d26(1907 nm) = 35

258

DAPSH(trans-4-dimethylamino-N-
phenyl-stilbazolium 
hexafl uorophosphate)

H3C

H3C
N

N+

PF4

(Coe et al., 2002, 2003; Figi et al., 
2008b)

m 700 d11(1907 nm) = 290 –
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Material Point 
group

λc 
(nm)

d, r (pm/V) Tm 
(°C)

DAT2(2-(3-(2-(4-
dimethylaminophenyl)vinyl)-5,5- 
dimethylcyclohex-2-enylidene)
malononitrile)

CH3

CN

NC

CH3

H3C

H3C
N

(Kwon et al., 2006; Figi et al., 
2008a, 2010)

2 700 r12(1550 nm) = 7.4
r22(1550 nm) = 6.7

235

OH1(2-(3-(4-hydroxystyryl)-5,5-
dimethylcyclohex-2-enylidene)
malononitrile)

CH3

CN

HO

NC

CH3

(Kwon et al., 2008; Hunziker et al., 
2008b)

mm2 600 d33(1907 nm) = 120
r33(633 nm) = 109
r33(1319 nm) = 52
r23(1319 nm) = 30
r13(1319 nm) = 6.8

212

Table 6.1 Continued

optimization for obtaining high-optical quality bulk crystals of DAST can 
be found in Ruiz et al. (2008). Compared to DAST, growth of DSTMS 
crystals and OH1 crystals from solution may be faster and easier, which is 
due to the favorable thermodynamic properties of these materials (Yang 
et al., 2007b; Kwon et al., 2010).

High-quality single crystalline thin fi lms of highly NLO materials are 
essential for the fabrication of integrated photonic devices. If one should 
start from the bulk crystals, then complicated, expensive, and time consum-
ing cutting, polishing, and structuring procedures are required to fabricate 
waveguiding devices. Obviously thin fi lms may be much more compatible 
with simpler and cheaper waveguiding structures for applications such 
as EO modulators. Various approaches have been investigated for the fab-
rication of single crystalline fi lms, using either solution, melt or vapor 
growth techniques; an overview of different approaches for thin-fi lm fabri-
cation is reviewed in more detail in Jazbinsek et al. (2008a) and Jazbinsek 
and Gunter (2011).

One of the very attractive solutions for the integrated photonics devices 
presents a direct growth of the desired micro- and nano-structures at a 
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desired position. This can be done by fi rst structuring standard inorganic 
templates, such as glass, silicon, electrodes and other materials, with void 
structures at positions where active organic crystalline materials are desired. 
This method was recently demonstrated by using melt-processable materi-
als DAT2 (Figi et al., 2008a), the small chromophore COANP (Figi et al., 
2009) and BNA (Figi et al., 2011); these materials were chosen because of 
the favorable growth characteristics from melt as well as the tendency for 
thin-fi lm formation. By this method, several-mm long single crystalline 
wires with a thickness up to several μm down to below 30 nm have been 
obtained (Figi et al., 2008a). Figure 6.4 shows some examples of single-
crystalline organic bulk, thin-fi lm and wire crystals.

6.3 THz-wave generation and detection 

with organic crystals

The interest in generating THz waves stems from the unique interactions 
of these rays with matter, which can be exploited in various applications. 
For example, optical phonon resonances of crystalline materials and a part 
of vibrational and rotational excitations of molecules are in the THz range, 
which makes THz radiation very interesting for spectroscopy and material 
identifi cation. Other applications include non-destructive material testing 
and imaging, various research material investigations such as carrier dynam-
ics in semiconductors with sub-picosecond time resolution, medical diag-
nostics and pharmaceutical characterization (Dalton et al., 2012).

6.3.1 THz-wave generation by difference-frequency mixing

Generating THz waves by optical difference-frequency generation (DFG) 
requires a pump source consisting of two frequencies ω1 and ω2 that 

(a)

5 mm 5 mm
200 µm

(b) (c)

6.4 Examples of the grown crystals (a) bulk OH1 single crystal 4 mm 
thick (Kwon et al., 2010), (b) thin fi lm DSTMS single crystal 20 μm 
thick (Yang et al., 2007b) and wire DAT2 single crystals 25 nm thick 
(Figi et al., 2008a).
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are very close to each other, so that their difference frequency lies in the 
THz range: ωTHz = ω1 + ω2. The phase matching condition should be also 
satisfi ed

Δk k k k= − −THz ( ).1 2  [6.6]

For collinear DFG and assuming that the optical frequencies are close 
together, so that in fi rst approximation the dispersion in the optical range 
can be considered as n2 = n1 + (∂n/∂λ)Δλ, Δλ = λ2 − λ1, this leads to

Δk
c

n ng= −
ωTHz

THz( )  [6.7]

and the following coherence length for THz generation

l
n n

c
g

=
−

λTHz

THz2( )
,  [6.8]

where ng = n − (∂n/∂λ)λ is the group index of the optical wave. Equation 
(6.8) is valid for a relatively small dispersion in the optical range, i.e. up to 
several THz if we use infrared pump light. For larger THz frequencies, it 
should be calculated as

l
n n n

c = − +⎛
⎝⎜

⎞
⎠⎟

1
2

1

1

2

2

THz

THzλ λ λ
.  [6.9]

For the effi cient generation of THz waves by difference-frequency genera-
tion, besides a high second-order nonlinear optical susceptibility, the most 
important parameter is the low refractive index mismatch Δn = nTHz − ng 
between the generated THz and the pump optical waves. This is where 
organic materials are of a big advantage compared to standard inorganic 
materials such as LiNbO3. Because of the relatively low contribution of the 
lattice phonon vibrations to the dielectric constant, the dispersion of the 
refractive index between the optical and the THz frequency range is low 
and therefore the phase matching condition is almost naturally satisfi ed, 
while for inorganic materials such as LiNbO3 special phase matching con-
fi gurations are needed.

For DFG in the case of phase-matching and neglecting the pump-light 
absorption, the visible-to-THz conversion effi ciency is given by (Sutherland, 
2003)

η ω
ε

α α
THz

THz THz

THz
THz

THz/
/

= −
2 2 2

0

0
3

0
2

2

2
2

4d L I
c n n

L
L

exp( )
sinh ( )

(( )
,

αTHz /L 4 2
 [6.10]

where

d n roTHz =
1
4

4  [6.11]
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is the nonlinear optical susceptibility for THz-wave generation, ωTHz the 
angular frequency of the generated THz wave, L the length of the THz-
generation materials, I0 the pump intensity, αTHz the absorption constant at 
the THz frequency, r the electro-optic coeffi cient, n0 and nTHz the refractive 
indices at the pump optical and the generated THz frequencies, respectively. 
Besides phase-matching and minimal THz absorption, the main material 
fi gure of merit for THz generation (FMTHz) according to Eq. (6.10) is

FMTHz
THz

THz THz

= =
d

n n
n r
n

2

0
2

0
6 2

16
.  [6.12]

Table 6.2 shows most of these parameters for a series of inorganic and 
organic crystals, as well as for an electro-optic polymer. As it can be seen 
in this table, the organic crystals OH1, DSTMS and OH1 show the largest 
fi gure of merit and can be also phase matched using pump lasers at 

Table 6.2 Organic and inorganic nonlinear optical materials that have been 
investigated for optical-to-THz frequency conversion and their most relevant 
parameters*. Where possible, the parameters close to the velocity-matched 
optical wavelengths and THz frequencies are given

no ng nTHz r 
(pm/V)

dTHz
1 

(pm/V)
FMTHz

2 
(pm2/V2)

νphonon 

(THz)
αTHz 

(cm−1)
λ (nm)

DAST 2.13 2.33 2.26 47 240 5600 22 20 1500
DSTMS 2.13 2.3 2.26 49 250 6100 22 15 1500
OH1 2.16 2.33 2.284 52 280 7400 8 26 1350
LAPC5 1.6 1.8 1.7 52 85 1700 >17 15 1500
GaAs 3.37 3.61 3.63 1.6 52 66 7.6 0.5 1560
ZnTe 2.83 2.18 3.16 4 64 160 5.3 1.3 840
InP 3.2 3.16 3.54 6 1.45 38 40 10
GaP 3.12 3.34 1 24 17 10.8 0.2 1000
ZnS 2.3 2.88 1.5 10 7 9.8
CdTe 2.82 3.24 6.8 110 470 4.8
LiNbO3 2.2 2.18 4.96 28 160 1100 17

1 d n rThz = 1
4 0

4 .

2 FMTHz
THz

THz THz

= =
d

n n
n r

n

2

0
2

0
6 2

16
.

3 ν > 1.5 THz.
4 ν < 1.9 THz.
5 LAPC guest-host polymer (Zheng et al., 2007).
6 ν ≈ 1 THz.
* Refractive index no at the pump optical wavelength λ; group index ng at λ; 
refractive index nTHz in the THz frequency range; the electro-optic coeffi cient r; 
the susceptibility dTHz for THz-wave generation; fi gure of merit FMTHz for THz 
generation by optical rectifi cation; optical phonon frequency of the material νphonon 
in the THz range; the absorption αTHz in the THz frequency range.
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telecommunication wavelengths 1.3–1.55 μm. OH1 in addition shows a very 
small absorption constant at THz frequencies, thus allowing large interac-
tion lengths to be used (Brunner et al., 2008). The optical damage threshold 
of these organic crystals mainly depends on the optical quality, both of the 
bulk crystal quality and the quality of surface polishing. Very slow cooling 
growth with high temperature stability of (±0.002 °C) has to be used for 
high damage threshold materials reaching Idamage > 150 GW/cm2 for 150 fs 
pulses at 1550 nm (Rainbow Photonics, 2012).

6.3.2 THz-wave generation by OR

By using the process of OR, broadband THz radiation can be effi ciently 
generated in noncentrosymmetric NLO crystals pumped by femtosecond 
pulses. An ultrashort laser pulse (10–200 fs) induces a quasi-static polariza-
tion in such materials through OR, which follows the amplitude of the pump 
pulse and thus acts as a source for the THz pulse. In other words, a short 
laser pulse has an intrinsically broad bandwidth, i.e. a laser beam with a 
pulse length of 10–200 fs has a bandwidth of roughly 40–2 THz, depending 
on the pulse shape. Different frequency components in such a pulse can 
mix with each other in a nonlinear crystal by difference-frequency genera-
tion, producing a broadband THz wave. In the simplest approximation 
(non-depleted pump approximation, negligible THz absorption,  ...) the 
intensity of the generated THz intensity is given by (Schneider et al., 2006a)

I L cn E L( , ) ( , )ω ε ωTHz THz THz=
1
2

0
2  [6.13]

≈
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and the conversion effi ciency by
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which the same as for DFG with the same fi gure of merit FMTHz as the one 
listed in Table 6.2. For more general expressions considering the optical and 
THz-wave absorption, as well as velocity mismatching see e.g. Schneider 
et al. (2006a).

Figure 6.5 illustrates how velocity matching can be achieved in DAST. 
Due to the small absorption and the corresponding dispersion near 1.1 THz 
phase matching can be realized either for pump wavelengths between 830 
and 1300 nm, yielding THz waves between 0.2 and 1 THz, or for pump 
waves with wavelengths between 1300 and 1700 nm for the generation of 
THz waves above 1.8 THz (Schneider et al., 2006a, 2006b).
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Best conditions for velocity matching in DAST are also illustrated in 
Fig. 6.6(a), which shows the coherence length lc,VM as a function of the 
pump optical wavelength and the generated THz frequency. The generation 
of THz waves with frequencies around ∼1.1 THz is in DAST limited due 
to a transverse optical phonon (Walther et al., 2000). Other organic materi-
als have different velocity matching conditions and can be used for an 
available pump wavelength and the desired THz frequency range (Kwon 
et al., 2007; Brunner et al., 2009; Miyamoto et al., 2009; Seo et al., 2009; Kim 
et al., 2011, 2012). Figures 6.6(b) and (c) show similar plots for some newer 
materials, DSTMS (Stillhart et al., 2008) and OH1 (Brunner et al., 2008). In 
DSTMS the optical phonon absorption near 1.1 THz is suppressed by a 
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heavier counter anion and therefore this material is superior to DAST 
within this frequency range (Stillhart et al., 2008). OH1 crystal is based 
on hydrogen bonds and has even higher fi gure of merit for THz-wave gen-
eration (see Table 6.2) compared to DAST and DSTMS and optimum 
velocity-matching between 1200 and 1460 nm for 0.3–2.5 THz, has no 
absorption at about 1 THz but at about 3 THz (Brunner et al., 2008). THz 
frequencies from 0.5 THz to 10 THz have been generated in OH1 by 
difference-frequency generation (Uchida et al., 2011).

6.4 Integrated electro-optic (EO) applications

The EO effect describes the change of the refractive index upon application 
of a static (or quasi-static) fi eld and is defi ned by Eq. (6.3), which gives, 
assuming Δn << n, the following change of the refractive index Δn for light 
polarization parallel to the direction of the applied fi eld E

Δn n rE= −
1
2

3  [6.16]

where r = r333 for the electric fi eld and polarization along the x3 material 
direction. This gives the following phase change Δϕ for light traveling a 
distance L in the material upon application of the voltage V over the 
(electrode) distance D

Δ Δφ π
λ

π
λ

= = −
2 3

nL
n r L

D
V.  [6.17]

For the EO applications, an important parameter is the so-called half-
wave voltage Vμ, which is the voltage required to change the phase of the 
optical fi eld by π

V
n r

D
L

π
λ

=
3

,  [6.18]

and critically depends on the material EO fi gure of merit FMEO = n3r, as 
well as the confi guration of the EO material by the geometrical factor D/L. 
Waveguide confi gurations allow for small electrode distances D and for 
relatively large propagation distances L. This can decrease the half-wave 
voltages by more than three orders of magnitude compared to bulk materi-
als, from kilovolts to less than 1 V for best EO materials. Therefore, inte-
grated optics is the best solution for light modulation and switching needed 
in telecommunications.

For high data transmission rates or fast modulation and switching, the 
applied fi eld or voltage V is modulated at high frequencies, up to GHz 
or even 100 GHz. Therefore, for larger propagation distances L, the 
applied fi eld already changes during light propagation, which considerably 
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reduces the fi nal phase change Δϕ. The solution is in the so-called traveling-
wave modulators, in which the electric fi eld travels together with the 
optical fi eld.

In organic materials the electric wave travels at about the same speed as 
the optical wave, due to the low dielectric constant in the low-frequency 
regime ε ≈ n2, which is not the case for most inorganic EO materials, where 
ε >> n2. This kind of phase matching is important when building high-
frequency EO modulators. The low dielectric constant of organic materials 
will also decrease the power requirement of the EO modulators. Another 
advantage of organic over inorganic materials is the almost constant 
EO coeffi cient over an extremely wide frequency range. This property is 
essential when building broadband EO modulators and fi eld detectors.

The interest in organic crystals stems from the above advantages com-
pared to inorganic materials, as well as the fact that the long-term orienta-
tional stability and photochemical stability, as well as the optical quality 
of molecular crystals may be signifi cantly superior to those of polymers 
(Rezzonico et al., 2008b). However, compared to polymers, processing of 
organic EO crystals in thin fi lms and waveguides needed for integrated 
optics is much more challenging. In the following section we summarize 
several structuring techniques that have been used to build waveguides and 
optical modulators based on organic EO crystals.

6.4.1 Overview of the structuring techniques 
for organic crystals

As for general optical waveguides, organic crystals have to be structured 
with a (sub-)micron precision so that a suitable refractive index contrast 
for optical waveguiding is achieved. Although for optical waveguiding even 
very small refractive index changes of materials in the order of Δn ∼ 10−3 
may be suffi cient, for small waveguides needed for large-scale integration, 
as well as for reducing the half-wave voltage of EO modulators, larger index 
contrast is desired. For example, to fabricate microring resonators (Little 
et al., 1997; Gheorma and Osgood, 2002; Rabiei et al., 2002; Rezzonico et al., 
2008a) with a small radius below 10 μm, refractive index of the guiding 
medium should be at least by about Δn ∼ 0.5 larger than the surrounding 
medium to avoid high losses. Organic EO crystals have a relatively high 
refractive index compared to poled polymers, which can reach the values 
of inorganic ferroelectric crystals such as LiNbO3 (n ∼ 2.2). This basically 
allows very effi cient high-index contrast waveguiding with respect to 
substrate materials such as SiO2. Organic EO crystals are also strongly 
anisotropic with birefringence as high as Δn > 0.5 at non-resonant wave-
lengths, which should be taken into account when designing the waveguides. 
The particular best orientation of the waveguides with respect to the 
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propagation direction, optical and electric fi eld orientation depends on the 
particular tensor properties of the material. Organic crystals are also suit-
able as active cladding materials to high-index silicon photonic passive 
waveguides (nSi ∼ 3.5), which can result in very compact EO modulators 
with high fi gures of merit, if organic crystals can be oriented in a suitable 
way (Jazbinsek et al., 2010; Figi et al., 2011).

The main challenges to build integrated EO modulators based on organic 
crystals are related to their processing possibilities: the organic crystal 
should be deposited on appropriate substrate materials and in a desired 
orientation to achieve planar light confi nement, and then structured with 
an appropriate technique to achieve horizontal light confi nement. Several 
approaches and techniques have been developed to fabricate optical 
waveguides in organic EO crystals. We can distinguish photolithography, 
photostructuring (including photobleaching and femtosecond laser abla-
tion), ion implantation, electron-beam irradiation, and direct deposition 
into pre-structured inorganic templates. These techniques are schematically 
presented in Table 6.3 with some of their main features. A more detailed 
overview of organic single crystalline waveguides and modulators with 
examples can be found in Jazbinsek and Günter (2011) and Dalton 
et al. (2012). Presently most promising organic crystals, several of which 

Table 6.3 Structuring methods investigated for organic single crystalline 
waveguides with second-order nonlinear optical activity. Δn is estimated 
assuming SiO2 substrates (where applicable)

Technique Max. index 
contrast Δn

Comments

Photolithography

Organic

crystal

Photoresist

mask

Reactive ion etching

Substrate

1.1 horizontal
0.6 vertical

• Thin fi lms needed
• Side-wall quality depends 

critically on the 
optimization of reactive 
ion etching (RIE)

(Tsuda et al., 1992; Takayama et al., 2001; Kaino et al., 2002; Jazbinsek et al., 
2008b; Hunziker et al., 2008a)

Photobleaching

Organic

crystal
Substrate

Near-resonant

light illumination
0.5 horizontal
0.6 vertical

• Thin fi lms needed
• Smooth side walls

(Kaino et al., 2002; Cai et al., 2003; Mutter et al., 2003)
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Technique Max. index 
contrast Δn

Comments

Femtosecond laser ablation

Organic

crystal
Substrate

Femtosecond

light illumination
1.1 horizontal
0.6 vertical

• Thin fi lms needed
• Side-wall quality depends 

critically on laser 
parameters

(Dittrich et al., 2003)

Ion implantation

Organic

crystal

Organic Crystal

H+ high-energy ions

Optical

barrier

0.1 vertical • Provides vertical 
confi nement if thin fi lms 
are not available

• Smooth refractive-index 
gradients

(Mutter et al., 2007b, 2008)

Electron-beam structuring

Optical
barrierOrganic Crystal

e-beam Irradiation 0.1 horizontal
0.1 vertical

• Thin fi lms not needed
• Smooth side walls

(Mutter et al., 2007c)

Epitaxial growth

Other
materials

Structured substrate

Epltaxially grown
organic crystal

0.6 horizontal
0.6 vertical

• Very versatile
• Structuring performed 

only in standard inorganic 
substrates (SiO2, Si)

• Easy electrode or other 
material integration

• Limited by crystallization 
properties of organic 
material

(Geis et al., 2004; Figi et al., 2008a, 2010, 2011; Jazbinsek et al., 2010)

Table 6.3 Continued

have been already successfully used for building prototype integrated EO 
modulators are listed in Table 6.1.

Some of the techniques listed in Table 6.3 allow even for more 
complex waveguiding structures than simple straight waveguides. For 
example, by melt capillary growth, fi rst single-cyrstalline organic EO 
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microring-resonator fi lters and modulators were demonstrated (Figi et al., 
2009). In this case organic material COANP (2-cyclooctylamino-5-nitropy-
ridine) with very good melt-crystallization properties and a moderate EO 
coeffi cient r33 = 15 ± 2 pm/V at 633 nm was employed. A top view transmis-
sion microscope image of a COANP crystal grown in a microring resonator 
channel waveguide is depicted in Fig. 6.7(a). Very high single-crystalline 
quality of these waveguides was confi rmed by optical waveguiding charac-
terization. Typical devices fabricated showed almost perfectly symmetric 
high extinction ratio resonance peaks of about 10 dB, ring losses α = 12 ± 
0.3 dB/cm, and a fi nesse F = 6.2 ± 0.2. The measured TE spectrum of the 
racetrack resonator shown in Fig. 6.7(a) showed a Δλ = 110 pm shift in 
response to an applied voltage of 100 V, corresponding to a frequency tun-
ability of 0.11 GHz/V, which is comparable to what has been reported for 
ion-sliced LiNbO3 microring resonators (Guarino et al., 2007). A great 
improvement in performance is expected if materials with state-of-the-art 
EO fi gures of merit (n3r of DAST or OH1 is more than one order of mag-
nitude higher than for COANP) and higher index contrast (Δn with respect 
to borosilicate is at 1.55 μm about 0.15 for COANP and almost 0.7 for 
OH1 and DAST) can be used for melt growth.

6.5 Conclusions and future trends

We have presented the basics, present status and potential of organic 
nonlinear optical crystalline materials for applications, in particular for 
THz-wave generation and integrated EO modulators. These materials 
are composed of highly polar chromophores with a highly asymmetric, 
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6.7 (a) Transmission microscope image between crossed polarizers of 
a COANP waveguide with a racetrack microring resonator grown by 
the melt capillary method in prefabricated channels. (b) Resonance 
curve of a TE mode at a wavelength around 1.574 μm (solid line); the 
dashed and dotted line are the corresponding electrooptically shifted 
curves by applying 100 V and 200 V voltage to the device electrodes 
(Figi et al., 2009).
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ultra-fast electronic response to external fi elds. They may exhibit high EO 
fi gures of merit of more than n3r = 450 pm/V in the 1.55 μm telecommunica-
tion window, a low dielectric dispersion, as well as a high thermal stability 
of polar order, and are therefore promising for high-speed and highly effi -
cient EO modulation, as well as phase-matched THz generation with a high 
conversion effi ciency.

In the last decades, there have been several promising organic nonlinear 
optical crystalline materials developed for various applications. The basic 
molecular design is challenging mainly because the crystalline packing of 
highly nonlinear optical molecules is not yet possible to predict in order to 
achieve highly favorable non-centrosymmetric packing potentially useful 
for second-order nonlinear optical applications. Additionally, the crystal 
growth and processing of these materials is often very challenging. For the 
materials already identifi ed in the past, the main progress achieved in the 
last few years has been in the growth of high optical quality bulk crystals 
for THz-wave generation and structuring of optical waveguides for EO 
applications. Several novel materials optimized for these applications have 
been also developed and characterized in the last few years. In particular, 
organic NLO crystals have established in the fi eld of THz applications due 
to their fi gures of merit considerably superior to inorganic materials, which 
has enabled these materials to enter the commercial market, are used in 
many laboratories as the source of THz waves, and have been also imple-
mented in commercial THz spectrometers and THz imaging devices.

Beside further development and implementation of organic NLO crystals 
in highly integrated photonic devices and new THz generation/detection 
schemes, the new material development is expected to continue to further 
extend the fundamental material knowledge on molecular and crystal engi-
neering, as well as to identify optimized materials for novel applications 
and extend the possible application ranges, considering various pump laser 
sources, optical pump wavelengths, THz frequency ranges, and large-scale 
integrated photonics structures.
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Abstract: The generation of mobile charges and their transport across 
organic layers are commonly the most critical steps affecting the 
performance of organic-based electronic devices. At ambient 
temperatures, intermolecular hopping of self-localized charge carriers 
is expected to dominate the transport mechanism, whose properties 
can be accurately described by quantum-chemical calculations which, 
however, face a challenge when the nanostructure of the material has to 
be simultaneously addressed together with single-molecule aspects. Our 
recent work tries to understand the physico-chemical principles behind 
the performance of the theoretical methods commonly employed, as 
well as to pave the way towards full understanding of the transport 
mechanism by applying optimized theoretical methods. This would 
fi nally allow the performance of computationally guided molecular 
engineering of novel molecules, not yet synthesized, and anticipate 
the reasons for their expected performance in organic-based electronic 
devices.

Key words: charge carriers, transport modelling, crystalline organic 
semiconductors, charge transfer rates, structure-property guidelines.

7.1 Introduction

Chemistry, physics, and materials science have largely demonstrated an 
almost limitless capacity to drive wellbeing, economic growth and environ-
mental sustainability during recent decades. Nonetheless, in a global age of 
continuous changes, some topics of the most interest represent real chal-
lenges for the world today, i.e. generating energy in a cost-effective, envi-
ronmentally appropriate and truly sustainable manner, fabricating new 
sensors and devices at the cutting edge of miniaturization and detection 
processes, or manipulating matter at a submicroscopic size to create tailored 
materials with a vast envisioned range of applications, such as in electronics, 
biomaterials and energy production. Furthermore, some essential com-
modities, minerals, or fossil fuels might soon start to be in short supply. It 
is thus urgently needed to pave the way towards truly innovative new tech-
nologies for the creation of better and/or more effective products and proc-
esses able to achieve these challenges; that is, we hope substantial changes 
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compared with incremental changes in the next generation of materials for 
these envisioned applications.

It is within this context where there have been tremendous developments 
lately in the use of organic materials, be they polymers, oligomers or small 
molecules, as active compounds in device applications, including organic 
fi eld-effect transistors, light-emitting displays, memory devices, lasers, 
molecular machines, chemical sensors, and photovoltaic cells, among others. 
All these devices, largely independent of their functions, share a common 
structure consisting of a stack of thin fi lms, such as anode/organic material/
cathode. Since the pioneering discoveries of conducting and electroluminis-
cence properties in conjugated materials, the rational design of electronic 
devices based on organics is still a challenging issue that involves experi-
mental and theoretical chemistry and physics with a (neccessarily) strong 
interdisciplinary component. Typically, the simulation of the mode of opera-
tion of an organic electronic device requires the detailed description of the 
steps involved (Bredas et al., 2004) within charge- and energy-transfer proc-
esses, which can be hopefully estimated from the behaviour of few active 
molecules extracted from the bulk, and are usually: (i) charge injection from 
the electrodes, resulting in the appearance of charge carriers (electron and/
or holes) and their associated dynamics; (ii) favourable exciton formation 
from these carriers; (iii) exciton migration to donor–acceptor (organic–
organic) interfaces, or lower energy sites, and corresponding optical emis-
sion. The order of these steps is reversed in the case of organic solar cells 
(Brédas et al., 2009) where dissociation of the exciton harvested leads to 
the formation of the charge carriers. Complementarily to this molecular 
picture, a multiscale approach connecting the different time and length 
scales relevant for the complex mechanism of operation of these devices 
may be also performed on top of the above treatment at the lowest size 
scale (Cheung and Troisi, 2008). The issue of theoretical accuracy, at both 
the quantum- and nanoscale, is thus of outmost importance to help in 
the interpretion of the large body of experimental results accummulated 
up to date.

Therefore, during the operation of any device made from organics, and 
largely independent of the fi nal experimental architecture according to the 
expected utility, the fi nal value of charge carriers’ mobility determines the 
performance of the electronic device, and indeed the ultimate merit of 
the entire bottom-up approach used to build it. Note that modelling of the 
charge carrier dynamics turns out to be independent of how they are gener-
ated, whether through exciton dissociation or upon injection from the elec-
trodes. Ideally, the performance of devices based on ordered organic crystals 
is believed to be mostly governed by the identity of the π-conjugated mol-
ecules used in the active layer, as well as by the substitution pattern used 
(if any) to improve the experimental working conditions; though, it is also 
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well-known that charge carrier mobilities are ultimately infl uenced by many 
other factors (Coropceanu et al., 2007) such as boundaries, the degree of 
disorder, impurities and crystal defects acting as traps, surface-induced 
effects from friendly substrates (Martinelli et al., 2009), temperature, and 
device confi guration to name just a few. It is thus clear that the mobilities, 
as well as other key properties, are known to depend strongly on the struc-
tural and morphological details of the samples. Therefore, the measured 
mobilities can thus signifi cantly vary from one study to another so that an 
unambiguous interpretation of the data in the search of robust structure–
property guidelines remains elusive. Despite these drawbacks, crystalline 
organic semiconductors made of small molecules, as oligoacenes and deriv-
atives, have surpassed amorphous silicon in performance (Hasegawa and 
Takeya, 2009) and many technologically relevant applications are envi-
sioned or are even commercially available now. Note that computational 
studies would prove very useful in paving the way towards new materials 
for organic-based applications, in view of the scarcity of directly comparable 
experimental results, provided they would be able to yield enough insight 
into the structure–property relationships governing its performance.

Evidently, the intrinsic accuracy of any proposed theoretical methodol-
ogy needs a careful benchmarking, to avoid any bias on the fi nal results due 
to an existing error bar, previously to any intended application to not-yet-
synthesized materials or materials with unknown packing motifs. Therefore, 
at this stage, the strategy to estimate mobility values based on theory and 
simulations needs to provide a manifold of results: (i) have a predictive 
character; (ii) be largely independent of any experimental information; and 
(iii) be computationally cost-effective. Owing to the good compromise 
found between these factors, density functional theory (DFT) has now 
reached a leading role among theoreticians; however, while signifi cant 
progress has been achieved in the understanding of variations in charge-
carrier mobilities with the nature of the material, work still needs to be 
done concerning some technical issues infl uencing the fi nal results.

7.2 Theoretical and computational framework

The charge injection/collection mechanism, after proper deposition of 
organic layers on the targeted electrodes, is a complex interfacial process 
(Heimel et al., 2008) although the basic principle is well understood: there 
always exists a energy barrier, which needs to be minimized for effi cient 
injection/collection, at the interface between the active layer and the elec-
trode, arising from the expected non-alignment between the Fermi level of 
the metal and the frontier orbitals of the organic molecules (Ishii et al., 
1999). For instance, injection of holes (h⋅+) into an organic transport material 
relies on a close match between its ionization potential (Ip) and the work 
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function (Φm) of the inorganic electrode material used as reservoir. This can 
be mathematically expressed as φh⋅+ = −Ip mΦ , and one ideally would search 
a barrierless process where carriers can freely inject into the organic solid. 
Indium tin oxide (ITO, In2O3-SnO2) is normally used whose Φm ≃ 4.7 eV. 
Injection on electrons, on the other hand, needs as close as possible a match 
between the work function and the electron affi nity. The ease of charge 
injection from source electrodes, concomitantly with the intrinsic ability of 
the material to transport the generated carriers, often determines the p- 
and/or n-type behaviour of the material. It is also important to recall here 
that in real systems an interface dipole arises from (possibly) electron 
density redistributions and/or chemical reactions after deposition, with the 
corresponding complications for modelling, and with the further increase 
of the barrier with an extra energy term with respect to vacuum. Large 
efforts are also complementarily conducting to rule out the interfacial 
processes (Tse et al., 2010).

Once charges are injected, their transport rate (kCT) can be estimated 
(Nitzan, 2001) in fi rst approximation by using expressions derived normally 
from Fermi’s golden rule:

k V E ECT if i f= −
2 2π ρ( )  [7.1]

where Vif is the electronic coupling between the two interacting initial 
(quasi-particle on donor) and fi nal (quasi-particle on acceptor) states, and 
ρ(Ei − Ef) is the corresponding density of states depending on the nuclear 
deformations associated with the charge transfer process. It is often appro-
priate to assume that thermal activation of intermolecular vibrations near 
room-temperature tends to strongly self-localize the charge carriers, after 
being generated in supramolecular assemblies, which leads to large molecu-
lar geometry relaxations upon charging and thus to localized states acting 
as traps (McMahon and Troisi, 2011). This situation can be ideally repre-
sented as a self-exchange electron/hole (⋅− or ⋅+, respectively) process between 
two neighbouring molecules (M and N) occupying well-defi ned sites on a 
crystalline lattice:

M N M NCT⋅+ − ⋅+ −+ → +( ) ( )k  [7.2]

Actually, the renewed interest in theoretical models possibly relies on the 
fact that the key parameters affecting the value of kCT start to be accessed 
from quantum-chemical calculations at the molecular scale. First, the inter-
molecular electronic coupling (Newton, 1991) is defi ned as:

V Hif i f= Ψ Ψˆ ,  [7.3]

Ψj are the many-electron wavefunctions describing an excess charge 
localized on molecule M or N; i.e., the initial and fi nal states. Since the 
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wavefunction for an excess charge on unit M versus N only differs by the 
occupation of the involved frontier orbital, the above equation is easily 
rewritten in an one-electron picture as:

V Hif M
HOMO LUMO

N
HOMO LUMO= ′( ) ( )φ φˆ ,  [7.4]

where HOMO and LUMO mean the highest (lowest) occupied (unoccu-
pied) molecular orbitals of an isolated molecule, for hole or electron trans-
port respectively, and Ĥ′ is now the corresponding effective Hamiltonian 
(Fock operator) of the two molecules that are considered. The expression 
can be further simplifi ed although with some restrictions (Valeev et al., 
2006). Furthermore, the energy needed to swith from the initial Ψ ΨM N⋅+ −( )  
to the fi nal Ψ ΨM N⋅+ −( )  state, the molecular reorganization energy (Λ), is 
computed normally from the adiabatic potential energy surfaces of the 
reactants (Coropceanu et al., 2003) as:

Λ = − + −⋅+ − ⋅+ − ⋅+ −E E E EM N M N M N( ) ( ) ( )/ / / / ,  [7.5]

where EN or EM⋅+ −( )  indicates the total energy of the unionized or ionized 
molecule at its optimum geometry, respectively, and EN M// ( )⋅+ −  or EM N⋅+ −( ) / /  
the energy of the unionized or ionized molecule at the optimized geometry 
of the other state. This model thus assumes a full relaxation of the molecule 
supporting the charge before any jump to the closest neighbouring mole-
cule occurs across the sample. Note that the expressions above further 
simplify in the case of identical reactants and products, as found normally 
in organic devices, and the thermodynamic free energy of reaction is no 
longer needed; however, sites’ free-energy differences (Δεif) have to be 
incorporated into the treatment in case of less ordered or amorphous com-
position of the sample or due to electric-fi eld induced polarization effects 
in the bulk (Olivier et al., 2006). Note also that large electron- or hole-
vibration (electronic) coupling helps to localize (delocalize) the state 
created upon arrival of the charge carrier. The interplay between the latter 
two magnitudes indeed determines the range of validity of generalized yet 
approximate (Picon et al., 2007) expressions derived from Eq. (7.1), as it is 
for instance the case of the following (Marcus, 1993) and widely used 
hopping rate:

k
k T k T

CT if
B

if

B

V= −
+2 1

4 4
2

2π
π

ε
Λ

Λ Δ
Λ

exp
( )

,  [7.6]

since its main assumption is based on a relative weak electronic coupling 
between hopping sites compared with the (treated clasically as harmonic 
oscillators) vibronic coupling. The expression can be further refi ned by 
incorporating an effective quantum degree of freedom (the so-called 
Marcus–Levith–Jortner theory). Note that T denotes the temperature, and 
ħ and kB are fundamental constants. The asociated charge carrier mobility 
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μ can be estimated from kCT through random walk simulations (Deng and 
Goddard, 2004): once the charges are injected, or as the electron and hole 
separate from each other, note that the carrier–carrier interactions are 
usually neglected, their motion can be regarded as diffusive on a large 
length scale. Thus, to go a step further one inevitably needs to know the 
orientation and distance between neighbouring molecules in the crystal 
(Grozema and Siebbeles, 2008), either if this is experimentally known or if 
it needs to be computationally obtained.

One of the main advantages of the hopping model described above is the 
fact that transport parameters depend only on a pair of adjacent sites; note 
that this model can be further refi ned by incorporating the microscopic 
description of the degree of disorder experienced within the organic 
solid (McMahon and Troisi, 2010a). Essentially, there are two types of dis-
order; either energetic, due to differences in molecular environment, or 
positional, due to different relative positions of molecules. As an example 
of the former, irregular arrangements of molecules would lead to change 
in the polarization energies of charge carriers along the migration path 
(Martinelli et al., 2010). Embedding models show also very promising to 
model this effect (Castet et al., 2008) despite some encountered dependence 
on the technical details too (Bromley et al., 2008). Furthermore, at room 
temperature the interacting molecules can instantaneously modify their 
mutual orientations with the corresponding fl uctuation of the electronic 
coupling, thus having a different value at each of the snapshot analyzed 
after the corresponding dynamical simulation (Idé et al., 2011), although a 
gaussian-like distribution of the values is often found. Admittedly, the local-
ized or delocalized nature of charge carriers is still a partially unsolved issue. 
Note that models assuming highly localized carriers have been questioned 
recently (Madison and Hutchison, 2011) and thus more research insight is 
still needed (Konezny et al., 2010). For instance, the relative stability of 
localized and delocalized charges in π-stacked triphenylenes at varying 
intermolecular orientations reveals a large dependence on the electronic 
coupling (Patwardhan et al., 2011). Finally, if the basic assumption of charge 
localization does not longer remain, there exist other models with larger 
range of validity (Shuai et al., 2011) which, however, exceeds the purpose 
of the present discussion (Troisi, 2010).

In short, the design or organic materials with high charge mobility has 
enormously benefi ted from the approach outlined here despite some 
encountered drawbacks (Wang et al., 2010). Nonetheless, regardless of the 
adopted theoretical model and its associated diffi culties (Stafström, 2010) 
we emphasize the following: (i) the magnitude of both inter- and intra-
molecular parameters needs to be ascertained before performing any 
approximate estimate of charge transfer rates; (ii) the carrier mobility 
increases with increased electronic coupling and decreased reorganization 
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energy; and (iii) it seems always possible, independently of the operation 
mechanism, to establish a (at least) semiquantitative correlation between 
the measured mobility and the key molecular parameters.

We tackle now the computational evaluation of these two key quantities 
(Λ and Vif) by modern yet cost-effective DFT-based methods. Note that less 
(more) costly semiempirical (perturbative) approaches have been also 
applied in the past with, however, limited success in the case of Λ (Sancho-
Garcia and Pérez-Jiménez, 2008a). Furthermore, the value of these quanti-
ties is expected to remain unaffected after application of an external electric 
fi eld (Sancho-Garcia et al., 2003) although electric fi eld dependence of the 
charge carrier mobility is also found in common devices and can be thus 
modelled (Jakobsson, 2011) after solving Eq. (7.6). Among the existing 
challenges for any DFT-based method we remark the subtle, sometimes 
overlooked, interplay between some physical effects affecting the most 
the calculations (Reimers et al., 2003) in π-conjugated systems, such as 
self-interaction or delocalization error, medium-range correlation signa-
tures, dispersive-like weak interactions, static correlation effects, and size-
extensivity of the results (i.e. the results should not degrade with system 
size), and the fi nal mathematical form chosen for the corresponding elec-
tronic calculation. The importance of weak interactions (Grimme, 2011) is 
easy to understand in this contex: since they are known to drive the self-
assembly or templating of any material, and organics are not an exception, 
they will determine the intermolecular orientation and thus the electronic 
coupling. Once the relative orientation of the molecules is known, the inte-
gral of Eq. (7.4) is not expected to signifi cantly depend on the level of 
theory employed, either semiempirics or DFT-based, if this is of a reason-
able enough quality (Huang and Kertesz, 2005). However, the large impact 
on Λ values of the so-called self-interaction error (Mori-Sánchez et al., 
2006), i.e. the spurious self-interaction of an electron with itself wrongly 
contained into the most common density functionals, is maybe not so admit-
ted in the fi eld despite charge transport being based on concerted migration 
of spin-unpaired particles. We will consequently explore next how to prag-
matically incorporate these effects into accurate calculations of the key 
parameters entering into Eq. (7.6).

7.3 Single-molecule magnitudes

As simple as it seems, even calculation of molecular reorganization energies 
for simple π-conjugated systems is not exempted from diffi culties. First, 
lattice relaxation around the charged molecules, expectedly smaller than 
the intramolecular relaxation upon charging, is usually neglected or taken 
as an adjustable parameter, although an explicit estimate is also possible 
(McMahon and Troisi, 2010b). Furthermore, we reiterate that standard DFT 
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is plagued by a self-interaction error (SIE) due to the fact that the direct 
Coulomb term and the exchange-correlation potential involve the total 
density, including the particle on which the self-consistent fi eld actually acts. 
Mathematically, for a one-electron system, two conditions are needed for 
non-SIE: Ex[ρ] + J[ρ] = 0 and Ec[ρ] = 0. That Coulomb self-interaction is 
nicely cancelled in a full exact-like exchange (EXX) treatment. However, 
the approximate treatment of exchange in common DFT treatments pre-
cludes this cancellation; additionally, not all the correlation functional are 
self-interaction free, so that a spurious self-interaction often remains 
in standard DFT calculations with independence of system, basis sets, 
computational code, or other technical details.

Generally speaking, functionals having minimal SIE should be always 
used for theoretical studies of conjugated systems (Johnson et al., 2008) as 
those tackled here. As is commonly admitted in the fi eld (Körzdörfer, 2011) 
the SIE is very often used interchangeably with the concept of delocaliza-
tion error, which is maybe more intuitive: a function with large SIE would 
overstabilize delocalized densities while giving too high energies for local-
ized densities. If one would like to completely isolate the role played by 
these unwanted physical effects, one should compute geometrical and elec-
tronic properties with self-interaction corrected (SIC) methods; the original 
SIC scheme, however, leads to an orbital-dependent mean-fi eld which 
causes several formal and technical diffi culties. This can be circumvented 
by treating SIC with optimized effective potentials or related methods 
although, however, with the corresponding increase in computational cost. 
Reaching this stage, a practical yet effective way to isolate if any particular 
result is governed by this all-pervasive error is to address the infl uence of 
EXX on the fi nal properties. To illustrate this point, we rely next on the 
adiabatic connection method (Ernzerhof, 1998). We start by defi ning a 
generalized exchange-correlation functional connecting, through the 
non-negative dimensionless λ parameter (also named coupling-strength) 
a non-interacting particle system (λ = 0) and the real one (λ = 1) by

means of the particle-particle operator V̂
r

ee
ij

i j

N
=

<∑ λ
; then the exchange-

correlation energy can be expressed as:

E d W W V Jxc eeρ λ ρ ρ ρλ λ λ λ[ ] = [ ] [ ] = − [ ]∫0

1
, with Ψ Ψˆ  [7.7]

a particle–particle functional gathering all non-classical effects since J[ρ] is 
the classical Coulomb functional. Ψλ is the unique wavefunction that yields 
to the ground state density of the interacting system. We can easily recog-
nize two extreme situations:

W V J Eee x0
0

= − =
=

Ψ Ψλ λ λ
ρˆ [ ] ,EXX  [7.8]
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with Ex
EXX the exact exchange, which can be indeed written as a density 

function, Ex
EXX[ ]ρ , and

W V J V J Eee ee xc1
1

= − = − ≡
=

Ψ Ψλ λ λ
ρ ρˆ [ ] [ ] ,exact  [7.9]

with Exc
exact the exact exchange-correlation term, which is known to be a 

density function too by the Hohenberg–Kohn theorem, Exc
exact[ ]ρ . The task is 

now to deal with practical expressions, that is, trying to fi nd a path interpo-
lating these two extreme cases. The simplest form (Peach et al., 2008) postu-
lated (Becke, 1993a) was just a linear interpolation, Wλ[ρ] = a[ρ] + b[ρ]λ, 

which after being inserted in Eq. (7.6) gives E a bxc[ ] [ ] [ ]ρ ρ ρ= +
1
2

 with 

a Ex[ ]ρ = EXX and b Exc[ ]ρ = exact, the latter being necessarily approximated as 
E E Exc x c

exact[ ] [ ] [ ]ρ ρ ρ≈ + , and whose explicit form must be defi ned (see 
below). Since we are interested in a SIE-dependent property, that is Λ, we 
relax the linear λ dependence and deal with the following expression for a 
global hybrid function:

E E E Exc x x c[ ] [ ] ( ) [ ] [ ],ρ α ρ α ρ ρ= + − +EXX 1 1  [7.10]

needing to fi nd next the optimum value of α. Note that the existence of an 
accurate and well-behaved training set, composed of either experimental 
or very accurate theoretical values, is mandatory for the optimization 
process of α. We will use for this purpose the experimental Λ values for 
hole transport in (oligo)acenes (see Fig. 7.1) extracted from gas-phase ultra-
violet photoelectron spectroscopy (Malagoli et al., 2004), and thus without 
including any environmental contribution. Another strategy recently 
pursued to fi nd an optimum value for α imposes the right curvature of the 
total energy of some (oligo)acenes, as a function of the electron number 
for different values of α (Sai et al., 2011). Finally, a further degree of sophis-
tication can be also incorported through the use of a double-hybrid model, 
although however at higher computational cost (Sancho-Garcia and Pérez-
Jiménez, 2009a).

We have selected, among others, the BLYP (Becke, 1988) and 
PBE (Perdew et al., 1996) exchange-correlation models, and have thus 

n−1

7.1 Chemical structure of (oligo)acenes: naphthalene (n = 1), 
anthracene (n = 2), tetracene (n = 3) and pentacene (n = 4). The 
hydrogen atoms and corresponding C–H bonds have been omitted 
for clarity.
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systematically varied the value of α in Eq. (7.10) to fi nd the evolution found 
in Fig. 7.2 for the pentacene case taken as example (Sancho-Garcia, 2007). 
First, the use of more sophisticated functionals led to similar conclusions 
and thus will not be discussed here. Second, the values of Λ hardly differ 
when suffi ciently large basis sets are employed (actually by less than 1% 
between the 6-31G* and the cc-pVTZ). Third, and most importantly, the 
values for all (oligo)acenes shown in Fig. 7.1 are found to evolve smoothly 
with α, which allows us to optimize its value by minimizing the error func-
tion ε α= −∑ Λexp, ( )iij ijP 2 (Λexp,i are the experimentally determined reor-
ganization energies for each molecule and Pij(α) are the quadratically 
polynomial fi tted values for each molecule i and basis sets j). Remarkably 
enough, α is found to vary only slightly within the assessed models (α ≈ 
0.25) and be very close to the default value in the famous, and widely used 
within the fi eld, B3LYP model (Becke, 1993b). Table 7.1 shows the values 
of Λ obtained with these optimized models; note that a mean absolute error 
of just 14 meV is obtained, which does not come at the expense of other 
related yet key properties for hole conduction as ionization potentials or 
fundamental gaps (see Table 7.2).

Viewing the promising results obtained with the newly reparameter-
ized DFTαΛ models, we have also tackled (see Fig. 7.3) a diverse set 
of promising and related systems, which (might) form semiconducting crys-
tals with (expectedly) high mobilities: (i) 5,6,11,12-tetraphenyltetracene, 
also known as rubrene (Sancho-Garcia and Pérez-Jiménez, 2008a); (ii) 
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7.2 Evolution of reorganization energies of pentacene as a function of 
the α parameter (weight of EXX) for BLYP- and PBE-based hybrid 
models. The horizontal line indicates the experimental value.
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Table 7.1 DFT-based theoretical estimates (cc-pCVDZ basis set) of 
intramolecular reorganization energies (meV)

Method α Naphthalene Anthracene Tetracene Pentacene

BLYPαΛ 0.2533 194 148 122 103
PBEαΛ 0.2762 197 151 125 107
Exp. 182 174 138 102

N

(a)

(c)

(b)

N

N

N

N

N

7.3 Chemical structure of (from top to bottom): rubrene, 
phenanthrene-type molecules, and circum(oligo)acenes 
(circumbenzene, circumnaphthalene, circumanthracene, and 
circumtetracene, from left to right).

Table 7.2 DFT-based theoretical estimates (cc-pCVDZ basis set) of energy 
difference between the frontier orbitals (gap, in eV) and adiabatic fi rst 
ionization potential (Ip, in eV)

Naphthalene Anthracene Tetracene Pentacene

Method α Gap Ip Gap Ip Gap Ip Gap Ip

BLYPαΛ 0.2533 5.15 7.60 3.89 6.82 3.05 6.29 2.46 5.91
PBEαΛ 0.2762 5.35 7.85 4.05 7.06 3.19 6.53 2.58 6.15
Exp. 5.0–5.4 8.14 3.9–4.2 7.42 2.9–3.4 6.91 2.2–2.4 6.56
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phenanthrene-type homo- and heteroaromatic molecules (Sancho-Garcia, 
2007); and (iii) circum(oligo)acenes of increasing size (Sancho-Garcia and 
Pérez-Jiménez, 2009b). Remarkably enough, even when fi eld effect mobilites 
tend to correlate very well with the computed reorganization energies 
(Mas-Torrent et al., 2004) for approximately similar electronic couplings, 
the Λ of rubrene (159 meV) is higher than for tetracene or pentacene, 
despite much higher mobilities in organic fi eld-effect transistors are usually 
measured for the former (Sundar et al., 2004): one can thus infer a leading 
role of the intermolecular coupling in this case. On the other hand, broadly 
speaking, extending the conjugated core seems to decrease reorganization 
energies. Therefore, by searching how to minimize the Λ values, we have 
investigated a set of prototype systems for graphene nanoribbons: 
circum(oligo)acenes containing circularly fused benzannelated rings. Figure 
7.4 reports how the reorganization energies of both (oligo)acenes (from 
anthracene to hexacene) and circum(oligo)acenes (from circumbenzene to 
circumtetracene) linearly evolve as a function of the total number of carbon 
atoms, which is known to follow an inversely proportional relation due to 
strong electron–phonon coupling (Devos and Lannoo, 1998). A much more 
pronounced slope is observed for circum(oligo)acenes compared to (oligo)
acenes; actually, we fi nd one of the lowest Λ values reported to date for 
the largest circum(oligo)acenes considered here (circumanthracene and 
circumtetracene), which are expectedly due to a more rigid macrocyclic 
structure.
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7.4 Evolution of reorganization energies of (oligo)acenes and 
circum(oligo)acenes as a function of the inverse number of carbon 
atoms.
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The prominent role played by SIE has been also recognized for a rigid 
rod-like molecule (see Fig. 7.5) intended to be used as a molecular wire in 
molecular electronics. The calculated intramolecular reorganization energy 
perfectly correlates again with the weight of the EXX introduced into any 
DFT functional, independently of the kernel and constraints used to develop 
its fi nal mathematical expression. However, in this occasion, a much higher 
value of α was needed to match the experimental result, which unfortu-
nately seems to even indicate a system-dependent value. Notwithstanding 
this feature, a simple attempt to correct the SIE using a N-electron average 
of the interelectronic repulsion energy as exchange-correlation functional, 

E NJ
N

xc[ ]ρ ρ
= − , behaved very successfully (Sancho-Garcia and Pérez-

Jiménez, 2008b) and signalled effectively this effect as the source of error.

7.4 Supramolecular organization of the samples

As said before, a deeper understanding of the relationship between the 
effi ciency of charge transport and the chemical morphology of the samples 
is essential for the improvement of device performance (Mas-Torrent and 
Rovira, 2011). The molecular packing is thus of utmost importance for 
charge transport properties, and chemical substitution is known to be a very 
effi cient way to modulate it. The supramolecular organization in thin fi lms 
is intimately dominated by weak intermolecular interactions between adja-
cent molecules. This also holds true for the charge transport properties 
whose effi ciency and anisotropy are dictated by intermolecular effects 
between close molecules. In the absence of experimental information about 
the crystalline structure or self-assembly of molecules, a state-of-the-art 
method for the automated study and design of new π-conjugated charge-
transporting materials (Baumeier et al., 2010) should be able to reliably 
predict the preferred crystal packing or self-assembly of the active organic 
molecules. However, this is a really challenging task for quantum-chemistry 
methods, and contrasts with most of the previous theoretical works where 
the electronic properties were inferred from available X-ray structures or 
from morphologies generated by force-fi eld calculations. We would like to 
stress here the signifi cant progress recently achieved in accurately predict-
ing (Asmadi et al., 2009) the crystal structure of a set of few small yet 
representative organic molecules in a DFT-based blind test, with nothing 

H3CO OC H3

7.5 Chemical structures of 1,4-bis(phenylethynyl)benzene derivative. 
The hydrogen atoms on the central core have been omitted for clarity.
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more than the molecular geometry as starting point, which can be consid-
ered as a major breakthrough in the fi eld.

To illustrate current diffi culties with state-of-the-art methods, Fig. 7.6 
shows the microstructure of a rubrene dimer extracted from crystallo-
graphic data; this particular π-stacked arrangement (slipped-cofacial con-
fi guration) of rubrene molecules in the solid state happens to be optimal 
for charge transport (da Silva Filho et al., 2005). The interaction energy of 
the dimer is calculated by the supermolecular approach using the expres-
sion ΔE = Edimer(R) − 2Emonomer, being Edimer(R) the total energy of the dimer 
at the fi xed distance R between the centre of mass of the monomers. Unfor-
tunately, all the DFTαΛ methods tested gave very low or even repulsive 
energies (ΔE > 0) and that, of course, precludes their use in algorithms for 
accurate searches along unknown potential energy surfaces.

To keep DFT-based methods as simple (cost-effective and without many 
technicalities) as possible, we decided to add dispersion interactions between 
weakly overlapping fragments (molecular pairs) through the modelling of 
atom-pair wise interactions between atoms A and B, separated by an inter-
nuclear distance RAB, at essentially no extra computational cost. To do this, 
we rely on a separate calculation of this contribution (Edisp) to the electronic 
energy by resorting to a function (Grimme et al., 2010) which explicitly 
depends on its well-known decay, as RAB

n− :

E s
C
R

f Rn
n
AB

AB
n d n AB

nA B
disp =

=≠
∑∑ ,

,

( ),
6 8

 [7.11]

7.6 The structure of the rubrene dimer along the crystallographic a 
direction.
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where Cn
AB is the nth order dispersion coeffi cient for the atomic pair AB, 

and the sn are the function-dependent scaling parameters used to effi ciently 
couple the electronic and the a posteriori added dispersion energy. A 
damping function fd,n (RAB) is also considered (Grimme et al., 2011) to 
ensure adequate switching from short to long distances between atomic 
pairs. If we keep only the fi rst term of the expansion, we might use s6 = 1.05 
and s6 = 0.70 for BLYPαΛ–D and PBEαΛ–D, respectively, the –D means dis-
persion added, as determined previously (Grimme, 2006). Now, ΔE for the 
microstructure of Fig. 7.6 is predicted to be around −10–12 kcal/mol, in 
agreement with other calculations (Sancho-Garcia and Pérez-Jiménez, 
2008a) taken into account the dispersion interactions more rigorously. 
Further extensions of the methodology, for instance a more refi ned form 
for the damping function or the infl uence of three-body interactions, are 
also envisioned and will hopefully be applied soon within the fi eld.

Considering recent applications, it has been shown that controlled func-
tionalization of tetracene by selective halogenation or cyanation alters the 
herringbone structure, typical of acene-type molecules, and favours an 
ultra-closely π-stacked arrangement; although the detailed layered struc-
ture might depend on the nature of the substrate used to grow the thin fi lms. 
For instance, mono-(5-chlorotetracene) adopts a herringbone structure 
while 5,11-dichlorotetracene exhibits a face-to-face slipped π-stacked motif 
which translates into hole mobilites a few orders of magnitude higher than 
for 5-chlorotetracene (Moon et al., 2004). The same trend is also found for 
5,6,11,12-tetrachlorotetracene, which crystallizes in isolated stacks and thus 
gives a quasi one-dimensional (1D) crystal. Note that perhalogenation tune 
p-type towards n-type semiconductors while keeping the herringbone struc-
ture (Anthony, 2006). Hence, we have systematically investigated the evolu-
tion of charge-transport properties upon selected di- or tetra-functionalization 
of tetracene, see Fig. 7.7, employing the computational methodolody given 
by Eqs. (7.10)–(7.11). We will mostly concentrate on those (not yet synthe-
sized) species achieving isolated stacks along the z-axis, giving rise to highly 

X

X

X'

X'

7.7 Chemical structures of the di- (X = substituents, X′ = H) and tetra- 
(X = X′ = substituents) functionalized tetracene derivatives. The 
hydrogen atoms and corresponding C–H bonds have been omitted 
for clarity.
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(a)

(b)

(c)

7.8 Optimized structure of a dimer of (from top to bottom) 
5,11-dichlorotetracene, 5,6,11,12-tetrachlorotetracene, and 
5,11-dicyanotetracene within a stack from perpendicular (left) 
and side (right) views.

directional transport, as shown in Fig. 7.8 (Fig. 7.9) for some selected dimer 
(trimer) systems. Table 7.3 summarizes the calculated intermolecular 
distance (d) between the layers as well as the shift of the upper molecule 
along the short and long molecular axes (y- and x-axis, respectively). As 
a performance measure for accuracy predictions, we mention the experi-
mental results only available for the intermolecular distance in 5,6,11,12-
tetrachlorotetracene (Chi et al., 2008) and 5,11-dicyanotetracene (Li et al., 
2009): 3.58 and 3.40 Å, respectively, in close agreement with a calculated 
(Sancho-Garcia et al., 2010) result of 3.44 and 3.18 Å, respectively. Finally, 
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(d)

(e)

(f)

(g) (h)

XZ

Y

XY

Z

7.8 Continued.
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XY

Z

(a)

(b)

7.9 Side view of the optimized structure of a trimer of 
5,6,11,12-tetrachlorotetracene.

Table 7.3 DFT-based theoretical estimates (cc-pVDZ basis set) of 
molecular packing parameters in functionalized tetracene derivatives: 
optimized intermolecular distance (d, in Å), and relative displacements 
along the short and long molecular axes (Å)

Derivative Displacement

d Short axis Long axis

5,11-difl uorotetracene 3.07 1.1 1.4
5,6,11,12-tetrafl uorotetracene 3.03 1.0 1.4
5,11-dichlorotetracene 3.25 0.6 1.6
5,6,11,12-tetrachlorotetracene 3.44 0.3 1.2
5,11-dibromotetracene 3.42 0.1 1.6
5,6,11,12-tetrabromotetracene 3.55 0.3 1.3
5,11-dicyanotetracene 3.18 1.0 1.5
5,11-dicyano-6,12-
difl uorotetracene

3.20 0.8 1.4
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the molecular electrostatic potential (MESP) has served as a tool to ration-
alize the noncovalent interactions ruling out the shape of a dimer (Sancho-
Garcia and Pérez-Jiménez, 2010) and its variations upon substitution at 
central positions.

The aforesaid methodology can be also applied to other less ordered 
systems, as represented by a class of covalently bridged π-stacked fl uorene 
systems called oligo(dibenzofulvenes), see Fig. 7.10, for studying and 
further engineering the involved intramolecular interactions (Sancho-
Garcia, 2010). The orientation of the cofacial fl uorene units evolves with 
the nature and size of the system, introducing undesired disorder effects 
for long oligomers approaching the polymer limit, which might largely 
drive the experimental hole drift mobilities measured. Our dispersion-
corrected DFTαΛ–D studies for oligomers ranging from dimer to hexamer 
predict a fi nal helical-like shape for the polymer, and have yielded intra-
chain mobilities of charge carriers among several fl uorene moieties belong-
ing to the same chain higher than the experimental measures. The hopping 
between adjacent chains might be thus impeded by unfavourable inter-
chain interactions, acting effectively as the limiting step, which would need 
further interdisciplinary investigation in order to ascertain the details of 
the samples.

7.5 Predicting relative and absolute values 

of mobilities

Admittedly, reaching this stage, we recognize that the dynamics of the 
intermolecular electronic coupling in crystalline oligoacenes has been 
shown (Troisi and Orlandi, 2006) to follow a Gaussian distribition, and that 
thus our approach is expected to provide an upper limit to the estimated 
mobility values. This is why we will discuss hereafter the calculated mobility 
values primarily on a relative basis despite the apparently good quantitative 
agreement reached with the experimental data. By assuming the same 

R R'

n

7.10 Chemical structures of (oligo)dibenzofulvenes. The hydrogen 
atoms and corresponding C–H bonds have been omitted for clarity.
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intermolecular distance within the dimers, a mobility ratio can be obtained 
from the following expression:

μ
μ

2

1

2
2

1
2

1

2

1 2

4
∝

−V
V k T

Λ
Λ

Λ Λ
exp .

B

 [7.12]

We estimate now the mobilities of circum(oligo)acenes (for an idealized 
packing motif composed of cofacial dimers separated by 3.5 Å), after 
noticing the low values of Λ found before, compared with the mobilities 
expected for tetracene or pentacene in the same condition, that is the ratio 

μ
μ

circum oligo acene

tetracene or pentacene

( ) . We infer 2–3 times higher mobilities, especially for 

circumtetracene, due to reduced reorganization energies together with 
larger electronic coupling; note, however, that the limit of applicability of 
Marcus theory (pertaining to the weak coupling regime) is believed to be 
approached (Troisi, 2011). Turning now the view to substituted (halogen-
ated and/or cyanated) tetracenes, we remind readers that controlled func-
tionalization at central positions with electron-withdrawing groups changed 
the crystalline pattern from herringbone to a quasi-1D packing. Although 
we observe an increase of both magnitudes, Λ and Vif, upon substitution, 
the overall impact on charge transfer rates is largely positive due to the 
square dependence on the electronic coupling, which is maximized for 
quasi-cofacially stacked molecules. Relation (7.12) leads now to a ratio of 
2.9 between the calculated mobilities of 5,6,11,12-tetrachlorotetracene 
and 5,11-dichlorotetracene, in very good agreement with the ratio of 3.1 
obtained from the experimental values (5 cm2 V−1 s−1 and 1.6 cm2 V−1 s−1, 
respectively).

For highly ordered systems, and if the relative position of the interacting 
molecules is known, the charge mobility can be estimated via the diffusion 
coeffi cient D by the Einstein–Smoluchowski equation via:

μ = ∝
qD
k T

q
k T

d
B B

CTk2 ,  [7.13]

owing to the fact that site energies and electronic coupling keep the same 
values along the stack (Grozema and Siebbeles, 2008), as well as does the 
intermolecular distance d. Note that the above expression can be general-
ized for a set of ith specifi c hopping pathways (with di the distance between 
molecules and kCT

( )i  its associated rate) although some diffi culties associated 
with the use of the above expression have been recently highlighted 
(Stehr et al., 2011). Feeding the results of our calculations into Eq. (7.13) 
we obtain a mobility of 6.2 cm2 V−1 s−1 for 5,6,11,12-tetrachlorotetracene 
and 1.9 cm2 V−1 s−1 for 5,11-dichlorotetracene, in close agreement with the 
experimental values (see above). Finally, Table 7.4 presents further applica-
tions to the entire set of compounds shown in Fig. 7.7; most of these values 
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are predicted to be higher than experimental values reported for tetracene 
or related molecules (Yamashita, 2009). We believe that the computational 
protocol exposed here proves very attractive to: (i) rationalize experimental 
results; (ii) anticipate the performance of new materials for organic elec-
tronics; and (iii) provide useful structure–property guidelines. This protocol 
is believed to be of rather general applicability and to be exploitable with 
a wide variety of self-organizing as well as supramolecularly organized 
organic materials that are expected to play an increasing role in future 
applications. This also extends to materials with unknown packing motifs 
and/or polymorphs provided that the bottleneck of the computational cost 
is not achieved. Current attempts to develop codes specifi cally suited for 
carrier mobilities (Li et al., 2011) or quantitative structure–property rela-
tionships (QSPR) models (Misra et al., 2011) constitutes also very promising 
routes to be further explored.

7.6 From p-type to n-type semiconductors

The lack of n-type (electron conducting) high-performance semiconductors 
is a pitfall for current applications, and thus several strategies to promote 
ambipolar transport are being currently pursued (Cornil et al., 2007). Most 
of the systems studied show poor behaviour after exposure to surrounding 
conditions even missing sometimes the desired fi eld-effect performance 
(Meng et al., 2011). Recent progress in n-type systems based on pentacene-
quinones (see Fig. 7.11) hoped to measure reasonable mobility values in 
thin-fi lms transistors due again to an expectedly regular and compact 
packing while keeping a higher stability (Liang et al., 2010). However, 
whereas 5,7,12,14-tetraaza-6,13-pentacenequinone (compound 1 in Fig. 
7.11) reached mobilities higher than 0.1 cm2 V−1 s−1, N-substitution at the 
terminal rings (compound 2 in Fig. 7.11) led to amorphous fi lms degrading 

Table 7.4 DFT-based theoretical estimates (cc-pVDZ basis set) of 
charge transport parameters in functionalized tetracene derivatives: 
Λ (meV), V (meV), kCT (×1013 s−1), and μ (cm2 V−1 s−1)

Derivative Λ V kCT μ

5,11-difl uorotetracene 167 75 4.6 1.7
5,6,11,12-tetrafl uorotetracene 209 85 3.5 1.2
5,11-dichlorotetracene 153 70 4.7 1.9
5,6,11,12-tetrachlorotetracene 172 134 14 6.2
5,11-dibromotetracene 148 90 8.4 3.8
5,6,11,12-tetrabromotetracene 160 125 14 6.7
5,11-dicyanotetracene 97 52 5.7 2.2
5,11-dicyano-6,12-difl uorotetracene 125 91 12 4.6
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the expected mobility by few orders of magnitudes. Note that 6,13-penta-
cenequinone acts as an insulator, being indeed a major impurity in penta-
cene, and that π-defi cient cores together with replacement of C with N 
atoms seems to be a successful strategy. Therefore, theoretical studies are 
further requested to successfully relate the molecular structure and packing 
of these molecules with their intrinsic semiconducting properties.

As expected, key information regarding the possible explotation of 
these compounds as n-type semiconductors is extracted from calculations 
employing the reparameterized DFTαΛ–D models. These systems keep: 
(i) Λ Λh e⋅+ ⋅− , the latter being 132 and 155 meV for compound 1 and 2, 
respectively, admittedly lower than for other n-type semiconductors; (ii) low 
adiabatic electron affi nities of the order 1.8–2.0 ev, to be compared for 
instance with a (optimum) Φm ≃ 2.7–2.9 eV for Ba or Ca, usually used as 
cathodes; (iii) a relationship between intermolecular electronic coupling 
and intramolecular reorganization energies (Ve e⋅− ⋅−< Λ ) which is not expected 
to violate the range of validity of hopping theory at room temperature for 
the estimate of kCT; (iv) a quasi-1D solid state packing expected from the 
stability of the cofacial dimeric structures sampled, with an intermolecular 
distance of around 3.15 Å for both compounds, being 3.32 Å the experi-
mental (only available) value for compound 1; (v) a ratio between the 
mobilities of the order of μ2/μ1 ≈ 4, which after feeding the results of the 
calculations into Eq. (7.13) becomes specifi cally 0.5 and 1.9 cm2 V−1 s−1.

7.7 Conclusion

The rational design and construction of organic devices, in the worldwide 
effort to provide lightweight, clean, and renewable alternatives to current 
technologies, needs the concurrence of theoretical/computational guide-
lines: the selection of molecules and their self-assembly should be thor-
oughly motivated for maximizing effi ciency and lifetime. Using theoretical 
tools to examine ways of improving the entire process requires prior study 
of charge propagation in model systems, after carefully benchmarking of 
the methods for good enough automated applications. Once this step is 
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7.11 Chemical structures of pentacenequinones. The hydrogen atoms 
and corresponding C–H bonds have been omitted for clarity.
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done, conditions need to be explosed for improving the expected perform-
ance of the materials engineered and to successfully establish a fair link 
between molecular identity and charge transport parameters from truly 
fi rst-principles (with a minimized empirical input) calculations.

The microscopic mechanism widely used to understand charge transport 
in organic solids proposes that charge carriers, as they move across the 
active layer, can be localized by defects or disorder effects. Then, after the 
corresponding structural relaxation of the molecule and its accompanying 
environment, charges can hop between adjacent molecules thanks to ther-
mally activated processes. The parameters dictating the effi ciency of this 
mechanism can be estimated by accurate calculations at the molecular scale, 
leading thus to the corresponding charge hopping rate. The diffusion coef-
fi cient for charge carriers, and consequently the carrier mobility, needs 
additionally the average distance for hopping events, in case of highly 
ordered systems, or the distance for each individual path in case of inho-
mogeneities along the morphology. This feature implies a need to know the 
detailed structure of the aggregates bound by weak van der Waals forces, 
which can be also fortunately obtained from modern calculations per-
formed with care.

To sum up, in the search of accurate estimates of the key molecular 
parameters governing charge transport properties, we have applied along 
the last years a customized method consisting of: (i) a specifi c reparameteri-
zation of a hybrid density functional to molecular reorganization energies; 
and (ii) the addition of a dispersion correction to the computational algo-
rithm in order to reliably predict the most favourable packing of molecules, 
and thus the electronic coupling between neighbouring molecules. With the 
help of these new precisely calibrated methods, we have studied some 
promising functionalization of state-of-the-art molecules such as (oligo)
acenes, before they are even synthesized, which could represent a gain of 
time for material screening, with encouraging results.

Having said that, we would like to provide next a brief outlook of some 
theoretical methods that could soon be complementarily applied to the 
problem at hand with (hopefully) expected success. Among the most prom-
ising strategies concerning calculations of key single-molecule parameters, 
we mention the existence of double-hybrid and long-range corrected density 
functions. These, again orbital-dependent functions, can be seen as an 
improvement of global hybrid functions defi ned by Eq. (7.10), either by 
allowing a mixing of correlation energies calculated by second-order per-
turbation theory and a well-matched density function complementarily to 
the mixing of a fi xed quantity of exchange energies, or by overcoming this 
fi xed quantity through a distance-dependent mixing of the latter terms. 
These two fl exible strategies are known to reduce the SIE and are thus 
expected to provide accurate values of Λ too, although however at a higher 
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computational and technical cost. Concerning the study of supramolecular 
entities, which opens the way towards inter-molecular electronic couplings 
and solid-state conducting paths, the existing corrections for dispersion 
energies could be possibly improved by using a more refi ned form for the 
damping function entering into Eq. (7.11), and thus able to accurately yield 
hydrogen-bonded as well as dispersion-bound dimers, or through the use 
of truly non-local van der Waals correlation density functions. The study of 
larger and larger molecular aggregates, providing a true connection to the 
atomistic scale, is also an expected accomplishment. However, we face a 
dilemma here since the formal computational cost of current (single- or 
double-) hybrid methods, N4 and N5 respectively where N is related to the 
size of the system, independently of the treatment of inter-molecular disper-
sion interactions, precludes this goal in the near future without further 
technical advances. As we can see, there is still ‘plenty of room at the 
bottom’ for further theoretical investigations; we thus foresee a fruitful and 
challenging fi eld of research with chemistry, physics, and materials science 
taking part into its future achievements.
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Abstract: This chapter discusses optical, photoluminescence and 
electroluminescence properties of organic materials. First, the spectral 
features of individual molecules and molecular solid states are analysed. 
Next, the excitonic processes in organic materials are discussed. The 
chapter reviews experimental methods leading to the determination of 
basic excitonic parameters. Finally, the electroluminescence phenomena 
in organic materials are discussed.

Key words: organic materials, excitons, electroluminescence, organic 
light-emitting diode (OLED), recombination.

8.1 Introduction

Organic molecules are chemical compounds with complicated structures. 
Composed of many atoms, apart from electronic properties they also exhibit 
special physicochemical features. When organic molecules create molecular 
solid-state devices with crystal or amorphous structures, the properties of 
these devices follow from organic molecule interactions. Therefore in 
molecular solid-state structures, the energy levels of individual molecules 
form continuous bands of energy. Due to the weak interactions between 
the molecules, molecular solid-state structures exhibit the properties of the 
individual molecules to a greater degree than the properties characteristic 
for solid-state materials. A special feature of the molecular solid state is the 
fact that singlet and triplet states are excited due to light interaction being 
able to move across the material. These mobile quasi-particles are called 
excitons. Furthermore, excitons can be generated not only by light but also 
from the recombination process of charge carriers with opposite signs, 
electrons and holes injected into the system. This has important implications 
and enables the application of organic materials to light-emitting devices 
able to produce any colour. Owing to the excitation of the organic material 
by electromagnetic waves with energy, carriers are generated. Taking into 
account these features of organic materials, we can conclude that they have 
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signifi cant potential in many fi elds of science and technology. Therefore an 
understanding of their physicochemical properties is salient, and our current 
knowledge remains insuffi cient. There is thus a need for further research.

8.2 Electronic states of single molecule and 

molecular solid state

The term ‘organic solids’ is commonly used to describe materials containing 
carbon as one of many compounds. Carbon is a general compound, so there 
are a large number of materials which could legitimately be termed ‘organic.’ 
Organic solids are composed of molecules held together by weak van der 
Waals forces (Pope and Swenberg, 1999; Aradhya, et al., 2012). The type of 
bonding determines their properties. Organic solids are generally soft with 
low melting points and poor electrical conductivity. Another fact also 
derives from the weak nature of bonding, namely that the properties of 
individual molecules are retained in a solid state. A study of optical proper-
ties of organic solids should therefore be prefi gured by an explanation of 
individual molecules and their optical properties. Conjugated aromatic 
hydrocarbons, particularly the polyacenes, are generally used for this 
purpose. The term ‘conjugated’ in chemistry refers to those molecules in 
which atoms are connected through p-orbitals, with delocalized electrons 
in compounds with alternating single and multiple bonds, whereas the term 
‘aromatic’ in organic chemistry refers to those organic compounds which 
have notable aromas. The polyacenes belong to a class of polycyclic aro-
matic hydrocarbon compounds, which are planar sets of linearly fused 
benzene rings, with the general formula C4n+2 H2n+4. Focusing only on the 
properties of p-electrons is suffi cient for the analysis of these molecules’ 
electronic properties (Birks, 1973), which are in the highest energy occupied 
orbitals and so can be easily excited. For example, for a tetracene molecule, 
we fi nd that p-electrons have the highest probability of being detected 
above and below the four aromatic rings, while the edge of the molecule 
(where the hydrogen atoms are located) is electron-defi cient (Chi et al., 
2008). Electron distribution in tetracene molecules determines their crystal 
structure. It is worth noting that strong intermolecular coupling determines 
the high value of intrinsic mobility. This is an important parameter when 
selecting materials for electronic applications.

Owing to their complexity, organic molecules consist of many intermo-
lecular bindings exhibiting vibronic, rotational and liberation moves. This 
set of possibilities causes a more complex molecular absorption spectrum 
than an atomic one, containing novel features. Molecular electronic states 
and the transitions between them are usually represented using a Jablonski 
diagram (Jablonski, 1933) shown in Fig. 8.1.
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The singlet ground, fi rst and second electronic states together with 
vibrational energy levels are depicted by S0, S1 and S2, respectively. The fi rst 
and second triplet states are depicted by T1 and T2. Following the absorption 
of light by the molecule, an electron ends up in a particular state of excita-
tion, which is usually some higher vibrational level of either S1 or S2. 
This is indicated by an upward arrow. The rate constant is denoted as k1. 
Generally, the rate constant k is defi ned as the reciprocal of the transition 
time. Next, relaxation of the excited state to its lowest vibrational level 
takes place.

This process is called internal conversion and generally occurs with a rate 
comparable to that of nuclear vibration. Internal conversion involves the 
energy dissipation from the molecule to its surroundings, and thus cannot 
occur for isolated molecules. When a molecule reaches the lowest energy 
vibrational state, the transition S1 → S0 occurs, and fl uorescence is emitted. 
The rate constant for this radiative process is denoted as k2. Molecules in 
the S1 state can also undergo a spin conversion to the fi rst triplet state T1. 
This radiationless transition is known as the intersystem crossing, and 
occurs with the rate constant represented by k3. In molecules with large 
spin–orbit coupling, intersystem crossing is much more important than in 
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8.1 The schematic representation of a Jablonski diagram (modifi ed 
based on Wolf and Haken, 1995). See text for a description of the 
symbols.
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molecules exhibiting only small spin–orbit coupling. Emission from T1 is 
termed phosphorescence and occurs with the rate constant k4. Here we 
must emphasize that for the electronically excited state of a molecular 
crystal, there are additional channels by which excited states decay. One 
important quenching process involves the collision of a triplet exciton with 
another triplet exciton, known as triplet exciton fusion (Rao et al., 2010). 
The fusion reactions yield triplet and singlet states. Resulting from the 
singlet state relaxation, delayed fl uorescence (Moore and Munro, 1965) can 
be observed. Another process is fi ssion of a singlet state (Lee et al., 2009), 
resulting in triplet state creation.

The existence of weak intermolecular interaction forces in molecular 
crystals and small molecular aggregates, causes this electronic confi guration 
of molecules to remain practically unchanged in crystals. Spectral properties 
of small molecular aggregates and crystals are therefore directly traceable 
to the properties of the individual molecules. The arrangement of molecules 
and the mutual interactions between them causes the creation of common 
bands, responsible for collective excitation in molecular structure. Figure 
8.2 represents the energetic levels of an isolated molecule and a molecular 
solid state.

The energy levels in a single molecule are denoted by T, triplet level, and 
S, singlet level. Molecular solid position of LUMO (lowest unoccupied 
molecular orbital), HOMO (highest occupied molecular orbital) and CT 
(charge transfer) exciton levels are shown. Ag denotes electron affi nity of a 
molecule, AC electron affi nity of a crystal, Eg an energy gap, IC ionization 
energy of a crystal, and Ig ionization energy of a molecule.
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8.2 Illustration of energy levels for an isolated molecule and a 
molecular solid state.
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The main energetic levels for a valence electron in an isolated molecule 
are: ionization energy (Ic), the energy required to remove an electron from 
a neutral molecule; and singlet (S) and triplet (T) excited levels and electron 
affi nity (Ag), energy released upon the addition of an electron taken from 
infi nity and placed on a neutral molecule. If the molecule becomes a nega-
tive ion due to the addition of a free electron, it is called an acceptor. A 
molecule is called a donor if the molecule gains the necessary energy to 
remove an electron from the highest fi lled valence level. In molecular crys-
tals, molecules with excess electrons become crystal molecules, giving their 
energetic levels to the conduction band. On the other hand, those molecules 
with missing electrons become crystal molecules, and their energetic levels 
create the valence band. This situation is typical for amorphic organic mate-
rials and some molecular crystals at higher temperatures. Generally, instead 
of the term valence band, HOMO level is used, and instead of the term 
conduction band, LUMO is used. Energetic levels placed close to the con-
duction band may create CT excitons. The CT excitons are states that exist 
during the bimolecular recombination of charge carriers, and the optical 
excitation with energy below the band gap.

8.3 Absorption and emission spectroscopy

The energetic levels represented in the previous section can be observed 
experimentally due to absorption and emission spectra. The structure of 
absorption spectra depends on the phase in which molecules exist (Tanaka, 
1964). The rotational spectra of molecules in solution cannot be resolved 
due to solvent interactions and thermal fl uctuations. In the gas phase the 
spectra of individual rotational levels are resolvable, and their line widths 
are determined by other lifetime-limiting processes such as collisions with 
container walls (Pope and Swenberg, 1999). Many but not all molecular 
aggregate and crystal spectra are directly traceable to individual molecule 
properties. The crystal spectrum retains the spectral features of individual 
molecules, including their electronic-vibrational structure. However, certain 
new optical and electronic properties are found in molecular crystals, caused 
by collective molecular interaction. The intramolecular vibrational states in 
crystal spectra are apparent, arising from internal vibration of molecules. 
Vibrational levels for crystals move in the IR region of the electromagnetic 
wave, compared to those vibrational levels for molecules in solvent solution. 
This is due to molecular interaction in the crystalline phase, much stronger 
than the interaction between molecules and solvent. This is known as the 
solvation effect (Reichardt, 2003). Furthermore spectra depend on the 
direction of light polarization. The maxima of absorption spectra are also 
placed differently for isolated molecules and molecular solid states respec-
tively (Tanaka, 1964). The energy tail for the fundamental absorption band, 
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and for the fl uctuations of absorption bands, follows the Urbach rule. This 
rule states that the absorption coeffi cient is given by (Keil, 1966; Klafter 
and Jortner, 1977; Kurik, 1971):

μ ω μ σ ω ω( , ) exp[ ( ) ]T kT= − −0 0 0 /  [8.1]

where ħω is the energy of incident radiation and μ0, ω0 and σ0 are constants 
characteristic of the crystal. The above equation applies to high tempera-
tures. For low temperatures the temperature dependence in the exponential 
disappears, and T should be replaced by T0 – an experimentally determined 
parameter generally of the order of 100° K. This rule was fi rst discovered 
by Urbach for silver halides, and has been found to apply to a large number 
of other crystals. The exponential dependence of the absorption coeffi cient 
has been found to be valid over a remarkably wide range of compounds. 
Excited molecules return to the ground state in relatively short time. The 
energy released in that process can appear as fl uorescence, phosphores-
cence or heat. Figure 8.3 gives a schematic representation of absorption 
and emission spectra. The mirror symmetry relationship is evident. 
Such symmetry is a consequence of vibrational levels, identical for both 
absorption and emission processes. This phenomena is observed in organic 
material when there is no reabsorption of fl uorescence (Kearwell and 
Wilkinson, 1969).

The new feature in the crystal spectra following from collective molecular 
interaction, is known as Davydov splitting (Davydov, 1971). Molecular 
exciton theory, developed by Alexander Davydov, predicts that in a crystal 
containing several molecules per unit cell, several branches of excited 
crystal states will correspond to each excited electronic molecular state. For 
example, in anthracene-type crystals containing two molecules per unit cell, 
two bands of excited states corresponding to each molecular term can be 
observed in spectra (Matsui, 1966). The width of each Davydov band 
depends on both types of intermolecular interaction. The effect of Davydov 
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Absorption Fluorescence

Wavelength

or
fluorescence

8.3 Mirror symmetry relationship between absorption (solid line) and 
emission spectra (dashed line).
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splitting provides direct evidence for the presence of collective excitation 
in the crystal. This can be described in terms of a delocalized exciton. A 
schematic representation of Davydov splitting is given in Fig. 8.4.

We must remember, however, that molecular crystals are not the only 
structure of organic matter and that layers of organic molecules are used 
for practical applications (Lee and Loo, 2010). There is no long distance 
order in organic layers – the structure of an organic layer is a mixture of 
amorphous and polycrystalline structure, and therefore Davydov splitting 
is not observed in absorption and emission spectra. We receive no informa-
tion from optical spectra about the local structure of a layer. The absorption 
spectra of organic layers are a result of the lack of long distance order, and 
often consist of features connected with scattering of light.

8.4 Excitonic processes

In the previous section we looked at the electronic and spectral properties 
of individual molecules and molecular crystals. We now consider the behav-
ior of excited states in molecular crystals. These states can be mobile and 
diffuse across the material. Created in molecular materials, these excited 
states are called excitons. Generally, an exciton is an electrically neutral 
particle, consisting of an electron and hole bound by the Coulomb force, 
and created due to photon absorption. The exciton was initially introduced 
by Frenkel (1931) and then generalized by Wannier (1937) and Peierls 
(1932). For molecular crystals, molecular exciton theory was developed by 
Davydov (1971), who extended the model of the small-radius exciton 
(Frenkel exciton) to create a consistent theory of light absorption, exciton 
formation and their coherent motion. His theory was experimentally veri-
fi ed and proven by many investigators (Agranovich, 2009). According to 
molecular exciton theory, excitons can be either mobile or trapped. In the 
former case, the exciton transport can be well described in the framework 
of macroscopic diffusion theory, regarding exciton migration as a form of 
random walk. The basic processes following from exciton motion will be 
analyzed later in this section.

After their creation in molecular materials due to light absorption, exci-
tons can diffuse in all directions, taking part in different processes. The 

Δ E
D

Energy level
in amorphous

organic materials Energy levels in crystal

8.4 The Davydov splitting of crystal states. ΔED denotes energy gap 
between exciton levels in the crystal.
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diffusive motion of excitons can be controlled in their coherent motion in 
band, or incoherent hopping process. It is usually assumed that where 
the scattering length is smaller than the lattice constant, the motion of 
excitons has a hopping character. The nature of exciton motion infl uences 
the diffusion coeffi cient, which is strongly dependent upon temperature. 
Regarding the nature of exciton motion, the model describing excitons 
transport in molecular materials is usually the same, namely the diffusive 
model of exciton migration. The equation describing the kinetics of exciton 
motion for one direction x and decay processes is given by (Mulder, 
1968; Pope et al., 2003; Michel-Beyerle and Haberkorn, 1978; Hofmann 
et al., 2012):

∂
∂

= − − + ∂
∂

− −

C x t
t

I x C x t D
C x t

x

C x t

( , )
exp( ) ( , )

( , )

( , )

0
0

2

2

2

1κ κ
τ

γ γCC CDDC x t D R x t( , ) ( , )0 +  [8.2]

where x denotes the spatial dependence on the exciton density in direction 
of excitation, and C(x, t) the concentration of excitons. The fi rst term of the 

equation from the left side: 
∂

∂
C x t

t
( , )

 describes the evolution in time of 

exciton concentration, the second term: I0κexp(−κx) denotes the exciton 
generation rate, where I0 is the incident photon fl ux at x = 0 and κ the linear 

absorption coeffi cient. The third term: 
1

0τ
C x t( , )  is the monomolecular 

decay term of excitons, where τ0 is exciton lifetime. The fourth term: 

D
C x t

x
∂

∂

2

2

( , )
 follows from the diffusive motion of excitons, where D is the 

diffusion coeffi cient. The fi fth term γCCC2(x, t) describes collision between 
excitons and γCC is the bimolecular rate constant of exciton collisions. The 
results of exciton collisions can vary and will be discussed later. The sixth 
term in eq. [8.2]: γCDC(x, t)D0 determines the transfer of exciton energy to 
doping or impurity centers, where γCD is the bimolecular rate constant of 
energy transfer and D0 the concentration of doping or impurity centers. 
Finally, the last term of eq. [8.2]: R(x, t) determines the change of exciton 
concentration due to the reabsorption of light coming from luminescence 
processes.

The solution of the above equation is quite complicated and can only be 
performed for particular cases. The purpose of our analysis is to fi nd the 
exciton distribution in molecular material after absorption of light, and 
show methods for the determination of basic exciton parameters such as 
exciton lifetime (τ0), diffusion length (�) and diffusion coeffi cient (D).

For steady illumination and small reabsorption of light by the sample, 
monomolecular decay and diffusion terms must be taken into account and 
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thus eq. [8.2] describing the excitons concentration is shown as follows 
(Mulder, 1968):

I x C x D
C x
x

0
0

2

2

1
0κ κ

τ
exp( ) ( )

( )
− + + =

d
d  

[8.3]

The solution of the above equation must obey at least two boundary 
conditions. When the absorption coeffi cient value is larger than zero and 
the thickness of the illuminated material is infi nitely long, it can be assumed 
that the exciton concentration tends to zero. This boundary condition can 
be represented as:

x C→ ∞ ∞ →, ( ) 0  [8.4]

From the other side, at short distances (x → 0), the exciton concentration 
is strongly dependent on the exciton fl ux moving to the surface area, and 
the quenching rate. Taking into account the Fick law and assuming that the 
quenching rate equals s at the surface, the second boundary condition can 
be written:

D
C x

x
sC

x

d
d

( )
( )

→
=

0

0
 

[8.5]

If the quenching rate of excitons fl ux s = 0, no annihilation of excitons 
takes place at the surface. On the other hand, when s → ∞, every exciton 
that hits the front of the surface is annihilated.

The solution of the equation [8.3] under the boundary conditions men-
tioned above is given by (Mulder, 1968):

C x
I

D
x

D s
D s

x
( )

( )
exp( ) exp=

−
− −

+
+

−⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

0
2

2 21
κ
κ

κ κ

 
[8.6]

where = Dτ0  is the diffusion length of the exciton.
The graphical representation of equation [8.6] for singlet and triplet 

states is shown in Figs 8.5 and 8.6. From Figs 8.5 and 8.6 it can be seen that 
where no diffusion of excitons takes place in the sample (� = 0) the singlet 
and triplet concentration follows the absorption of light, in the sample (I). 
The formula describing exciton concentration in both cases can be 
represented:

C x I x( ) exp( )≈ −0 0κτ κ  [8.7]

When the absorption coeffi cient is large (κ → ∞) the exciton concentra-
tion can be represented:

C x
I

D s
x

C
x

( ) exp ( )exp=
+

−⎛
⎝⎜

⎞
⎠⎟ = −⎛

⎝⎜
⎞
⎠⎟

0 0
 

[8.8]
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8.5 The relative singlet exciton concentration as a function of the 
thickness (x) calculated for absorption coeffi cient κ = 105 cm−1 and the 
singlet exciton lifetime τs = 10 ns. The curve denoted as ‘1’ determines 
the arrangement of singlet excitons in the case of the lack of diffusion 
(� = 0). Curves ‘2’ and ‘3’ were obtained for singlet exciton diffusion 
length � = 100 nm and the quenching rates s = 0 and s = ∞ 
respectively.
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8.6 The relative triplet exciton concentration as a function of the 
thickness (x) calculated for absorption coeffi cient κ = 105 cm−1 and 
the singlet exciton lifetime τs = 10 ms. The curve denoted as ‘1’ 
determines the triplet excitons arrangement in the case of no 
diffusion. Curves ‘2’ and ‘3’ were obtained for triplet exciton diffusion 
length and the quenching rates s = 0 and s = ∞, respectively.

�� �� �� �� �� ��



 Optical, photoluminescent and electroluminescent properties 255

© Woodhead Publishing Limited, 2013

It follows from the above equation that the concentration of excitons 
decreases e-times at the distance x = � for strong light absorption and long 
length of diffusion. This offers a good explanation of the physical sense of 
the exciton diffusion length. Finally, it is worth noting that for strong light 
absorption (κ → ∞) and strong annihilation of excitons (s → ∞) the exciton 
concentration is C(x) = 0.

When the diffusive motion takes place and excitons decay at the surface 
of the sample, the exciton concentration usually decreases close to the edge 
of a solid, and increases further from its edge. The rate of increase and 
decrease depends on the quenching rate (s) and the diffusion length (�). 
When the quenching rate is high (s → ∞), the exciton concentration is low 
at the surface. On the other hand, high values for diffusion length (� → ∞) 
cause an increase of exciton concentration in the volume of the sample.

8.4.1 Methods of determination basic parameters 
of excitons

Useful formulas describing exciton concentration for particular cases follow 
from the general solution of eq. [8.3] represented by equation [8.6]. At the 
surface of a sample (x = 0), the exciton concentration can be represented 
by the formula (Mulder, 1968):

C
I

s
D
s

( )0
1

1
1

0=
+⎛

⎝
⎞
⎠ +⎛

⎝
⎞
⎠κ  

[8.9]

This formula can be used to determine the value of the exciton fl ux anni-
hilated at the surface. Furthermore, the exciton diffusion length can be 
determined from the measurement of sensibilized luminescence (Mulder, 
1968) and electrode limited photocurrents (Godlewski, 2005). In sensibi-
lized luminescence, the exciton annihilates due to energy transfer to the dye 
molecule located at the surface. Another possibility for exciton annihilation 
is exciton decay into a free electron and hole. This process leads to electrode 
limited photocurrent production. The decay of excitons at the surface is 
directly proportional to their concentration at the surface region, described 
by the formula [8.9]. The fl ux of excitons annihilated at the surface can be 
represented as (Mulder, 1968):

Φ = ⋅s C( )0  [8.10]

The decay of exciton fl ux Φ can be observed as electrode limited photo-
current and sensibillized luminescence. The reciprocal of eq. [8.10] after 
substituting as C(0) the formula [8.9] is given by

1 1 1
Φ

= +
b bκ  

[8.11]
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where

1
10

b
I

D
s

= +⎛
⎝⎜

⎞
⎠⎟  

[8.12]

Thus, the exciton diffusion length can be determined from the graph 
showing the experimental relationship between the reciprocal of the 
quenching of exciton fl ux as a function of the reciprocal of the linear 
absorption coeffi cient, given by a straight line (Matsuse et al., 2005; Kurrle 
and Pfl auma 2008; Banerjee et al., 2009; Signerski and Jarosz, 2011). The 
schematic representation of the method for determining exciton diffusion 
length based on experimental data of exciton quenching is shown in 
Fig. 8.7.

Lifetime is another important parameter characterizing excitons in 
molecular material. After excitation, the singlet exciton with lifetime value 
τ0, decays through photon emission in a process known as fl uorescence.

In some simple cases, when the generation of excitons in the sample is 
uniform and the exciton diffusion can be neglected, and the pulse of light 
is shorter than exciton lifetime, annihilation of excitons can be described 
by the equation (Pope and Swenberg, 1999):

d
d
C t

t
C t

( )
( )= −

1

0τ  
[8.13]

If we assume that after the excitation process (t = 0), the exciton density is 
C(0) for every value of spatial distance x, the solution of the above equation 
can be represented as follows:

1/f

a
1/b

0.0 1/k

8.7 Plot of the reciprocal of the fl ux of excitons annihilated at the 
surface (1/ϕ) versus the reciprocal of the linear absorption 
coeffi cient (1/κ).
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C t C
t

( ) ( )exp= −⎛
⎝⎜

⎞
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0τ  
[8.14]

Experimentally observed luminescence is dependent on the probability 
of photon emission, which can be found with the formula (Wolf and 
Haken, 1995):

p
k
k

k
k k

r
r

t

r

r nr

= =
+  

[8.15]

where kr is radiative transition rate, and knr is non-radiative transition rate.
If the excitons are created in the volume of the sample, the fl ux of fl uo-

rescence intensity (in quanta cm−2 s−1) is a function of time and it can be 
calculated from the formula

Φ Φ( ) ( )exp expt p C
t

V
tV

= −⎛
⎝⎜

⎞
⎠⎟ = −⎛

⎝⎜
⎞
⎠⎟∫r d0

00

0
0τ τ

 
[8.16]

where V is the total volume of the active sample and Φ0 is the fl ux of fl uo-
rescence intensity at t = 0.

There are two major techniques for using fl uorescence lifetime measure-
ment in the nanosecond range: time-domain (Becker, 2005) and frequency-
domain (Lakowicz and Gryczynski, 1991) data acquisition methods. Figure 
8.8 presents the experimental setup for determination of the exciton 
lifetime.

In the time-domain, the sample is excited with a short pulse of light 
(pulsewidth < 1–2 ns) available from fl ash lamps, pulsed lasers, laser diodes, 
and light-emitting diodes (LEDs) with suffi cient delay between pulses. A 
variety of fl uorescence detection methods are available for lifetime meas-
urements, with the most common currently time-correlated single photon 
counting (TCSPC) (O’Connor and Phillips, 1984; Becker, 2008). Photomul-
tiplier tubes or avalanche photodiodes are used to record the time-
dependent distribution of emitted photons after each pulse. In the frequency 
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8.8 The experimental setup for exciton lifetime measurement.
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domain technique (Lakowicz, 1991) incident light is sinusoidally modulated 
at high frequencies. In this confi guration, emission occurs at the same fre-
quency as the incident light but experiences a phase delay φ and change in 
the amplitude M relative to the excitation light (demodulation). Data are 
acquired with photomultipliers or charge-coupled devices equipped with a 
gain modulator.

In both methods, lifetime is calculated using curve fi tting algorithms, with 
the least squares curve method being most common. If the fi t is monoex-
ponential, output provides a single fl uorescent lifetime. The data analysis of 
multiexponential decay provides fl uorescent lifetimes along with corre-
sponding fractional contributions. The schematic representation of calculat-
ing the exciton lifetime is represented in Fig. 8.9.

8.4.2 Exciton interactions

Different annihilation processes exist for the crystal excited states. Singlet 
excitons usually decay due to photon emission, observed experimentally as 
luminescence. However, triplet excitons annihilate through phonon genera-
tion. These two processes of exciton annihilation are kinetically unimolecu-
lar. There are other channels for the decay of the excited states in addition 
to these, involving the interaction of the mobile exciton with free or trapped 
excitons, or with a foreign molecule or crystal defect. The analysis of these 
processes gives useful information about exciton lifetime and its diffusion 
length. In this part of the chapter we outline bimolecular exciton quenching 
processes.

An important exciton quenching process in organic solids from the kinet-
ically bimolecular annihilation processes group involves the collision of 
excitons. Particularly interesting is the collision of a triplet exciton with 
another triplet exciton. A process often referred to as triplet exciton fusion 

Φ (t)

In Φ (t)

2.71

0.0 t

t

t = t
0

Φ
0

Φ
0

8.9 The relationship between the fl ux of fl uorescence and time 
according to eq. [8.16] in linear and logarithmic scale.
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reaction (Klein et al., 1973; Arden et al., 1976) leading to triplet and singlet 
states according to the formula (Pope et al., 1970):

T T
S T

S S
n

n
1 1

0

0

+ →
+
+

⎧
⎨
⎩  

[8.17]

where Tn and Sn represent a particular vibrational state in the nth triplet 
and singlet electronic manifolds, respectively. The excited triplet states Tn 
can decay without radiation or through phosphorescence or dissociation 
into two charge carriers. A similar situation can be observed for singlet 
excited state Sn, although here basic quenching is by delayed fl orescence. 
Although the spectral characteristic for delayed fl uorescence is the same as 
for directly excited fl uorescence, fl uorescence lifetime changes dramatically, 
from nanoseconds to milliseconds.

Assuming that the triplet excitons are generated uniformly in the volume, 
and that the time of excitation is shorter than exciton lifetime, triplet exciton 
density obeys the equation (Pope and Swenberg, 1999):
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( ) ( )= − −

1 2
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[8.18]

where τt is the triplet exciton lifetime and γTT is the total bimolecular anni-
hilation rate constant. If, as the result of triplet excitons annihilation, the 
singlet excitons are generated with probability f, then the singlet exciton 
concentration can be represented (Pope and Swenberg, 1999):
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[8.19]

Due to the fact the triplet exciton lifetime is longer than singlet exciton 
lifetime, the decay of singlet states is controlled by the decay of triplet states. 
The following relationship based on eq. [8.19] can thus be stated:

f T t S tγ
τTT

s

2 1
( ) ( )=

 
[8.20]

If in eq. [8.18] the following relationship is paid:
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[8.21]

then the delayed fl uorescence is described by the formula:

Φ Φ( ) expt
t

= −⎛
⎝⎜

⎞
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2
τ t  

[8.22]

Where the relationship given by eq. [8.21] is not valid, the delayed fl uo-
rescence decreases according to hyperbolic relation. We can use eq. [8.22] 
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to determine the triplet exciton lifetime. Taking into account experimental 
data for the delayed fl uorescence, the triplet exciton lifetime can be obtained 
from the measurement of the slope of the plot of lnΦ versus time (t).

In addition to the exciton quenching process described above, there can 
also be singlet–singlet exciton fusion and singlet–triplet exciton reactions. 
In singlet–singlet exciton fusion, the end result is the production of a highly 
excited singlet state, which can convert internally to singlet state S1 and 
decay back to the ground state S0, giving off light, or ionize to the pair of 
electron and hole. In the case of singlet–triplet exciton reactions, the singlet 
exciton disappears, passing its energy to the triplet exciton, which can then 
be excited to an upper triplet state. The reverse process (the transfer of 
energy from triplet to singlet) is spin-forbidden.

If a molecular crystal contains imperfections, impurities or charge carri-
ers, due to their interaction with excitons, exciton energy is transferred to 
them. This results in the value of exciton lifetime being reduced. Further-
more, if an impurity has luminescing properties, after the energy transfer 
from the exciton, luminescence from the impurity is possible. The kinetic 
of excitonic process based on eq. [8.2], neglecting the term describing col-
lision between excitons and the reabsorption term, can be represented

∂
∂

= − − − +
∂

∂
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2

1κ κ
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[8.23]

where γCD is the exciton-doping center interaction rate constant, and D0 is 
the density of the reaction center inside the material. It can be seen that 
for steady state conditions, the solution of the above equation is formally 
the same as eq. [8.3] but the exciton lifetime is described by (Wolf and 
Haken, 1995; Wolf, 1967):

1 1

0
0τ τ

γ= + CDD
 

[8.24]

The exciton diffusion length of the host in the presence of impurities also 
changes and its value decreases. Similar diffusion length behavior can be 
observed in the process of exciton interaction with trapped charge carriers 
(Kalinowski and Godlewski, 1973, 1978). The energy transport process from 
host molecule to doping centers is used to alter color emitted in the lumi-
nescence or electroluminescence of organic materials. Exciton lifetime and 
diffusion length reduction can be observed experimentally. The energy 
transfer can be observed in the classical experiment with tetracene doped 
anthracene crystal (Braun et al., 1982). When the density of tetracene mol-
ecules increases, the luminescence from mainly tetracene is observed. This 
observation supports the hypothesis that the energy transfer from 
anthrecene to tetracene molecules is complete.
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8.5 Electroluminescence in organic materials

A. Bernanose and colleagues fi rst observed electroluminescence in molecu-
lar materials over 50 years ago (Bernanose, 1953). The mechanism for 
electroluminescence was connected with molecule excitation due to charge 
carriers accelerated in a high electric fi eld. A similar mechanism leading to 
electroluminescence in a system consisting of two electrodes attached to an 
anthracene crystal, was observed experimentally by M. Pope and co-
workers (Pope, 1963). In this case, the electroluminescence was produced 
through injection of charge carriers from the point electrode made from 
silver paste, into the anthracene crystal. The creation of excited molecular 
states in the molecular solid by a high electric fi eld is a poorly controlled 
process often leading to material destruction due to electrical breakdown. 
The results of the study on electroluminescence phenomena described 
above, and other publications, showed another way to obtain electrolumi-
nescence in organic materials. The fi rst paper described the possibility of 
attaining electroluminescence using the recombination of charge carriers 
with opposite signs which were injected into the system, and was published 
by W. Helfrich and colleagues in 1965 (Helfrich, 1965). Nowadays this is the 
most popular way to obtain electroluminescence phenomena in organic 
materials (Scott, 2000; Forrest, 2003; Shinar, 2003; Kalinowski, 2004; 
Crawford, 2005; Kafafi , 2005; Li and Meng, 2006; Müllen and Scherf, 2006).

Figure 8.10 represents the classic ‘sandwich’ system to attain electrolu-
minescence phenomena in organic materials This system consists of the 
organic material layer with two electrodes, one of which should be 
semitransparent.

High-yield electroluminescence is possible only when a few physical con-
ditions are met. The most important is the effi cient injection of charge car-
riers into the organic material. In practice this means that one electrode 
should inject holes, and the other should inject electrons. Electrolumines-
cence in this case is only possible under the proper polarization of the 

μA

V

Cathode

Transparent anode

Transparent substrate

Light emission

Organic layer

8.10 Schematic diagram of one layer organic light-emitting diode 
(OLED) device structure (Godlewski and Obarowska, 2007).
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electrodes, thus the system is frequently called an electroluminescence 
diode, or an organic light-emitting diode (OLED). Figure 8.11 presents a 
schematic of energetic levels in a one-layer OLED.

Effi cient charge carriers injection from metallic electrodes is possible 
when the work function for holes (Φp) and electrons (Φe) is relatively small. 
Charge carriers injected into the organic material may recombine with each 
other producing electroluminescence radiation. This type of recombination 
process, denoted in Fig. 8.11 as ‘1, 2 and 3,’ is known as bimolecular recom-
bination. The bimolecular recombination rate in a unit of volume and time 
can be represented in the formula described below (Kao and Hwang, 1981):

R x n x p x1 1( ) ( ) ( )= ⋅γ f f  [8.25]

where γ1 is the bimolecular recombination rate constant and nf(x) (pf(x)) is 
free electrons (holes) concentration.

Recombination of free charge carriers represents only a fraction of all 
the recombination processes. This is because free charge carrier concentra-
tion is much lower than the trapped charge carrier concentration. Thus 
bimolecular recombination can largely be seen as the recombination of the 
free and trapped charge carriers. Where the free electrons recombine with 
trapped holes with concentration of pt(x) (process 2 in Fig. 8.11), the recom-
bination rate in the volume and time unit can be represented as:

R x n x p x2 2( ) ( ) ( )= ⋅γ f t  [8.26]

where γ2 is the bimolecular recombination (between free electron and 
trapped hole) rate constant.
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8.11 Schematic representation of energy levels for charge carriers in 
one-layer electroluminescence diode. The processes and symbols are 
described in the text.
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When the recombination takes place between free holes and trapped 
electrons with a density of nt(x) (process 3 in Fig. 8.11), the recombination 
rate constant is given:

R x n x p x3 3( ) ( ) ( )= ⋅γ t f  [8.27]

The total recombination rate constant in molecular material results from 
free and trapped charge carriers of both signs decaying. The concentration 
of recombining states in a unit of time can be written:

R x R x R x R x( ) ( ) ( ) ( )= + +1 2 3  [8.28]

The above formula represents the total rate by which excited states are 
created in the unit of volume, due to the recombination of charge carriers. 
The concentration of free and trapped charge carriers depends on injection 
effi ciency and transport properties in molecular material. The transport and 
recombination processes for charge carriers of both signs in a one-layer 
OLED will be presented later.

8.5.1 Charge carrier injection and recombination

Figure 8.11 gives a schematic representation of the charge carrier current 
in a one-layer electroluminescence diode. Due to the charge carrier injec-
tion, inside the active layer of the diode the electron current jn(x) and the 
hole current jp(x) are created. A qualitative representation of their charac-
teristics is given in Fig. 8.12.

A description of transport and charge carrier recombination process can 
be derived from charge carrier continuity equations. The current density for 
electrons and holes can be connected to the recombination process accord-
ing to (Kao and Hwang, 1981; Godlewski et al., 1994):

− = +
1

1 2
e

j x
x

R R
d

d
n ( )

 
[8.29]

X = 0 X = d
X

jp(x)jn(x)

8.12 Schematic representation of electron (jn) (dashed line) and hole 
(jp) (dotted line) currents in a one-layer electroluminescence diode 
with thickness d.
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and

1
1 3

e

j x

x
R R

d

d
p ( )

= +
 

[8.30]

The total current density for charge carriers of both signs is the sum of 
the electron current and the hole current:

j j x j x= +n p( ) ( )  [8.31]

where

j x n x e F xn f n( ) ( ) ( )= μ  [8.32]

and

j x p x e F xp f p( ) ( ) ( )= μ  [8.33]

In the above equations μn and μp means the electron and hole motilities 
respectively, F(x) is electric fi eld.

Usually in organic materials under the typical transport conditions, the 
following relationship between free and trapped charge carriers applies: 
nf(x) << nt(x) and pf(x) << pt(x) thus the electric fi eld can be described as 
follows (Kao and Hwang, 1981):

d
d

t t
F x

x
e

p x n x
( )

[ ( ) ( )]= −
εε0  

[8.34]

To fi nd the fi nal equation describing the total current density as a func-
tion of applied voltage we must fi rst establish the formula showing the 
relationship between free and trapped charge carriers. Generally, these 
expressions can be formulated as:

n x f E n x x h E Et n f n d( ) [ , ( ), , ( )]=
∞

∫
0  

[8.35]

and

p x f E p x x h E Et p f p d( ) [ , ( ), , ( )]=
∞

∫
0  

[8.36]

where fn[E, nf(x), x, hn(E)] and fp[E, pf(x), x, hp(E)] are the functions describ-
ing trap density; E denotes trap energy calculated regarding HOMO and 
LUMO levels; nf(x) is free electron concentration as a function of a distance 
(x); hp(x) is concentration of traps for holes; and hn(x) is concentration of 
traps for electrons.

Further analysis of the current density as a function of external voltage 
must take the formula describing the relation between external electric fi eld 

�� �� �� �� �� ��



 Optical, photoluminescent and electroluminescent properties 265

© Woodhead Publishing Limited, 2013

inside the sample with thickness d and applied voltage U into account. For 
planar sample geometry the equation can be represented as:

U F x x
d

= ∫ ( )d
0  

[8.37]

The solution to this set of equations is diffi cult. The simple solution giving 
the relationship between current density and voltage under space charge 
limited current, without charge carriers trapped inside the system, has been 
reported (Parmenter and Ruppel, 1959):

j
U
d

=
9
8

0

2

3
εε μeff

 
[8.38]

where μeff denotes effective mobility of charge carriers. The value of effec-
tive mobility is near the sum of electron and hole mobility, but depends on 
the recombination rate constant.

The above formula is almost identical to those obtained from Child’s law 
for space charge limited currents of one sign (Kao and Hwang, 1981). In 
real molecular material, the formula is signifi cantly complicated due to 
trapping sites. Finding the solution of the above set of equations allows us 
to describe the parameters which infl uence the recombination effi ciency of 
charge carriers and hence electroluminescence intensity. Owing to the com-
plexity of the problem, the analysis of equations describing the currents of 
both signs in insulators is considered for physical cases based on numerical 
calculations.

The bimolecular recombination rate constant is an important parameter, 
which decides the currents of both sign charge carriers, and electrolumines-
cence phenomena. If this constant is relatively small, charge carriers can 
travel easily through the sample to the opposite electrode, avoiding recom-
bination. In this case, only current is produced, and not electroluminescence. 
Later in this chapter, we will estimate the recombination rate constant.

In a low electric fi eld the recombination rate constant can be estimated 
based on the Langevin theory. This states that two charge carriers with 
opposite signs will recombine upon reaching the distance that thermal 
energy kT (where k is the Boltzman constant) will be approaching.

The distance between charge carriers where recombination takes place 
is known as columbic radius (rC) and the formula can be found from the 
equation:

e
r

kT
2

04πεε C

=
 

[8.39]

where ε is dielectric permittivity of molecular material, and ε0 is electric 
permittivity of vacuum.
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Figure 8.13 gives the schematic representation of bimolecular recombina-
tion process according to Langevin model. The recombination process can 
be described as the average statistical current of holes (i) penetrating 
through a sphere with columbic radius:

S r= 4 2π C  [8.40]

Taking into account that the current density of holes fl owing through the 
sphere S under the electric fi eld FC:

j p r e F rh f C p C= ( ) ( )μ  [8.41]

where μp is hole mobility, pf(rc) is hole concentration at the distance rc from 
electron and F(rc) is electric fi eld intensity at the distance rC.

The current of holes fl owing through the sphere limited by the columbic 
radius can be written as:

i j S p r e= =h f C p /( )μ εε2
0  [8.42]

The above expression has been found by taking the formula for electric 
fi eld intensity from elementary electric charge e at a distance rC:

F r
e

r
( )C

C

=
4 0

2πεε  
[8.43]

The lifetime of electrons in recombination process is a function of the 
density of free holes. According to the formula [8.28]:

τ
γn

f

=
1

3 p x( )  
[8.44]

From the other side, if one electron is annihilated due to the recombina-
tion process at time τn, the hole current being the result of that process 
could be represented by:

rc

q–

i
i

i i

8.13 Schematic representation of a bimolecular recombination 
process. q denotes the charge carrier, rC represents the columbic 
radius and i is the current fl owing through the sphere with radius rC.
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i
e

h
n

=
τ  

[8.45]

Taking into account eq. [8.42], [8.44] and [8.45] we obtain the formula 
describing the bimolecular recombination (between trapped electrons and 
free holes) rate constant:

γ
μ
εε3

0

= pe

 
[8.46]

Similar analysis leading to the formula describing the bimolecular recom-
bination (between free electrons and trapped holes) is given by:

γ μ
εε2

0

= ee

 
[8.47]

where μe is electron mobility.
Based on the Langevin model, the bimolecular recombination 

rate constant between free electrons and free holes is given by (Pope and 
Swenberg, 1999):

γ μ
εε1

0

= effe

 
[8.48]

This is used to assume that the effective mobility of charge carriers is the 
sum of electron and hole mobility, and that the value of the bimolecular 
recombination rate in molecular materials is close to 10−12 m3/s.

The Langevin model gives the simple description of recombination 
process for two charge carriers with opposite signs. More advanced models 
analyzing the recombination process, also take into account the diffusion 
of charge carriers in the external electric fi eld (Hong and Nooland, 1978; 
Obarowska and Godlewski, 2000; Wojcik and Tachiya, 1998). The formula 
describing the bimolecular recombination rate based on them differs from 
those obtained from the Langevin model by about the factor 2/3 for a low 
electric fi eld. For a high electric fi eld they predict that the bimolecular 
recombination rate constant is a function of electric fi eld intensity, and its 
value will decrease when the fi eld increases. This behavior of the bimolecu-
lar recombination rate constant is usually the reason for the decrease in 
electroluminescence effi ciency in a high electric fi eld.

8.5.2 Excited states generation due to recombination of 
charge carriers

The bimolecular recombination process is crucial for electroluminescence 
processes. Excited states, created by charge carrier recombination, release 
energy due to radiation or radiationless processes.
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The recombination of two charge carriers – electron and hole with a spin 
value of ½ (fermions) leads to singlet creation with probability of pS = 1/4 
and excited triplet states with probability of pT = 3/4. According to the rules, 
only quants from singlet excited states are emitted. Taking this into account 
the maximum value for electroluminescence effi ciency due to recombina-
tion process cannot exceed 25%. That value is possible only when every 
singlet state can emit one photon. Usually the effi ciency of electrolumines-
cence is much lower because the excited singlet states can release energy 
in other processes, such as intersystem crossing to a triplet state, decay into 
two triplet states, energy transfer to different molecules or charge carriers 
which stay in traps, or energy transfer to electrodes. Spin rules are a serious 
limitation for electroluminescence effi ciency in organic materials. Therefore 
the achievement of effi cient light emission from triplet states in electrolu-
minescence diodes is a real challenge. One promising solution may be given 
in a study on electroluminescence utilizing emission from singlet and triplet 
states simultaneously, which gives an effi ciency of up to 100% for some 
materials (Adachi et al., 2001).

The achievement of high electroluminescence effi ciency depends on 
many parameters. The basic condition is that the recombination process 
must take place inside the active layer and this condition is only fulfi lled 
when the charge carrier concentration is high. In devices with a single layer, 
the maximum charge carrier concentration can be obtained in space charge 
limited conditions. In that case charge carriers’ time of fl ight through the 
layer is longer than their lifetime. Therefore the probablility for biomolecu-
lar recombination is maximal. The creation of excited states due to recom-
bination processes does not mean the same as the achievement of photon 
emission in electroluminescence. The material for the active layer in an 
OLED should be characterized by high quantum emission yield from 
singlet and triplet states if possible. In the singlet and triplet states, excitons 
can move through the material and transfer their energy to impurities, 
electrodes, charge carriers or lose energy by other processes. Material 
should be cleaned of impurities to avoid uncontrolled transfer. Energy 
transfer to impurities can be activated on purpose to achieve photon emis-
sion with an appropriate value of energy (an appropriate colour of light 
emission), a common technique in molecular materials.

To achieve effi cient electroluminescence, devices with two or more 
organic material layers are used. The junction of organic materials allows 
the recombination process taking place in a region close to electrodes to 
be avoided, and thus limiting energy transfer to the electrodes. Further-
more, the high concentration of charge carriers is achieved on a potential 
barrier created in the junction (Tang and Vanslyke, 1987). The schematic 
representation of junction of two materials, ITO/NPB/Alq3/Ca, is shown in 
Fig. 8.14.

�� �� �� �� �� ��



 Optical, photoluminescent and electroluminescent properties 269

© Woodhead Publishing Limited, 2013

In this system, holes are injected from the ITO electrode into NPB layer 
and they next move to the junction of NPB with Alq3. Electrons are also 
injected from Ca electrode and then transferred to the junction. Because 
the energy barrier height at the junction is higher for electrons, the recom-
bination between electrons and holes takes place in Alq3. Electrolumines-
cence spectra thus refl ect excited states in the material and is identical 
with photoluminescence spectra of Alq3, which was shown by Brutting 
et al. (2001).

The electromagnetic wave emitted is from the visible region of the 
spectra. We can achieve the emission of light with any colour from organic 
electroluminescence diodes. This is useful in many devices as displays or 
sources of light (Pribat and Plais, 2001; Forrest, 2004; Rost et al., 2004). 
OLEDs now achieve better parameters than LEDs made from inorganic 
materials (Kim, 2004).

8.6 Conclusion and future trends

The physiochemical features of organic materials are determined by their 
optical, photoluminescence and electroluminescence properties. A special 
attribute of the organic solid state is the low value of bonding energy 
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8.14 The model of a two-layer organic electroluminescence diode 
under forward bias. Recombination takes place in Alq3 material near 
the junction of NPB with Alq3 (Brutting et al., 2001).
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between molecules. Domination of molecular properties over the solid state 
in organic solids is therefore observed. The creation of organic solids from 
individual molecules causes common energy levels to form. Weak interac-
tion between molecules imposes a communal response upon molecular 
behavior in the molecular solid state. This collective response is known as 
exciton transfer energy across the material. Excitonic energy transfer causes 
many processes internally as well as at the surface. Owing to exciton decay, 
photon energy (usually in the visible region of the spectrum) can be emitted, 
although nonradioactive processes such as exciton interaction with impuri-
ties or dopants are also possible. It is worth noting that impurities usually 
limit energy transport, although the controlled energy transfer to impurities 
enables the colour of emitted light to change in organic light emitting 
devices, which is a particular feature of the organic solid state.

This chapter has described the connection between individual molecular 
excited states, and states in molecular solids. We have focused on a diffusive 
model of exciton migration in molecular solids, and thus the transport of 
excited energy in that system. It has been shown that excitons can be gener-
ated during optical absorption, as well as through bimolecular charge carrier 
recombination. Excitonic processes, referring to their interaction with 
themselves and dopings or impurities, have been demonstrated. Basic math-
ematical description was used to describe excitonic processes in the organic 
solid state. Experimental methods, allowing for the determination of basic 
excitonic parameters such as exciton lifetime and exciton diffusion length, 
have been presented. The process of bimolecular recombination was 
described, particularly using the Langevin model and the transport phe-
nomenon in a one-layer electroluminescence diode.

To sum up, this chapter has presented a basic analysis of excitonic proc-
esses in organic materials. Furthermore, methods for determining exciton 
parameters have been shown. Optical, photoluminescent and electrolumi-
nescent properties contribute to an understanding of electronic processes 
taking place in molecular solids, and knowledge of them is essential for 
fi nding practical application for these types of materials.
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Abstract: In this chapter, some of the basic concepts that are needed to 
understand the nonlinear optical properties of organic materials are 
introduced. The defi nitions, conventions and units that allow for a 
quantitative description of the nonlinear optical response at the 
molecular level are fi rst discussed. The general approaches that are used 
to determine the macroscopic response of nonlinear optical materials in 
terms of the intrinsic response of the molecular units are illustrated by 
considering the second-order nonlinear response of organic crystals and 
poled-doped polymers. Finally, an overview of the quantum mechanical 
expressions for the molecular linear and nonlinear molecular (hyper)
polarizabilities are introduced, after the qualitative response of a simpler 
damped driven harmonic oscillator is derived.

Key words: nonlinear optics (NLO), organic nonlinear optics, 
hyperpolarizabilities, poled-doped polymers, molecular photonics.

9.1 Introduction

Since the advent of conducting polymers in the late 1970s, signifi cant efforts 
have been directed towards the generation of new organic-based materials 
that can outperform the response of materials based in inorganic semicon-
ductors. At present, materials based in organics can be used for most opto-
electronic applications, but in general, not as effi ciently as inorganic 
semiconductor-based materials.

Polymer-based materials have been shown to be more effi cient than 
materials based in semiconductors for the fabrication of electro-optic mod-
ulators (Dalton, 2001, 2002; Shi et al., 2001). The electro-optic effect is a 
second-order nonlinear optical process that enables the modulation of the 
amplitude of an optical beam (with frequencies on the order of 1014 Hz) 
with an external alternating current (ac) electric fi eld (in the frequencies 
range of 1 to 1011 Hz). Effectively, electro-optic modulators allow for the 
conversion of electronic output (such as the one generated by a computer) 
into a modulated optical beam that can then travel through an optical fi ber 
and carry the encoded information to the desired location.

More effi cient electro-optic modulators are generated when the nonlin-
ear optical response occurs on the fastest time scale possible. This is achieved 
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when the response is purely electronic (the time response of non-resonant 
electronic processes being in the order of 10−15 s). The fastest response is 
immediately realized in polymer-based materials, where the nonlinear 
optical effects are due to the changes on the (pi-) delocalized electronic 
cloud at the molecular levels. Also, in organic materials the nonlinear 
response of the bulk can be related to the microscopic molecular response 
by simple laws of addition. Therefore, in order to generate an optimal non-
linear optical material based in organics, one can focus on the optimization 
of the nonlinear molecular response fi rst, and then use the optimized struc-
tures as the active building blocks to tailor the response of the bulk poly-
mer-based material.

In addition to these advantages, organic-based materials are also easier 
and cheaper to produce, more versatile and more environmentally friendly 
than the materials based in inorganics. Furthermore, and since the organic 
response is directly related to the response of the molecules at the micro-
scopic level, the biggest advantage of organic materials is the virtually 
infi nite number of organic molecules that can be synthesized (Ertl, 2003; 
Lipinski and Hopkins, 2004), such as that a wealth of potential strategies 
for the tailoring and optimization of the material response are available.

Finally, the study and understanding of the linear and nonlinear optical 
response at the molecular level has lead to the development of non-invasive 
microscopic techniques (two-photon fl uorescence, second- and third-
harmonic imaging  .  .  .) which are of great importance for medical and bio-
logical applications (Xu et al., 1996; Squier and Müller, 2001; Helmchen and 
Denk, 2005; Salafsky, 2007).

9.2 Nonlinear optics (NLO) at the molecular level

9.2.1 Nonlinear optics (NLO)

Optics is the branch of science that studies the fundamental interactions 
between matter and light. The characterization and understanding of the 
optical properties of matter (that is, the properties that change by the inter-
action with light) are necessary in order to manipulate the optical proper-
ties of materials to our advantage.

Nonlinear optics (NLO) is the branch of optics that studies the interac-
tion of matter and light in the regime where the response is not directly 
proportional to the strength of the electric fi eld associated with the light 
source. Most of our daily life experience with optical phenomena occurs in 
the linear regime, and it is not until the invention of the laser – a source of 
high intensity monochromatic light (Maiman, 1960) – that the fi rst genera-
tion of second-harmonic was reported (Franken et al., 1962). In the experi-
ment, the second-harmonic was generated after focusing a ruby laser (with 
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a wavelength of 694 nm) into a sample made of quartz, and then, the output 
spectrum was recorded on a photographic paper with the aid of a spectrom-
eter, which indicated that light at the second-harmonic frequency (wave-
length of 347 nm) had been generated. Notoriously, the copy editor 
mistakenly took the dim spot at 347 nm on the photographic paper by a 
dust mark, and removed it from the fi nal publication.

9.2.2 The electric-dipole approximation

The optical properties of a material are determined by the reaction of the 
material charges to the electromagnetic fi elds associated with the applied 
light beam(s). When an oscillating electric fi eld is applied to the material, 
the charges accelerate in reaction to the fi elds. As the charges accelerate, 
radiation (electromagnetic waves) is produced. The resulting radiation fi eld 
is made up from the contributions of all the accelerating charges at the 
microscopic level.

It can be shown that for most microscopic charge distributions, the fi rst 
contribution to the radiation fi eld is generated by the oscillating total dipole 
moment of the distribution (Griffi ths, 1999). That is, if the charge distribu-
tion at the microscopic level gets an induced net oscillating dipole moment, 
the radiation fi eld is then dominated by the dipolar contribution, provided 
that the following conditions apply:

• The typical size of the charge distribution is much smaller than the 
distance from the observer.

• The typical size of the charge distribution is much smaller than the 
wavelength associated with the incident beam(s), such as, at any given 
time, the amplitude of the associated electric fi eld(s) is constant through 
the whole charge distribution.

• The radiating fi eld is measured at distances that are much larger than 
the wavelengths associated with the fi elds (which allows the multipole 
expansion of the fi eld to be truncated to the fi rst non-zero 
contribution).

9.2.3 Mathematical description of the nonlinear response

Unless we indicate explicitly otherwise, we will be considering non-mag-
netic materials, within the electric-dipole approximation.

The linear regime

In the linear regime, the polarization P (defi ned as the electric dipole 
moment per unit of volume) is directly proportional to the amplitude of 
the applied electric fi eld, E :
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P t E t( ) ( ),( )= ⋅χ 1  [9.1]

where the constant of proportionality, χ(1), is defi ned as the linear suscepti-
bility. Strictly speaking, the linear susceptibility is a two-rank tensor since 
it relates the components of two vectors:

P t E ti ij j( ) ( ),( )= ⋅χ 1  [9.2]

where Einstein’s notation convention is used, indicating an implicit sum 
over any repeated index.

The nonlinear regime

In the nonlinear regime, the induced polarization is not directly propor-
tional to the amplitude of the applied electric fi eld. Instead, the induced 
polarization of the medium is expressed as a series in the electric fi eld:

P t E t E t E t E t E ti ij j ijk j k ijkl j k( ) ( ) ( ) ( ) ( ) (( ) ( ) ( )= ⋅ + ⋅ ⋅ + ⋅ ⋅χ χ χ1 2 3 )) ( ) ,⋅ +E tl  [9.3]

In practice, it is more convenient to express both the electric fi eld and 
the induced polarization in the frequency domain. Assuming that the 
applied and radiated light is monochromatic, the electric fi eld can be 
expressed as the sum over discrete frequencies, ωk:

E t Ej j
i tk k
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2 0

ω ω

ω

ω

e c c  [9.4]

where Ej
kω  is the amplitude of jth component of the electric fi eld oscillating 

at frequency ωk, which can be complex and where (c.c.) means complex 
conjugated.

Expressing the induced polarization also as the sum of discrete 
frequencies:
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the relationship between the electric fi eld and the induced polarization can 
be expressed in terms of the frequency amplitudes (Shi and Garito, 1998):
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[9.6]

where, χ ω ωσij
( )( ; )1

1−  are the tensor components of the linear electric sus-
ceptibility, χ ω ω ωσijk

( )( ; , )2
1 2−  are the tensor components of the second-order 

nonlinear susceptibility, χ ω ω ω ωσijkl
( ) ( ; , , )3

1 2 3−  are the tensor components of 
the third-order nonlinear susceptibility, and so on. The numerical factors, 
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K(ω1), K(ω1, ω2), K(ω1, ω2, ω3) etc  .  .  .  are determined by the ½ factors in the 
Fourier expansions for the fi elds (Eqs. 9.4 and 9.5), and are given by:

K
D

n q p
( , , , , ) ,ω ω ω ω1 2 3

2
= −

 
[9.7]

where q is the number of non-zero input frequencies in the set; p is equal 
to 0 when the output frequency is 0, and 1 otherwise; and D is the number 
of different distinguishable orderings of the input frequencies.

The nth-order nonlinear susceptibility is a property of the material that 
tells us how ‘easy’ is to polarize the material through a nth-order nonlinear 
interaction with the electric fi elds. Conservation of energy implies that at 
any order, the input frequencies must add to match the output frequency:

χ ω ω ω ω ω ω ω ω ω ωσ σijkl n
n

n n
( ) ( ; , , , , ) .− = + + + + =1 2 3 1 2 30 unless  [9.8]

Also, from the reality of the fi elds it follows that:

χ ω ω ω ω ω χ ω ω ω ωσ σijkl n
n

n ijkl n
n( ) ( )*( ; , , , , ) ( ; , , ,− = − − −1 2 3 1 2 3 ,, ),−ωn  [9.9]

where (*) indicates the complex conjugated. Finally, and since the ordering 
in which one arranges the amplitudes of the electric fi elds in Eq. 9.6 should 
not affect the physical response, the nonlinear susceptibilities must always 
obey intrinsic permutation symmetry, that is the nonlinear susceptibility is 
unchanged if we simultaneously permute two indexes q and r; and the fre-
quencies associated with those indexes:

χ ω ω ω ω χ ω ω ωσ σij q r
n

q r ij r q
n

r
( ) ( )( ; , , , , , ) ( ; , , , ,− = −1 1 ωωq, ).

 [9.10]

9.2.4 The molecular nonlinear susceptibilities

In organic systems the optical nonlinearities of the medium are determined 
by the nonlinear properties of the molecular/monomer units which in the 
absence of net charge or intermolecular charge transfer interact weakly 
with each other. This regime is known as the weakly oriented gas model 
(Prasad and Williams, 1991).

Hence, in the same manner as the macroscopic nonlinear polarization 
can be expressed in terms of the components of the electric fi eld (Eqs. 9.3 
and 9.6), the induced dipole molecule of a molecule, p, can be expanded as 
a series on the electric fi eld. However, at the molecular level, the applied 
electric fi eld is usually modifi ed by the presence of dielectric medium 
surrounding the molecule. Different models can be used to relate the local 
fi eld to the external applied fi eld E t( ) (Kuzyk, 1998). In general, if the 
external applied fi eld is monochromatic (Eq. 9.4) the local fi eld is also 
monochromatic:

�� �� �� �� �� ��



 Nonlinear optical properties of organic materials 279

© Woodhead Publishing Limited, 2013

f t fj j
i tk k

k

( ) ( . .),
max

= ⋅ +−

≥
∑1

2 0

ω ω

ω

ω

e c c
 

[9.11]

Such as, for every frequency, the frequency amplitude of the local fi eld 
fi

ω
 and the frequency amplitude of the applied electric fi eld Ei

ω  are related 
through the local fi eld correction, f(ω):

f f Ei i
ω ωω= ⋅( ) .  [9.12]

If the local fi eld is monochromatic, the induced dipole moment on the 
molecule, p, must also be monochromatic:
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[9.13]

Such as we can defi ne the molecular polarizabilities in the frequency 
domain through an expression similar to Eq. 9.6:
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[9.14]

where α ω ωij k
( )( ; )1

1− ′  is the molecular linear polarizability, β ω ω ωijk k
( )( ; , )2

1 2− ′  
is the molecular second-order nonlinear susceptibility (also known as the 
fi rst hyperpolarizability), γ ω ω ω ωijkl k

( ) ( ; , , )3
1 2 3− ′  is the third-order nonlinear 

susceptibility (also known as the second hyperpolarizability), and so on. The 
fi rst and second hyperpolarizabilities are a property of the molecule that 
tells us how ‘easy’ is to induce a dipole moment in the molecule through 
second- and third-order nonlinear interaction with the electric fi elds. 
The same generic relationships that apply to the macroscopic nonlinear 
susceptibilities (Eqs. 9.8, 9.9 and 9.10) are obeyed by the nonlinear 
hyperpolarizabilities.

9.2.5 Units

Notice that we have used cgs-gaussian units in our defi nition of the nonlin-
ear macroscopic and microscopic susceptibilities (Eqs. 9.6 and 9.14), and 
will consistently use this set of units through the rest of the chapter. In the 
cgs-gaussian system, the polarization P and the electric fi eld strength E, 
have the same units (statV/cm), which simplifi es the defi nition of the mac-
roscopic nonlinear susceptibilities as well as the molecular polarizabilities. 
In the cgs-gaussian system, the second-order and third-order susceptibilities 
have units of cm/statV and cm2/statV2 respectively, while the linear suscep-
tibility is dimensionless. Consequently, and since to convert from molecular 
polarizabilities to macroscopic susceptibilities it is necessary to multiply by 
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the number density, Nd, which has units of cm−3, the fi rst hyperpolarizability 
has units of cm4/statV, the second hyperpolarizability has units of cm5/statV2; 
and the molecular linear polarizability has units of cm3.

In contrast, in SI units, the polarization has units of C/m2 while the fi eld 
strength has units of V/m, and there are two possible sets of SI units avail-
able, depending on which convention is used in the defi nition of the non-
linear susceptibilities. If we use the fi rst convention (Convention I) the 
nonlinear susceptibilities are defi ned through:

P K E Ki ij k j ijk
k′ = ⋅ ⋅ − ′ ⋅ + ⋅ ⋅ − ′ω ωω ε χ ω ω ω ω ε χ( ) ( ; ) ( , ) (( ) ( )

1 0
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1 2⋅ ⋅
+ ⋅ ⋅ − ′ )) ,⋅ ⋅ ⋅ +E E Ej k l

ω ω ω1 2 3

[9.15]

where ε0 is the vacuum permittivity with units of F/m. In Convention I, the 
second-order and third-order susceptibilities have units of m/V and m2/V2 
respectively, and the linear susceptibility is dimensionless. Consequently, the 
fi rst hyperpolarizability has units of m4/V, the second hyperpolarizability 
has units of m5/V2; and the molecular linear polarizability has units of m3.

Finally, if we use Convention II, the nonlinear susceptibilities are defi ned 
through:

P K E Ki ij k j ijk k
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such as the second-order and third-order susceptibilities have units of 
C3/J2 and C4 .m/J3 respectively, while the linear susceptibility has units of 
C2/m. J. Then, the fi rst hyperpolarizability has units of C3 .m3/J, the second 
hyperpolarizability has units of C4 .m4/J 3; and the molecular linear polariz-
ability has units of C. m. A table with conversion units between the different 
SI conventions and cgs-gaussian units (also known as esu units) as well as 
a discussion on the different notations and conventions in NLO is can be 
found in Shi and Garito (1998).

Finally, most numeric calculations of the molecular polarizabilities 
use atomic units (a.u.). A reported 1 au unit for the linear polarizability 
(α) converts to 0.014818 nm; a reported value of 1 au for the fi rst hyperpo-
larizability (β) converts to 8.641 × 10−33 cm4/statV; and a reported value of 
1 au for the second hyperpolarizability (γ) converts to 5.0367 × 10−40 cm5/
statV2.

9.2.6 Even-order and centrosymmetry

A system has a center of symmetry when the radiating charges are sym-
metrically arranged around the center of symmetry. Mathematically, this 
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means that there exists a system of Cartesian coordinates such as the dis-
tribution of charges is left invariant under the transformation (x, y, x) → 
(−x, −y, −z). A typical example of a molecule with a center of symmetry is 
the benzene ring (Fig. 9.1).

It can be shown that in order to generate even-order nonlinear response, 
a system must lack a center of symmetry (Boyd, 2003; Nalwa and Miyata, 
1997). Hence, only molecules that lack a center of symmetry can be used 
to generate second-order nonlinear response. Furthermore, the molecules 
must also be arranged at the bulk level in such a manner that the bulk 
material also lacks a center of symmetry.

9.3 From microscopic (molecules) to 

macroscopic (materials)

As previously discussed, using the oriented gas model, organic materials 
can be considered to be made up of molecular units that interact weakly 
in the absence of net charge or intermolecular charge transfer. Within this 
model, the linear and nonlinear optical properties of the organic medium 
at the macroscopic level are determined principally by the linear and non-
linear optical properties of the molecular units. At the molecular level, the 
optical response is generated by the motion of the pi-delocalized electrons, 
typical of unsaturated organic compounds, which form orbitals that can 
extend over long distances. At the macroscopic level, the nonlinear 
response is related to the molecular response through addition rules. The 

O
N

NH2

O

9.1 Schematic representation of the benzene ring (left), a perfect 
example of a conjugated system where the pi-delocalized electrons 
are shared equally by the six carbon atoms. However, since a pure 
benzene ring has a center of symmetry (at the center of the ring), the 
structure must be modifi ed in order to be useful for second-order NLO 
applications. The centrosymmetry is traditionally broken by attaching 
an electron-donor species on one side and an acceptor in the other, 
such as in 4-nitroaniline (right), where the NH2 group acts as a donor 
of electron, and NO2 acts an electron acceptor.
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oriented gas model has been successfully used for selective development 
of optimized second-order nonlinear optical crystals, when combined with 
experimental characterization of the fi rst hyperpolarizability (Zyss and 
Oudar, 1982; Zyss et al., 1993), or to determine experimentally the fi rst 
hyperpolarizabilities of aromatic molecules (Oudar and Le Person, 1975), 
to cite just a few.

Here, for clarity we will focus on the second-order NLO response, 
but the same principles apply in the third- and higher-order regime 
(Kuzyk, 1998).

9.3.1 Second-order NLO organic crystals

The second-order nonlinear susceptibility, χ ω ω ωσIJK
( ) ( ; , )2

1 2− , it is related to 
the microscopic fi rst hyperpolarizability through (Zyss and Oudar, 1982):

χ ω ω ω ω ω ω ω ω ωσ σ σIJK I J K IJKN f f f b( ) ( ; , ) ( ) ( ) ( ) ( ; , )2
1 2 1 2 1 2− = ⋅ ⋅ ⋅ ⋅ −d ,,  [9.17]

where Nd is the number of molecules per unit of volume in the crystal; 
fI(ω) is the local fi eld correction for the component I at frequency ω; and 
bIJK(−ωσ; ω1, ω2) is the orientational average over all possible confi gurations 
of the molecule in the unit cell:
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[9.18]

with Ng being the number of equivalent sites, s, in the unit cell; such as 
Nd = Ng/V, where V is the volume of the unit cell. In partially ordered mate-
rials, such as poled polymers of Langmuir–Blodget fi lms where there is no 
unit cell, Ng = 1, such as Nd is directly the concentration of the active 
chromophore that is responsible for the nonlinear optical response.

In the case of crystals where the positions within the unit cell are fi xed, 
the orientational average is simply the average of contributions from all 
the possible confi gurations of the molecule within the unit cell. Therefore, 
bIJK(−ωσ; ω1, ω2) is the tensor that transforms the contribution of a single 
molecule with fi rst hyperpolarizability β ω ω ωσijk

( )( ; , )2
1 2−  into the macro-

scopic nonlinear susceptibility χ ω ω ωσIJK
( ) ( ; , )2

1 2− . Notice that we have dif-
ferentiated between the molecular frame of reference {ijk}, and the crystal 
frame of reference {IJK} (see Fig. 9.2). The angle θIi

s( ) is defi ned as the angle 
between the crystallographic axes I, and the molecular axis i. The scalar 
product between the corresponding unit vectors results in cos ( )θIi

s  and give 
the projection of the molecular coeffi cients β ω ω ωσijk

( )( ; , )2
1 2−  onto the 

crystal system of reference.
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9.3.2 Poled-doped polymers

A different approach to the generation of a second-order nonlinear optical 
with active nonlinear chromophores is to produce a poled-doped polymer. 
A polymer host containing guest dipolar structures can have even-order 
response when the dipoles (the radiating structures within the polymer) are 
oriented to generate a noncentrosymmetric ordering at the macroscopic 
scale.

In the poled polymer the dipolar chromophores are guests inside of the 
rigid matrix provided by the polymer host. Initially, the dipoles are ran-
domly oriented, but then the temperature of the host polymer fi lm is raised 
near the glass transition temperature, Tg, while an static electric fi eld is 
applied to orient the molecules. The resulting net orientation of the dipoles 
is achieved from a balance between the force that tends to align the dipoles 
in the direction of the fi eld and the thermal fl uctuations of the polymer. 
Finally, the polymer is cooled slowly while the aligning fi eld is still applied, 
such as the net orientation is preserved in the fi nal rigid state of the poled 
doped polymer.

The poling process induces a polar axis in the polymer fi lm, such as the 
dipoles are distributed cylindrically around the Z-axis (defi ned by the direc-
tion of the applied aligning electric fi eld). There exists an infi nite-fold 

Z

NH
2

N O
O

X

Y

y

x

z

9.2 A schematic representation of the two different systems of 
coordinates that one must use to correlate the NLO response of the 
molecule with the macroscopic NLO response of the crystal or doped 
polymer. At the microscopic level, one chooses a molecular frame of 
reference that is adapted to the symmetry properties of the structure 
at the molecular level, {ijk}. For example, in the case of 4-nitroaniline, 
the molecular z axis is chosen along the direction of the dipole of the 
molecule. At the macroscopic level, one must use the crystal frame of 
reference {IJK}. The conversion factors are dependent on the angles 
between the unit vectors of each system of reference.
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rotation symmetry around the Z-axis, with infi nite mirror planes (C∞v or 
∞mn symmetry). In principle, for each molecule, the angle between the 
dipole moment of the molecule and the polar axis, Z might be slightly dif-
ferent, and as a consequence, the macroscopic response is proportional to 
the average angle between the molecular axis (along the direction of the 
dipole moment of the molecule) and the macroscopic polar axis (Z):

χ ω ω ω ω ω ω ω ω ωσ σ σIJK I J K IJKN f f f b( ) ( ; , ) ( ) ( ) ( ) ( ; , )2
1 2 1 2 1 2− = ⋅ ⋅ ⋅ ⋅ −d ,,  [9.19]

with

bIJK Ii Jj Kk ijk
ijk

( ; , ) cos cos cos ( ; , )( )− = ⋅ ⋅ −∑ω ω ω θ θ θ β ω ω ωσ σ1 2
2

1 2 ,,  [9.20]

where the brackets �.  .  .� denote the average over the angular distribution.
With polar symmetry, only the projections along the Z-axis do not average 

to zero, and there are only two independent non-zero components of 
the second-order susceptibility tensor, χ

ZXX
( )2  and χ

ZZZ
( )2 . Since the X- and 

Y- axes are equivalent, it is convenient to choose the geometry in such a 
way that the X-axis is coincident with the component of the incident light 
beam into the plane perpendicular to the Z-axis (the polar axis), such as 
the X-axis corresponds with the p-component of the beam. With this choice 
of geometry, the two independent non-zero components of �bIJK(−ωσ; ω1, ω2)� 
are given by:

bZZZ Zz z= ⋅cos ,3 θ β  [9.21]

and

bZXX Zz Zz z= ⋅ ⋅ ⋅cos sin sin ,θ θ δ β2 2  [9.22]

with

β β β β βz zxx zyy zzz zzz= + + ≈( ) .  [9.23]

The molecular coordinates have been chosen such as the z-axis coincides 
with the direction of the dipole moment of the structure, and δ is the angle 
between the X-axis and the projection of the dipole moment into the XY-
plane (see Fig. 9.3). For simplicity, the frequency dependence of the bIJK 
tensor and of the fi rst hyperpolarizability tensor components has been 
omitted.

The angular averages are calculated by using a Boltzmann distribution 
function:

F
U
k T( ) ,

( )

θ
θ

=
−

e B

 [9.24]

where kB is the constant of Boltzmann, T is the temperature (in K) and 
U(θ) is the potential energy of the molecule in the medium, such as the 
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probability of fi nding the molecule oriented within a small angular segment 
dθ is given by:

prob d( ) ( )sin .θ θ θ θ= F  [9.25]

For an isotropic medium the potential energy function of a dipolar mol-
ecule is given by:

U f E( ) ( ) cos ,θ μ θ= − ⋅ ⋅ ⋅0 0 dc  [9.26]

where Edc is the magnitude of the applied static fi eld, f(0) is the local fi eld 
correction for the static fi eld, and μ0 is the magnitude of the molecule’s 
dipole moment. Henceforth, we can combine Eqs. 9.24, 9.25 and 9.26 to 
explicitly calculate the orientational average:

cos

cos sin

sin

( ) coth( ) ,θ
θ θ θ

θ θ

π

π=
⋅ ⋅

⋅
= = −

∫

∫

e

e

L p p
p

p

p

d

d

0

0

1
1

 

[9.27]

where L1(p) has been defi ned as the fi rst-order Langevin function, and p 
has been defi ned through:

p
f E

k TB

=
⋅ ⋅ ⋅( ) cos

.
0 0μ θdc

 
[9.28]

Z

q

dX

Y

z

NH
2

N O
O

9.3 A schematic representation of the choice of Cartesian coordinates 
{XYZ} with respect to the molecular principal axis. The molecular 
coordinates have been chosen such as the dipole moment of the 
structure coincides with the z-axis. The Cartesian coordinates have 
been chosen such as Z is the polar axis, and X coincides with the 
p-polarization component of the beam. With this geometry, the two 
independent components of the macroscopic second-order NLO 
susceptibility are functions of the averages of two angles θ and δ.
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Similarly:

cos

cos sin

sin

( ) (3

3

0

0

3 2 11
6θ

θ θ θ

θ θ

π

π=
⋅ ⋅

⋅
= = +⎛
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⎞
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∫

∫

e

e

L p
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L p

p

p

d

d

)) ,−
2
p

 

[9.29]

and

cos sin cos [ ( ) ( )],θ θ δ2 2
1 3

1
2

= −L p L p
 

[9.30]

where L3 is defi ned as the third-order Langevin function.
Hence, in terms of the Langevin functions, the only two independent 

non-zero components of the second-order susceptibility tensor are 
given by:

χ ω ω ω ω ω ω β ω ωσ σ σZZZ d Z Z Z zN f f f L p( ) ( ; , ) ( ) ( ) ( ) ( ) ( ;2
1 2 1 2 3 1− = ⋅ ⋅ ⋅ ⋅ ⋅ − ,, ),ω2

[9.31]

and

χ ω ω ω ω ω ωσ σZXX d Z X XN f f f

L p L p

( ) ( ; , ) ( ) ( ) ( )

[ ( ) ( )]

2
1 2 1 2

1 3
1
2

− = ⋅ ⋅ ⋅

⋅ − ⋅⋅ −β ω ω ωσz( ; , ).1 2
 

[9.32]

Figure 9.4 shows the behavior of the two relevant Langevin functions, L3 
and (L1/2 − L3/2). In the low poling fi eld limit (when p = 1), Eqs. 9.31 and 
9.32 reduce to:

χ ω ω ω ω ω ω β ω ω ωσ σ σZZZ Z Z Z zN f f f
p( ) ( ; , ) ( ) ( ) ( ) ( ; ,2

1 2 1 2 1 2
5

− = ⋅ ⋅ ⋅ ⋅ ⋅ −d )),
 

[9.33]

and

χ ω ω ω ω ω ω β ω ω ωσ σ σZXX Z X X zN f f f
p( ) ( ; , ) ( ) ( ) ( ) ( ; ,2

1 2 1 2 1
15

− = ⋅ ⋅ ⋅ ⋅ ⋅ −d 22 ).
 
[9.34]

Notice how in the low-poling fi eld limit the ratio between the two inde-
pendent components is approximately 3, a fact that can be used to check 
experimentally whether or not the approximation holds. When the approxi-
mation holds, Eqs. 9.31 and 9.32 can be used to estimate the value of βz (as 
defi ned in Eq. 9.23) if the components of the second-order nonlinear sus-
ceptibilities are known; or to estimate the macroscopic response when the 
values of βz are given.

In the high-poling fi eld limit (when p > 30), on the other hand, the 
aligning force from the external direct current (dc) fi eld dominates over 

�� �� �� �� �� ��



 Nonlinear optical properties of organic materials 287

© Woodhead Publishing Limited, 2013

the thermal fl uctuations, and consequently, χ
ZXX
( )2  goes to zero while χ

ZZZ
( )2  

saturates.

9.4 Quantum mechanical expressions for 

the molecular (hyper)polarizabilities

9.4.1 The harmonic oscillator analogy

The driven damped harmonic oscillator

Qualitative insight on the behavior of the molecular linear and nonlinear 
polarizabilities can be gained using the harmonic and anharmonic oscilla-
tor analogies. To derive a relationship for the induced polarization as a 
function of the strength of the external electric fi eld, we fi rst assume 
that the electrons are bound to the positive sites through a harmonic 
restoring force:

F k xk = − ⋅ d,  [9.35]

where xd is the displacement from the equilibrium position, and k is a con-
stant that characterizes the strength of the restoring force. As the electric 
fi eld is applied, the electron also experiences a force given by:

1

0.1

N
o 

un
its

0.01
0 5 10

p

L3(p)

L1(p)/2 – L3(p)/2

15 20

20 30100
0.0

0.5
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25 30

9.4 The behavior of the two relevant Langevin functions for a poled-
doped polymer, L3(p) and L1(p)/2 − L3(p)/2. For better comparison, the 
vertical scale in the main fi gure is logarithmic, while a linear scale 
is used in the inset. In the low poling fi eld limit, L3(p) = p/5 and 
L1(p)/2 − L3(p)/2 = p/15. In the high fi eld limit, L3(p) saturates and 
L1(p)/2 − L3(p)/2 goes to zero.
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F e EE = − ⋅ 0,  [9.36]

where E0 is the magnitude of the electric fi eld and –e is the charge of an 
electron. A new equilibrium is achieved when the two forces are equal to 
each other, which yields following expression for the induced dipole 
moment:

p e x
e E

k
= ⋅ =d

2
0 .

 
[9.37]

Therefore, the linear polarizability of the harmonic oscillator is given by:

α =
e
k

2

.
 

[9.38]

As we would expect, in this simple model, when the binding force is 
increased, the electron is less infl uenced by the external fi eld, resulting in 
lower polarizabilities. However, this model is highly unrealistic, as it predicts 
that once the electron is removed from equilibrium, it will oscillate around 

the equilibrium point indefi nitely with frequency ω0 =
k
m

, where m is the 

mass of the electron. A more realistic model must include a damping force 

Fd, that is proportional to the speed v
x
t

d
dd

d
= , and acts against the motion:

F
m

x
t

d
dd

d
= −

2Γ
,
 

[9.39]

where Γ is a constant that characterizes the damping force. Also, instead of 
a static electric fi eld, we assume that the fi eld is harmonic oscillating at 
frequency ω:

E t E i t( ) . .= ⋅ +−1
2

0
ω ωe c c

 
[9.40]

This model is known as the driven damped harmonic oscillator. Substitut-
ing Eqs. 9.35, 9.39 and 9.40 into Newton’s second law we obtain:

m
x
t

x
t

x e E i td
d

d
d

e c cd d
d

2

2 0
2

02
1
2

0+ + + +⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

=−Γ ω ω ω . . ,
 

[9.41]

which yields the following expression for the time-dependent induced 
polarization:

p t e x t
e

m i
E i t( ) ( ) . . .= − ⋅ =

− −( ) +⎛
⎝⎜

⎞
⎠⎟

−
d e c c

2

0
2 2 0

2
1
2ω ω

ω ω

Γ  
[9.42]
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Clearly, the induced polarization is also oscillating at frequency ω:

p t p i t( ) . .= ⋅ +−1
2

0
ω ωe c c

 
[9.43]

Comparison of Eqs. 9.40 and 9.43 in combination with Eqs. 9.11, 9.13 and 
9.14 yields the expression for the linear polarizability in the frequency 
domain:

α ω ω
ω ω ω

ω( ; )
( )

( ).− =
− −

=
e

m i
e
m

D
2

0
2 2

2

2 Γ  
[9.44]

The dispersion (i.e. the dependence on the frequency) of the linear 
polarizability is determined by the linear dispersion function D(ω), which 
is plotted in Fig. 9.5 and does remarkably match the behavior of real 
systems, and the dispersion function that is predicted by exact quantum 
perturbation theory (also plotted in Fig. 9.6), provided that we associate 
the oscillator’s natural frequency ω0 with the energy difference between 
excited and ground state, Eeg = ħω0, where ħ is the reduced Plank constant. 
Notice that in the linear case, the polarizability is resonant when ω0 = ω 
(Fig. 9.5).
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9.5 The behavior of the real and imaginary part of the dispersion 
function that is predicted from the driven damped harmonic oscillator 
model, D(ω), as a function of different values of the damping constant, 
Γ. Clearly the expressions are resonant in the vicinity of the natural 
frequency of the linear oscillator, when ω0 = ω.
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The driven damped anharmonic oscillator

In order to generate nonlinear terms in the induced polarization, the restor-
ing force must contain anharmonic terms, such as higher-order terms in the 
displacement from equilibrium, xd must be included:

F k x k x k x

m x m x m
k = − ⋅ − ⋅ − ⋅

= − ⋅ − ⋅ −

( ) ( ) ( )

( ) (

( ) ( )

( )

1 2 2 3 3

0
2 2 2

d d d

d dω ξ ξ 33 3) ( ) .⋅ +xd  [9.45]

Using this model (known as the driven damped anharmonic oscillator), 
Newton’s equation becomes:

m
x
t

x
t

m x m x

m x e E

d
d

d
d

d d
d d

d

2

2 0
2 2 2

3 3

2

1
2

+ + ⋅ + ⋅ +⎡
⎣⎢

⋅ + +

Γ ω ξ

ξ

( )

( )

( )

( ) 00 0ω ωe c c− +⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

=i t . . .
 

[9.46]

Equation 9.43 is solved using classical perturbation theory, and yields an 
expression for the equilibrium displacement xd, that is dominated by a 
contribution which is directly proportional to the driving electric fi eld, but 
contains also contributions that depend on higher-order terms. The linear 
contribution yields the same expression for the linear polarizability in the 
frequency domain as from the harmonic case (Eq. 9.42). From the fi rst 
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9.6 The behavior of the real and imaginary part of the dispersion 
function that is predicted from time-dependent quantum perturbation 
theory, Dn

( )( )1 ω  as a function of different values of the linewidths, 
Γ ≡ Γn. Clearly the expressions are resonant when the photon energy, 
ħω, is in the vicinity of the energy difference between ground and 
excited state, En0 = ħωn0, when ωn0 = ω.
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nonlinear contribution, an expression for the fi rst hyperpolarizability can 
be deduced:

β ω ω ω ξ ω ω ω( ; , ) ( ) ( ) ( ) ( ).− = − ⎛
⎝⎜

⎞
⎠⎟

( )2 22
2

e
e
m

D D D
 

[9.47]

We notice how the dispersion of the fi rst hyperpolarizability, given by the 
term D(ω)D(ω)D(2ω), has now a new kind of resonance, when ω0 = 2ω. 
This is achieved when the energy of two photons (each one with energy ħω) 
matches the transition energy of the molecule, Eeg, and can only be achieved 
through the nonlinear interaction. Similarly, the expression for the second 
hyperpolarizability has a resonance when ω0 = 3ω:

γ ω ω ω ω ξ ω ω ω ω( ; , , ) ( ) ( ) ( ) ( ) ( ).− = ⎛
⎝⎜

⎞
⎠⎟

( )3 33
3

e
e
m

D D D D
 

[9.48]

9.4.2 Quantum mechanical expressions

Exact expressions for the molecular linear polarizability and the nonlinear 
hyperpolarizabilities can be obtained using time-dependent quantum per-
turbation theory. Here we will introduce the sum-over-states (SOS) expres-
sions derived by Orr and Ward (1971). These expressions apply to the 
effects produced by the changes of the electronic confi guration of the mol-
ecule induced by the perturbing fi eld and do not include vibronic coupling 
(i.e. the interaction between the nuclear and the electronic motions). 
Although these expressions apply strictly within the Born–Oppenheimer 
approximation they can be easily generalized.

The expressions are derived under the dipole approximation, assuming 
that the state wave function of the molecule interacting with light has a 
slowly varying component and a rapidly varying component. The molecule 
is initially in the ground state, and upon perturbation by the oscillating 
electric fi eld, the state wave function changes into a superposition of ground 
and excited states. By assumption, the state functions of the unperturbed 
molecule are known:

�
�H n E i nn

n( ) ,0
2

= −⎛
⎝⎜

⎞
⎠⎟

Γ

 
[9.49]

where H (0) is the Hamiltonian corresponding to the unperturbed mole-
cule; En is the energy of the nth eigenstate, |n�; and Γn is the linewidth of the 
nth eigenstate, which is inversely proportional to the lifetime of the eigen-
state. We notice that the linewidths need to be introduced in order to 
account from the effects of the environment. If the molecule is completely 
isolated, once it reaches an eigenstate, it should stay in that eigenstate 
indefi nitely. In reality, a molecule is interacting continuously with its 
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environment, such as when it reaches an excited state, the interaction with 
the environment will provide for a pathway to decay back to the ground 
state, resulting in a fi nite lifetime for the excited state.

When the perturbing electric fi eld (associated with the beam) interacts 
with the molecule, a new time-dependent term, Vint(t), must be added to the 
Hamiltonian, which within the dipole approximation is given by:

V t E tint ( ) ( ),= − ⋅μ  [9.50]

where E t( ) is the perturbing (local) electric fi eld, and the dipole moment 
operator is given by μ = −er , where r  is the electronic position operator, 
which for a molecule with N electrons contributing to the polarization is 
defi ned as 

� � � … �
r r r r N≡ + + +1 2 , where r i is the position operator of the ith 

electron.
Assuming that the perturbing electric fi eld can be expressed as the sum 

over discrete frequencies (Eq. 9.4), the expressions for the molecular polar-
izabilities can be expressed in the frequency domain. The tensor compo-
nents of the molecular linear polarizability are given by:
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[9.51]

where the sum is performed over all the excited states of the unperturbed 
molecule, and the transition moments are defi ned as:

μi nm i nm ie r e n r m= − = − ,  [9.52]

with ri being the ith component of the electronic position operator. When 
n = m, �μi�nn measures directly the dipole moment of the excited state |n�; 
while when n ≠ m, �μi�nm is associated with the probability of making a transi-
tion between the states with polarization in the ith direction. Notice how, 
the dispersion behavior of each contributing excited state, Dn

( )( )1 ω , resem-
bles qualitatively the behavior that is derived from the damped driven 
harmonic oscillator analogy (Eq. 9.41). However, the classical model misses 
the dependence on the transition dipole moments predicted by the quantum 
mechanical description.

Similarly, the expression for the fi rst hyperpolarizability is given by:

β ω ω ω ω μ μ μ ω ωijk i n j nm k m nm
n m

e D( ; , ) ( , ),( )

,

− − = −
≠

∑1 2 1 2
3

0 0
2

1 2
0

 [9.53]

where the dispersion factors are given by:
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and the bar operator is defi ned as:
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[9.55]

Finally, the expression for the second hyperpolarizability is given by:
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[9.56]

where the dispersion terms are given by:
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[9.57]
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and:
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 [9.58]

Notice that, in order to satisfy Eq. 9.10, the permutations of ω1 ↔ ω2 ↔ 
ω3 must be simultaneously performed with permutations of corresponding 
jkl indexes of the transition dipole moments on Eq. 9.56 (that is, if for 
example we permute ω1 ↔ ω2, we must also permute μj ↔ μk; if we permute 
ω1 ↔ ω3, we must also permute μj ↔ μl, and so on). Similarly, the permuta-
tions of ω1 ↔ ω2 in Eq. 9.54 must be performed by simultaneously permut-
ing the jk indexes of the transition dipole moments on Eq. 9.53.

The importance of Eqs. 9.51 to 9.56 in the fi eld of molecular nonlinear 
optics cannot be over-emphasized. When dealing with macroscopic quanti-
ties, it is possible to use classical models like the anharmonic oscillator to 
get an intuition of the optical response of the bulk. However, when dealing 
with molecules, we are forced to use a full quantum mechanical picture, 
and most of our understanding of the molecular response is built upon the 
use of sum-over-states expressions such as the ones given by Eqs. 9.51 to 
9.56. For example, by truncating the expression for the fi rst hyperpolariz-
ability (Eq. 9.53) to the contribution of only two levels (ground and fi rst 
excited), useful structure-relationship properties have been derived 
(Marder et al., 1991, 1993). More recently, Perez-Moreno et al. (2011) have 
introduced a self-consistent method for the modeling of complex planar 
octupolar molecules. The authors were able to reduce the number of 
required physical quantities needed for the full modeling of the molecular 
nonlinear optical response by applying the sum rules formalism and sym-
metry principles to the quantum mechanical sum-over-states expressions 
(Eqs. 9.51 to 9.56).
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9.5 Conclusion and future trends

In this chapter we have introduced the fundamental defi nitions and con-
cepts needed to describe and understand the light–matter interaction at the 
molecular level; and the basic tools that allow connection of the nonlinear 
optical response at the microscopic level with the properties of the bulk in 
polymer-based materials.

Most of our understanding of the nonlinear optical response at the 
molecular level has been derived from the study and modeling of molecules 
where only one tensor component dominates the response. Similarly, the 
behavior of poled-doped polymers is well understood when the guest mol-
ecules are dipolar with only one dominant tensor component, as described 
in Section 9.3.2. Dipolar compounds are normally described using simplifi ed 
two-level models to avoid the complexity of the full sum-over-states 
expressions.

However, at present, molecules have become more complex and new 
geometries are being explored. This has brought new challenges into the 
fi eld, adding complexity to the analysis of the polymer–guest interaction; 
and demanding a better modeling of the quantum mechanical response that 
goes beyond the traditional two-level model. Understanding the nonlinear 
optical response of molecules of any type of geometry will lead to the 
development of better optoelectronic materials, and to the development of 
new applications in other fi elds such as microscopy and biomedical imaging.

9.6 References

Boyd R (2003), Nonlinear Optics, San Diego, Elsevier Science.
Dalton L (2001), ‘Realization of sub 1 volt polymeric EO modulators through sys-

tematic defi nition of material structure–function relationships’, Synth. Met., 124, 
3–7.

Dalton L (2002), ‘Nonlinear optical materials: from chromophore design to com-
mercial applications’, Polymers for Photonics Applications I, 158, Springer-Verlag, 
Berlin.

Ertl P (2003), ‘Cheminformatics analysis of organic substitutents: identifi cation of 
the most common substituents, calculation of substituent properties, and auto-
matic identifi cation of drug-like biososteric groups’, J. Chem. Inf. Comput. Sci., 43, 
474–380.

Franken P, Hill A, Peters A and Weinreich G (1962), ‘Generation of optical harmon-
ics’, Phys. Rev. Lett., 7, 118–119.

Griffi ths D (1999), Introduction to electrodynamics, New Jersey, Prentice Hall.
Helmchen F and Denk W (2005), ‘Deep tissue two-photon microscopy’, Nature 

Methods, 2, 932–940.
Kuzyk M (1998), ‘Relationship between the molecular and bulk response’, in Kuzyk 

M and Dirk C, Characterization techniques and tabulations for organic nonlinear 
optical materials, New York, Marcel Dekker, 111–220.

�� �� �� �� �� ��



296 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Lipinski C and Hopkins A (2004), ‘Navigating chemical space for biology and medi-
cine’, Nature, 432, 855–861.

Maiman T (1960), ‘Stimulated optical radiation in ruby’, Nature, 187, 493–494.
Marder S, Beratan D and Cheng L (1991), ‘Approaches for optimizing the fi rst 

hyperpolarizability of conjugated organic molecules’, Science, 252, 103.
Marder S, Gorman C, Tiemann B and Cheng L (1993), ‘Stronger acceptors can 

diminish nonlinear optical response in simple donor-acceptor polyenes’, J. Am. 
Chem. Soc., 115, 3005–3007.

Nalwa H S and Miyata S (1997), Nonlinear optics of organic molecules and polymers, 
Boca Raton, CRC Press.

Orr B and Ward J (1971), ‘Perturbation theory of the non-linear optical polarization 
of an isolated system’, Mol. Phys., 20, 513–526.

Oudar J L and Le Person H (1975), ‘Second-order polarizabilities of some aromatic 
molecules’, Opt. Commun., 15, 258–262.

Perez-Moreno J, Hung S-T, Kuyzk M G, Zhou Z, Ramini S K and Clays K (2011), 
‘Experimental verifi cation of a self-consistent theory of the fi rst-, second-, and 
third-order (non)linear optical response’, Phys. Rev. A, 84, 033837.

Prasad P and Williams D (1991), Introduction to nonlinear optical effects in mole-
cules and polymers, New York, Wiley.

Salafsky J (2007), ‘Second-harmonic generation for studying structural motion of 
biological molecules in real time and space’, Phys. Chem. Chem. Phys., 42, 
5704–4711.

Shi R and Garito A (1998), ‘Introduction: conventions and standards for Nonlinear 
Optical processes’, in Kuzyk M and Dirk C, Characterization techniques and tabu-
lations for organic nonlinear optical materials, New York, Marcel Dekker, 1–36.

Shi Y, Zhang C, Zhan H, Bechtel J, Dalton L, Robinson B and Steier W (2001), ‘Low 
(sub-1-volt) halfwave voltage polymer electro-optic modulators achieved by con-
trolling chromophore shape’, Science, 288, 119–122.

Squier J and Müller M (2001), ‘High resolution nonlinear microscopy: A review of 
sources and methods for achieving optimal imaging’, Rev. Sci. Instr., 72, 2855.

Xu C, Zipfel W, Shear J, Williams R and Webb W (1996), ‘Multiphoton fl uorescence 
excitation: new spectral windows for biological nonlinear microscopy’, Proc. Nat. 
Acad. Sci., 93, 10763.

Zyss J and Oudar J (1982), ‘Relationships between microscopic and macroscopic 
lowest-order optical nonlinearities of molecular crystals with one- or two-
dimensional units’, Phys. Rev. A, 26, 2028–2048.

Zyss J, Pecaut J, Levy J P and Masse R (1993), ‘Synthesis and crystal structure of 
guanidinium l-monohydrogentartrate: encapsulation of an optically nonlinear 
octupolar cation’, Acta Crystallogr. Sect. B, 49, 334–342.

�� �� �� �� �� ��



© Woodhead Publishing Limited, 2013

297

10
Ultrafast intrachain exciton dynamics in 

π-conjugated polymers

Z . V. VA R D E N Y, University of Utah, USA and C . - X . S H E N G, 
Nanjing University of Science and Technology, China

DOI: 10.1533/9780857098764.2.297

Abstract: We have used the femtosecond transient photomodulation 
spectroscopy in a broad spectral range for studying the ultrafast 
dynamics of the primary photoexcitations in various polymers. An 
emerging universal picture is presented based on the C2h point group 
symmetry of the polymer chain, where the electron–electron interaction 
is dominant. In this picture the 1Bu exciton is the primary 
photoexcitation. However, the 1Bu exciton may decay within a few 
hundreds fs to the more stable ‘dark’ exciton (2Ag) in ‘dark’ polymers 
where the photoluminescence (PL) effi ciency is extremely low. In 
contrast, in polymers with high PL emission effi ciency, the 1Bu exciton is 
the lowest excited state, and consequently may show stimulated emission 
that can be utilized for laser action.

Key words: intrachain exciton, π-conjugated polymers, ultrafast dynamics.

10.1 Introduction

10.1.1 Optical properties of photoexcitations in 
π-conjugated polymers

∏-conjugated polymers (PCPs) owe their name to the delocalization of 
π-electrons along the polymer backbone. PCPs have found a number of 
applications in the fi elds of organic light-emitting diodes (OLEDs) [1–3], 
thin-fi lm transistors [4, 5], organic solar cells [6, 7], and organic spin-valve 
devices [8, 9]. Therefore unraveling the properties of photoexcitations in 
PCPs is of great interest for achieving fundamental understanding of their 
materials’ physics, which is essential for designing effi cient organic optoe-
lectronic devices. A particular research focus is the primary intrachain 
photoexcitations and their optical properties that take place upon photon 
absorption; after all the primary photoexcitations are the foundation core 
of the optoelectronic applications of these materials [10, 11].

Although many kinds of PCPs have been introduced in last three 
decades, PCP falls in one of two separate groups [12]; namely polymers 
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having degenerate ground state (DGS) represented by trans-polyacetylene 
[t-(CH)x] (Table 10.1(a)), and polymers having non-degenerate ground 
state (NDGS) such as polyfl uorene (PFO) (Table 10.1(d)). An alternative 
way to categorize π-conjugated polymers is related with their photolumi-
nescence (PL) quantum effi ciency (PLQE) [13, 14]; where polymers 
with high PLQE have been used as active materials for OLED applications. 
Originally it was thought that DGS polymers should be non-luminescent, 
as a result of soliton photogeneration [12], but later on it was discovered 
that some DGS polymers such as di-substituted polyacetylene (DPA) 
(Table 10.1(c)) have in fact high PLQE (>50% in both fi lm and solution) 
that may also lead to laser action [15]. By contrast, NDGS polymers 
have been assumed to have higher PLQE than DGS polymers, unless 
circumvented by defect-related non-radiative recombination; however, 
a NDGS polymer, namely regio-random poly (thienylene-vinylene) 
(Table 10.1(b)) with intrinsic low PLQE was also recently reported [16]. 
Therefore in spite of intense studies of the linear and nonlinear 
optical properties of PCPs, the basic model for the proper description 
of the intrachain photoexcitations in this family is still somewhat 
controversial.

C C

C C C
S

RRa-PTV
S

S

C

H

(a)

trans-polyacetylene

Low

PLQE

Degenerated ground state Non-degenerated ground state

High
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PLQE : photoluminescence quantum efficiency.
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Table 10.1 Backbone structure of four π-conjugated polymers
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Described by the Su, Schrieffer and Heeger (SSH) model [17], the soliton 
excitation in t-(CH)x is an amphoteric defect that can accommodate zero, 
one, or two electrons [12, 18, 19]. In t-(CH)x solitons have a reversed spin-
charge relationship; i.e. the neutral soliton (S0) has spin ½; whereas charged 
solitons (S±) have spin zero [20]. The SSH model, which includes the elec-
tron–phonon (e-h) interaction but neglects electron–electron (e-e) interac-
tion, has been used to show that a photoexcited electron–hole pair is 
unstable toward the formation of charged soliton–antisoliton (S±) pair [20]. 
For the NDGS π-conjugated polymers, adding an extrinsic gap component 
to the electron–phonon Hamiltonian (SSH model) results in polarons 
and bipolarons as the proper descriptions of their primary charge excita-
tions [12].

During the last three decades the study of photoexcitations in t-(CH)x 
has revealed several unexpected phenomena that were not predicted by the 
SSH model [21, 22]. Most important, an overall neutral state, as well as 
charged excitation has been observed; the neutral state has been correlated 
with S0 (or 2Ag) transitions [23]. This fi nding, together with the absence of 
optical transitions at the midgap level in undoped t-(CH)x have indicated 
that electron–electron interaction in t-(CH)x cannot be ignored. Under 
these circumstances, the nature of the photoexcitations in this polymer may 
be very different from that predicted by the SSH Hamiltonian.

Moreover, singlet and triplet excitons have been shown to play a crucial 
role in the photophysics of most PCPs [24–31]. In NDGS polymers such as 
PFO and poly(p-phenylene-vinylene) derivatives, the binding energy of 
singlet intrachain excitons has been experimentally shown to be larger than 
0.5 eV [32–34], which is much higher than room temperature as well as the 
most coupled vibration of ∼0.2 eV [35–37]. The existence of excitons with 
relatively large binding energy can be justifi ed in theoretical studies only 
when the electron–hole interaction and electron correlation effects are 
included in the Hamiltonian; in other words, the SSH model is not suitable 
to describe the intrachain photophysics of PCPs.

To describe the intramolecular excitations (and vibrations) in π-conjugated 
polymers, the symmetry of the single polymer chain usually dictates the 
wavefunction nomenclatures. Most π-conjugated polymers belong to the 
C2h point group symmetry, which has a center of symmetry [12]. The proper-
ties of odd and even wavefunctions are then determined by the properties 
of the C2h group irreducible representations of which character table is 
given in Table 10.2. Notations such as 1Bu, mAg, etc. are reserved for the 
intrachain excitons, where the index before the nomenclature denotes the 
state order within the exciton manifold. In this notation singlet excitons are 
distinguished from triplet excitons by the number on the upper left; for 
example 11Bu stands for the lowest energy singlet state, whereas the cor-
responding 13Bu denotes the lowest triplet state. Because of the weak 
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spin–orbit interaction in the four polymers discussed in this chapter, we will 
focus our attention on photogenerated singlet excitons, which are the 
primary photoexcitations in PCPs. Therefore all the notations such as 1Bu, 
mAg etc. refers to singlet states. The dipole moment component is the 
strongest in the direction of the chain; its irreducible representation is Bu. 
Therefore optical transitions involving Bu and Ag pair of states are sym-
metry allowed. On the contrary, dipole transitions involving two Ag states 
are symmetry forbidden. However a two-photon process, such as two-
photon absorption (TPA), which is an optical nonlinear process, allows 
optical transition between two Ag states. In particular transitions from 1Ag 
to other Ag states in the singlet exciton manifold are allowed, and thus TPA 
spectroscopy has been used to map the excited Ag states.

In the exciton notation in PCPs, the ground state is 1Ag, the excited states 
are even symmetry excitons, mAg, or odd symmetry excitons, nBu [13, 38]. 
The importance of the e-e interaction in PCPs such as polyacetylene can 
be concluded from the excited states order of 2Ag (the lowest two photon 
allowed state) and 1Bu (the lowest one photon allowed state) [22, 39]. If the 
magnitude of the C–C bond alternation in the polymer chain is relatively 
small, then E(2Ag) < E(1Bu) [39, 40]. However when the ‘effective’ C–C 
bond alternation magnitude is relatively large, the order is reversed, namely 
E(2Ag) > E(1Bu) that results in strong PL emission. An excellent example 
is the polymer poly(di-acetylene), or DPA, where the polymer chain has a 
t-(CH)x backbone structure, but also contains bulky side-groups. It has been 
shown [15, 41] that in spite of being a polymer with DGS structure that 
supports soliton excitations, DPA is highly luminescent. This happens since, 
unlike t-(CH)x the large bond alternation in DPA pushes the 2Ag exciton 
to be above the 1Bu exciton; this allows strong PL emission. Also in PPV-
type polymers, as another example, the benzene ring in the backbone struc-
ture gives rise to a large ‘effective’ C–C bond alternation for the extended 
π electrons [34], and therefore leads to high PL effi ciency.

In this chapter we review the studies of ultrafast photoexcitations in 
π-conjugated polymers shown in Table 10.1. In general we have studied 
photoexcitations in such polymers in a broad time interval from femto-
seconds to milliseconds and spectral range from 0.1 to 3.5 eV [26, 32, 41]. 

Table 10.2 Character table of the C2h symmetry group

C2h E C2 i σx

Ag 1  1  1 1
Bg 1 −1  1 −1
Au 1  1 −1 −1
Bu 1 −1 −1 1
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However, in this chapter we review only our transient studies in the fem-
tosecond to picosecond time domains (t < 200 ps). The main experimental 
technique described here is transient photomodulation (PM), which gives 
information complementary to that obtained by transient PL, which is 
limited to radiative processes, or transient photoconductivity (PC), which 
is sensitive to high mobility photocarriers. The PM method, in contrast, is 
sensitive to non-equilibrium excitations in all states.

The scheme of the PM experiments is the following: the polymer sample 
is photoexcited with above-gap light pulses, and the changes in the optical 
absorption of the sample are probed in a broad spectral range from the IR 
to visible using several light pulse sources. The PM spectrum is essentially 
a difference spectrum, i.e., the difference in the optical absorption (Δα) 
spectrum of the polymer when it contains a non-equilibrium photoexcita-
tion concentration and that in the equilibrium ground state. Therefore the 
optical transitions of the various photoexcitations are clearly revealed in 
the experiment.

If the electron–electron interaction dominates the photophysics of PCPs, 
a bound e-h pair or an exciton is immediately generated upon excitation. 
By defi nition the exciton is a neutral, spinless excitation of the polymer. In 
Fig. 10.1 we summarize the optical transitions of singlet excitons in poly-
mers shown in Table 10.1. From our measurements a universal picture 
emerges: the two important exciton levels (1Bu and mAg) are shown to play 
an important role in all four polymers. The mAg level is known to have 
strong dipole moment coupling to 1Bu as deduced form the various optical 
nonlinear spectra of π-conjugated polymers analyzed in terms of the ‘four 
essential states’ model [13, 32]. We therefore expect two strong optical 
transitions to form following the 1Bu photogeneration, PA1 from 1Bu to mAg 
and PA2 from 1Bu to another Ag state, dubbed kAg. For polymers with low 
PL effi ciency, 2Ag lies below the 1Bu, and fast internal conversion 1Bu to 2Ag 
is expected that results in an excited state transition from 2Ag to higher Bu 
state (PA3).

10.1.2 Experimental set up for measuring ultrafast 
transient response of photoexcitations

We have used the femtosecond (fs) two-color pump-probe technique for 
measuring the transient photoexcitation response in the fs to ns time 
domain. Two fs Ti : sapphire laser systems have been utilized; a low power 
(energy/pulse ∼0.1 nJ) high repetition rate (∼80 MHz) [42] laser system for 
the mid-IR spectral range; and a high power (energy/pulse ∼10 μJ) low 
repetition rate (∼1 kHz) laser system for the near-IR/visible spectral range 
[43]. For both laser systems the excitation photon energy, ħω was set at 
3.1 eV.
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For the transient mid-IR measurements, both signal and idler output of 
an optical parametric oscillator (Tsunami, Opal, Spectra Physics) were 
respectively used as probe beams that generate ħω (probe) from 0.55 to 
1.05 eV. Moreover, a difference frequency set up with a NLO crystal was 
used to extend the spectral range from ∼0.13 to ∼0.43 eV. For the transient 
near-IR and visible measurements, white light super-continuum was gener-
ated having ħω (probe) spectrum ranging from 1.2 to 2.7 eV. The transient 
PM signal, ΔT/T(t) is the fractional change, ΔT in transmission, T, which is 
negative for PA, and positive for photobleaching (PB) and stimulated 
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10.1 The most important intrachain states and allowed transitions for 
polymers shown in Table 10.1, respectively. The PA bands are excited 
state absorptions; α is linear absorption; PL is photoluminescence 
which may also be replaced by SE (stimulated emission) in the pump-
probe experiment. (c) Adapted from Sheng, C.-X et al., Phys. Rev. B, 
81, 205103, 2010; (d) Adapted from Tong M. et al., Phys. Rev. B, 75, 
125207, 2007.
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emission (SE). The transient PM spectra from the two laser systems were 
normalized to each other in the near-IR/visible spectral range, for which ħω 
(probe) from the low-power laser system was doubled. The pump and probe 
beams were carefully adjusted to get complete spatial overlap on the fi lm, 
which was kept under dynamic vacuum. In addition, the pump/probe beam-
walk with the translation stage was carefully monitored and the transient 
response was adjusted by the beam walk measured response.

10.2 Ultrafast dynamics in π-conjugated polymers

As explained above PCP photophysics is determined by a series of excited 
states with alternating odd (Bu) and even (Ag) parity that correspond to 
one-photon and two-photon allowed transitions, respectively [13]. Optical 
excitation into these states is followed by sub-picosecond nonradiative 
relaxation to the lowest excited state [44]. This hot energy relaxation process 
is due to either vibrational cooling within vibronic sidebands of the same 
electronic state, or phonon-assisted transitions between two different elec-
tronic states that is termed internal conversion in molecular spectroscopy 
[45]. Usually internal conversion is the fastest relaxation channel that pro-
vides effi cient nonradiative transfer from a higher excited state into the 
lowest excited state of the same spin multiplicity [46, 47].

Before focusing on the ultrafast intrachain exciton dynamics of various 
polymers, we note that there are two other ultrafast relaxation processes 
which may interfere and successfully compete with the internal conversion 
process. These processes include singlet exciton fi ssion and exciton dissocia-
tion [42]. The former process creates two triplet excitons with opposite spins 
from one singlet exciton in time faster than the usual intersystem crossing 
time from the singlet to the triplet manifold [48, 49] whereas the second 
process directly generates charge carriers [50, 51]. These two processes are 
not included in our present discussion. Another important effect, the one-
dimensional vs. three-dimensional (or intrachain vs. interchain) interplay 
will also not be discussed in this chapter. In the most primitive model, 
intrachain photoexcitation results in an exciton with relatively large binding 
energy, whereas interchain photoexcitation, for some PCPs with strong 
interchain interaction such as MEH-PPV, may produce separate charges 
(polaron pair) or excimers on coupled neighboring chains [52, 53].

10.2.1 Exciton dynamics in trans-polyacetylene: 
a degenerate ground state polymer with 
weak photoluminescence

Trans-polyacetylene (t-(CH)x) is the simplest example of PCPs with the 
intrinsic low PL effi ciency of <10−4 [54]. According to the SSH model [17], 
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upon photon absorption charged soliton–antisoliton (S±) pair is created in 
the middle of energy gap [20] within ∼100 fs. Therefore we expect to detect 
a photoinduced absorption band from either the highest occupied molecu-
lar orbitals (HOMO) to S+ or S− to the lowest unoccupied molecular orbital 
(LUMO) [20].

However, the nature of the photoexcitations in t-(CH)x may be very dif-
ferent from that predicted by the SSH Hamiltonian, because the electron–
electron interaction cannot be ignored. In this case, neutral singlet excitons 
may be the primary photoexcitations; these photoexcitations are character-
ized by two transient photoinduced absorption bands, similar to many other 
polymers that belong to the PCP family (see Fig. 10.1(a)).

Figure 10.2(a) shows transient PM spectra of a t-(CH)x fi lm pumped at 
the absorption edge (1.55 eV), at 0 and 1 ps, respectively. The fi gure reveals 
two prominent PA bands in the mid-infrared, namely PA1 at 0.37 eV and 
PA2 at 0.64 eV, as well as another PA band, PA3 at 1.4 eV. The transient 
dynamics of the three PA bands in the PM spectra are shown in Fig. 10.2(b). 
PA1 and PA2 are instantaneously generated and have the same fast decay 
component of about 110 fs. However PA3 band is photogenerated with a 
time delay of ∼100 fs and that follows a much slower decay [55]. The simi-
larity between the transient decays of PA1 and PA2 bands considered 
together with the build-up dynamics of PA3 suggest that PA3 has a different 
character than that of PA1 and PA2. We also note that the transient PM 
spectrum of the t-(CH)x fi lm down to 0.13 eV does not show any other 
important band, such as due to IR-active vibrations (IRAV) that are related 
to charge photogeneration[56, 57]. We thus conclude that upon excitation 
at the band edge only neutral photoexcitations are generated in t-(CH)x.

Our results shown in Fig. 10.2(a) can be fully explained by the exciton 
picture, similar to in other polymers in the PCP family. We claim that singlet 
excitons are instantaneously photogenerated in t-(CH)x upon photon 
absorption with energy close to the optical gap. In this picture, PA1 is the 
transition from 1Bu to mAg, wheras PA2 is the transition from 1Bu to another 
higher two photon state, the so-called kAg [58]. Although the photogen-
erated excitons in t-(CH)x have two characteristic PA bands similar to many 
other polymers in the family, they decay in record time (∼100 fs) to a ‘dark’ 
exciton (2Ag state) that does not emit light (is not radiative). Both transient 
PM spectra and decay dynamics clearly show that the generation of 2Ag 
exciton comes at the expense of 1Bu exciton. Since the 2Ag state in non-
luminescent polymers lies below the 1Bu and is non-emissive, then accord-
ing to Kasha’s rule there need be an internal conversion from the 1Bu to 
the 2Ag. Thus we interpret PA3 as due to the transition from 2Ag to higher 
Bu state, namely nBu with slower decay [55].The absence of IRAVs is in 
agreement with the assignment of the three PA bands as due to transitions 
involving intrachain excitons.

�� �� �� �� �� ��



 Ultrafast intrachain exciton dynamics  305

© Woodhead Publishing Limited, 2013

From the PA1 transition, the exciton binding energy in t-(CH)x may be 
estimated as ∼0.35 eV, which is smaller than the binding energy of excitons 
in many other polymers in the family of PCPs [34], but much higher 
than 0.026 eV of room temperature. The relatively large binding energy in 
t-(CH)x is in agreement with the absence of IRAVs indicating that free 
charge carriers are not generated in polyacetylene; also it refutes the picture 
advanced by the SSH model of charge soliton generation immediately 
following photon absorption.
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10.2 Transient PM spectra and decay dynamics of t-(CH)x fi lm pumped 
at 1.55 eV at room temperature. (a) The t = 0 (circles) and t = 1 ps 
(squares) transient PM spectra in the spectral range of 0.15 to 1.5 eV. 
Various bands are assigned; PA1 and PA2 are due to 1Bu excitons; PA3 
is due to 2Ag excitons. (b) The transient decay dynamics of the main 
bands assigned in (a).
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10.2.2 Exciton dynamics in region-random poly(thienylene-
vinylene): a non-degerate ground state polymer 
with weak photoluminescence

A new class of non-luminescent π-conjugated polymers, namely region-
random poly(thienyle vinylene), [or RRa-PTV] (see Table 10.1(b)) has been 
recently synthesized [16]. We found that this polymer has very small PL 
effi ciency of <2 × 10−4 in both fi lms and solutions, and thus the PL weakness 
cannot be caused by the fi lm quality [59], but rather is intrinsic in nature. 
Properties of the long-lived photoexcitations and doping induced absorp-
tion have shown that PTV belongs to the class of NDGS polymers [60]. In 
order to explain the weak PL in PTV within Kasha’s rule, the photogen-
erated 1Bu exciton should undergo an internal conversion into a ‘dark’ 
exciton at lower energy level [14]. The ‘dark’ exciton in PCPs is an even-
parity state (Ag) [13]. We thus conclude that the dark exciton in PTV is the 
2Ag state, which has been extensively discussed in the literature in relation 
with the photophysics of π-conjugated polymers [13, 14, 61].

For verifying the proposed photoexcitation scenario in PTV we measured 
the ultrafast transient response. Figure 10.3(a) and (b) show the transient 
PA spectra in RRa-PTV fi lm at various times, t following the pulse excita-
tion; similar response was obtained in RRa-PTV in solution. The PA spec-
trum is dominated by two PA bands; PA1 in the mid-infrared spectral range 
with peak at ∼0.95 eV, and PA3 in the visible/near-infrared range with a 
broad peak at ∼1.6 eV. Figure 10.3(c) and (d) show the PA transient decay. 
The two PA bands do not share the same dynamics; whereas PA1 decays 
almost completely within ∼0.5 ps, the decay of PA3 is longer (∼2.5 ps) into 
a plateau that indicates the formation of a relatively stable photoexcitation. 
We thus conclude that the two PA bands do not belong to the same pho-
toexcitation. A closer inspection at the PA response at ‘t = 0’ (insets to Fig. 
10.3(c) and (d)), reveals that PA1 is instantaneously generated, whereas PA3 
is formed with a delay of ∼200 fs. We therefore conclude that PA3 is not 
related to the primary photoexcitation in PTV; but is formed on the expense 
of PA1, during its decay process.

PA1 spectrum is generic to many π-conjugated polymers, which was previ-
ously identifi ed [53] as due to optical transitions from the photogenerated 
1Bu exciton into an even-parity state (mAg) that is part of the essential 
states in these polymers [13]. Therefore we infer that PA1 here is also due 
to the photogenerated 1Bu exciton. Its ultrafast decay kinetics indicates that 
there is another state lower in energy (<E(1Bu)), into which the photogen-
erated 1Bu decays. As a check of this proposed scenario we estimate the PL 
effi ciency from the fast PA1 decay and compare it to the measured PL effi -
ciency, η measured with an integrated sphere. For this estimate we used the 
relation: η = τ/τrad, where τ is the exciton lifetime and τrad (∼1 ns [62]) is the 
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10.3 Transient PA spectra of RRa-PTV fi lm measured at various delay 
time, t in (a) mid-infrared and (b) visible/near-infrared spectral range; 
PA1 and PA3 bands are assigned. (c) and (d) The respective decay 
dynamics of PA1 at 0.95 eV and PA3 at 1.6 eV. The insets to (c) and (d) 
focus on the PA formation and decay evolution around ‘t = 0’, where 
the data (solid circle) is fi tted with an exponential formation and decay 
processes (line), taking into account the pump/probe cross-correlation 
trace (line).

1Bu radiative lifetime. Using PA1 lifetime of ∼0.5 ps we thus estimate 
η(RRa-PTV) ≈ 5 × 10−4, which is in good agreement with the measured 
η-value (2 × 10−4). In the proposed decay scenario PA3 is a transition from 
the 2Ag state. However its optical transition should be into an odd-parity 
exciton, namely the nBu; which is also part of the four essential states in 
PCPs [13]. The stabilization of PA3 at later time (t > 5 ps) into a plateau, 
indicates that the 2Ag exciton becomes trapped. The PA2 from 1Bu to kAg, 
which is normally observed in other PCPs, is not well separated from PA3 
because of spectral overlap; however, the difference in dynamics at 1.4 and 
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1.7 eV (Fig. 10.3(b)) presents the existence of another PA transition, which 
we identify as PA2.

Nevertheless, as the consequence of PA1 and PA3 bands, the excited state 
diagram of the essential states in PTV was then constructed, as depicted in 
Fig. 10.1(b). It shows the initial photogeneration of the 1Bu and its decay 
into the 2Ag, and the respective states (mAg and nBu) into which their 
strongest optical transitions occur (Fig. 10.3(a)). The similarity between the 
photophysics of PTV to that of t-(CH)x is striking. As in PTV the PL effi -
ciency in t-(CH)x is very low, η < 10−4 [54]. Also, t-(CH)x shows an ultrafast 
PA band in the near-infrared spectral range at ∼1.35 eV (PA3 in Fig. 10.2), 
which is not instantaneously generated, and is stabilized at later time, that 
is also interpreted as due to transitions from the 2Ag.

10.2.3 Exciton dynamics in disubstituted polyacetylene: 
a degenerate ground state polymer with strong 
photoluminescence

The di-substituted polyacetylene (DPA) (backbone structure is shown in 
Table 10.1(c)) is a unique polymer [63–65]. Similar to trans-polyacetylene 
[t-(CH)x], DPA has been shown to have a degenerate ground state [15] that 
supports soliton excitations [12]. But in contrast to t-(CH)x, DPA has very 
strong PL emission in both solution and fi lm forms, which make it suitable 
for optoelectronic applications such as light-emitting diodes and solid-state 
lasers [66, 67]. The strong PL in DPA compared with the very weak PL in 
t-(CH)x shows that the lowest excited state in the former polymer is 1Bu 
with odd parity symmetry; otherwise the transition from the lowest lying 
exciton state to the ground state would be forbidden, and this would have 
weakened the PL. We note, however, that the reverse excited state order in 
DPA compared to t-(CH)x is not in confl ict with its degenerate ground state 
property.

Several theories have been advanced for explaining the reverse excited 
state order in DPA compared to that in t-(CH)x [68–72]. One explanation 
is that the strong electron–electron interaction in this polymer causes delo-
calization of the excited state among the backbone polyene-like monomers 
on the chain; but also includes the phenyl side groups (see Table 10.1(c) 
inset). This ‘transverse delocalization’, in turn pushes up E(2Ag) above 
E(1Bu) resulting in strong PL emission [72]. Therefore, in addition to the 
four essential excited states known to determine the NLO spectra of 
π-conjugated polymers, namely 1Ag, 1Bu, mAg, and nBu [38], in DPA there 
is another important excited state complex, dubbed ‘transverse excited 
state’ or TES [73].

Figure 10.4(a) shows the transient PM spectrum of DPA fi lm at t = 0 ps. 
PM spectra contains three PA bands: PA0 at ∼0.6 eV, PA1 at ∼0.9 eV, and a 
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10.4 (a) The transient PM spectrum of DPA fi lm at t = 0 ps. The PA 
bands PA0, PA1, PA2 and SE are assigned. (b) The transient decay 
dynamics of the main PA bands assigned in (a). (Adapted from Sheng 
C-X et al., Phys. Rev. B, 81, 205103, 2010.)

broad PA2 band in the near-IR spectral range; the PM spectra also contain 
a strong SE band peaked at ∼2.6 eV. All PA bands show approximately the 
same decay dynamics (Fig. 10.4(b)), and therefore originate from the same 
photoexcitation species. Since the SE is part of this species’ characteristic, 
we therefore identify it as intrachain singlet exciton, or 1Bu. The PA1 and 
PA2 bands are consequently interpreted as optical transitions from the 
relaxed 1Bu → mAg and 1Bu → kAg, respectively; similar to excitons in other 
PCP [45]. However PA0 does not occur in the PM spectrum of excitons in 
other PCPs. We therefore propose that PA0 is due to the optical transition 
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from the relaxed 1Bu to the TES, that is also absent in other PCPs. The TES 
is probably reminiscent of the 2Ag state in unsubstituted t-(CH)x, which lies 
in between the 1Bu and mAg as shown in energy diagram of Fig. 10.1(c). 
Additional optical spectroscopies studies have shown that TES dipole 
moment has a strong component perpendicular to the chain direction, 
which contains almost degenerate states with odd and even parity symmetry 
[73]. Nevertheless, besides the unique properties of TES state, the primary 
photoexcitations is 1Bu excitons, as in other luminescent PCPs [73].

We also note that the transient PM spectrum of the DPA fi lm down to 
0.13 eV does not show any other important band, such as due to IRAVs 
that are related to charge photogeneration [15, 56]. This is in agreement 
with the assignment of the three PA bands as due to transitions involving 
intrachain excitons.

10.2.4 Exciton dynamics in polyfl uorene: 
a non-degenerate ground state polymer 
with strong photoluminescence

Polyfl uorene is an attractive material for display applications due to effi -
cient blue emission [74], and relatively large hole mobility with trap free 
transport [75]. Poly(9,9-dioctylfl uorene) [PFO] (Table 10.1(d)) exhibits a 
complex morphological behavior where a pristine sample with glassy struc-
ture (dubbed α phase) can be changed into a fi lm with more superior order 
(dubbed β phase). The structural versatility of PFO can be exploited in 
manipulating the sample electronic and optical properties [76, 77].

Nevertheless, the disordered α phase PFO with the bulky side group 
should provide a clean case for studying intrachain photoexcitations, and 
characteristic excited states with only a small contribution due to interchain 
interaction. However, several early studies of ultrafast photoexcitation 
dynamics in PFO led to confusing results. In one study of oriented PFO 
[78], three types of photoexcitations were invoked including hot carriers, 
excitons, and charge polarons. In two other studies [79, 80], both excitons 
and bound polaron pairs were shown to simultaneously coexist. More 
recent studies focused on three beams’ excitation [81–83], where the role 
of even parity states was emphasized. In these studies it was realized that 
when excited deeper into the singlet manifold, then charge species are 
primarily photogenerated; however, most of them geminately recombine 
within few ps. Under these circumstances it is diffi cult to decide whether 
PFO excited states are ‘band-like’ or ‘excitonic’ in nature.

Figure 10.5(a) shows the full PM spectrum of a PFO fi lm at t = 0 ps. The 
PM spectrum contains two PA bands (PA1 and PA2) at 0.55 and 1.65 eV, 
respectively, and a SE band that peaks at 2.5 eV. The three bands decay 
dynamics are shown in Fig. 10.5(b); the decay dynamics of all three bands 
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10.5 (a) The transient PM spectra of PFO at t = 0. The PA bands PA1, 
PA2 and SE are assigned. (b) The transient decay dynamics of the 
main bands assigned in (a). (Adapted from Tong M. et al., Phys. Rev. 
B, 75, 125207, 2007.)

are equal, with a lifetime of ∼100 ps. This shows that the PM bands belong 
to the same photogenerated species, in contrast to earlier conclusions [78]. 
Since SE is related to excitons, we thus attribute this species to photogen-
erated singlet excitons, namely 1Bu. We therefore conclude that the two PA 
bands are optical transitions from 1Bu to the two most strongly coupled Ag 
excitons in the singlet manifold, namely mAg and kAg, respectively. Same 
with the other three polymers in this chapter, the transient PM spectrum 
of the PFO fi lm down to 0.13 eV does not show any IRAV bands that are 
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related to charge photogeneration [56]. Therefore, no hot excitons [78] or 
polaron-pairs [79] are needed to interpret this spectrum.

Our results are in agreement with lack of long-lived polaron photogen-
eration in as spun (i.e. glassy, α phase) PFO fi lm measured by the continu-
ous wave (CW) PM technique [76]. This is in agreement with the large 
exciton intrachain binding energy that we found [34] for PFO. Also our 
results clearly indicate that the bulky PFO side groups do not allow strong 
interchain interaction, which is largely responsible for polaron photogen-
eration in PCPs [84]. Another possibility for the lack of polaron photogen-
eration here is that the laser excitation photon energy (∼3.1 eV) is close to 
the absorption onset of PFO (∼3.0 eV) [83]. From the excitation depend-
ence of charge photogeneration in PFO using cw PM spectroscopy it was 
found [76] that the quantum effi ciency of polaron photogeneration dramati-
cally increases at photon energies close to E(mAg) ∼3.7 eV; up to this 
photon energy there is very little steady state photogenerated polarons. We 
thus expect dramatic changes to occur in the transient PM spectrum of PFO 
at higher excitation photon energies [83], and/or when the glassy phase 
changes into a more ordered phase [80], and when a strong electric fi eld 
such as in organic light-emitting diodes made of PFO is capable of exciton 
dissociation even at relatively low excitation photon energy close to E(1Bu) 
[85].

10.3 Conclusion

In this chapter we reviewed the ultrafast dynamics of the primary photoex-
citations in four typical polymers that represent both degenerate and non-
degenerate ground state polymers. This include trans-polyacetylene (DGS, 
low intrinsic PL effi ciency), polyfl uorene (NDGS, high PL effi ciency), DPA 
(DGS, high PL effi ciency), and regio-random poly (thienylene-vinylene) 
(NDGS, low intrinsic PL effi ciency). In all of these polymers, we show that 
the 1Bu exciton is the primary photoexcitation when the laser excitation 
photon energy is close to the absorption onset of polymer. However, the 
obtained transient PA dynamics show that the primary exciton (1Bu) decays 
within few hundreds fs to the more stable ‘dark’ exciton (2Ag) when the PL 
emission of the polymer is intrinsic low; this include t-(CH)x and RRa-PTV. 
Therefore the photophysics of these two polymers is governed by the dark 
excitons (2Ag). On the contrary, in polymers with high PL effi ciency such 
as the DGS polymer DPA and the NDGS polymers PFO, the 1Bu exciton 
is the lowest excited state, which decays back to ground state with strong 
photoluminescence emission, and show stimulated emission that can be 
utilized for laser action.

This chapter shows that broadband ultrafast photomodulation spectros-
copy is a powerful tool in analyzing the photophysics of π-conjugated 
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polymers. Our results present the universality in the photophysics of 
π-conjugated polymers, which is based on C2h point group symmetry of the 
single polymer chain. Pursuing broader probing spectra, adjustable pumping 
photon energy as well as better spatial and temporal resolution, is always 
the experimental desire. At the same time, the effects of external fi elds, such 
as electric fi eld on the photophysics of PCPs can deepen our understanding 
of their photophysics [85, 86].

Other directions for future work include:

• Interchain effects on PCP photophysics. The work in this chapter focuses 
only on intrachain photoexcitations in PCPs. However, various interchain 
photoexcitations appear to be very important in thin fi lms of many PCPs. 
Ordered PCP fi lms exhibit photophysics remarkably different from 
dilute solutions or disordered fi lms. The branching of intrachain singlet 
excitons and polarons occurs instantaneously in many systems [53, 56]. 
This topic has been controversial for more than two decades [52]. Very 
recently, our joint theory-experiment work provided new insight to this 
subject. We reported pressure-dependent transient picosecond and CW 
PM studies of disordered and ordered fi lms of 2-methoxy-5-(2-ethylhex-
yloxy) poly(para-phenylenevinylene). Photoinduced absorption (PA) 
bands of intrachain excitons and polarons in the disordered fi lm exhibit 
weak pressure dependence. In contrast, the ordered fi lm exhibits two 
additional transient PA bands in the mid-infrared that blueshift dramati-
cally with pressure. Based on high-order confi guration interaction calcu-
lations, we ascribed the PA bands in the ordered fi lm to excimers [52]. 
Systematical photophysics study of polymers as well as monomers under 
high hydrostatic pressure could bring more information in this topic.

• Charge photogeneration dynamics in polymer/fullerene blend fi lms. 
Organic solar cells that utilize π-conjugated polymers have attracted 
widespread interests in both academic and commercial communities in 
recent years. One of the most studied bulk heterojunction (BHJ) organic 
photovoltaic materials, the blend of region-regular poly (3-hexylthi-
ophene) (RR-P3HT) and [6,6]-phenyl-C61-butyric acid methyl ester 
(PCBM), is often considered as a ‘model system’ [87–88] for OPV appli-
cations. Numerous steady-state and time-resolved spectroscopic studies 
have been conducted in pristine P3HT as well as P3HT/PCBM blend in 
order to understand the properties and evolution of neutral and charged 
photoexcitations, but many aspects of the photophysics remain unclear 
[89–91]. One of the fundamental reasons is that additional complications 
arise from the strong interchain interactions in the P3HT self-organized 
π-stacked two-dimensional lamellae in the fi lm [92]. Consequently it has 
been shown in P3HT fi lms that both neutral and charged photoexcita-
tions are at least partially delocalized in the lamellae [92, 93]. Although 
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the delocalized polaron in RR-P3HT/PCBM blend has been proven to 
play a critical role in the optoelectronic devices [94], the mechanism for 
the photogeneration of delocalized polarons is still debated [89, 94, 95]. 
Furthermore, evidences for the involvement of charge transfer complex 
(CTC) as an intermediate state in the charge photogeneration process 
have been reported [87, 96, 97]. More thorough investigation of the CT 
excitation and their interaction with free polaron excitations may 
improve the power conversion effi ciency of organic solar cell, and drive 
the development of novel photoactive materials.
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Abstract: The chapter is a summary of ultrafast time-resolved pump-
probe spectroscopy techniques for the study of charge carriers in organic 
semiconductors. Four methods featuring sub-nanosecond time resolution 
are distinguished according to their probe wavelength: infrared active 
vibrational (IRAV) mode spectroscopy, time-resolved THz spectroscopy 
(TRTS), time-resolved microwave conductivity (TRMC), and transient 
photocurrent (TPC) spectroscopy. Examples of the application of these 
techniques to the study of charged photoexcitations in molecular 
crystals, pristine polymers and polymer donor–acceptor blends are 
presented. Presently accepted knowledge gathered with these methods 
is summarized, and the aptitude of each method for discriminating 
between free and localized charge carriers is discussed in view of its 
implication in the design and optimization of materials for organic 
photovoltaic devices.

Key words: infrared active vibrational (IRAV) modes, transient 
photocurrent (TPC) spectroscopy, time-domain terahertz spectroscopy 
(TRTS), time-resolved microwave conductance (TRMC).

11.1 Introduction

The nature of primary photoexcitations in organic semiconductors, particu-
larly in conjugated polymers, has been the subject of an active debate in 
the scientifi c community for more than three decades (Sariciftci, 1997). The 
mechanisms of charge carrier photogeneration and thermalization promptly 
after photoexcitation are indicative of the strength of electron–electron 
interactions relative to the bandwidth (as manifested by the exciton binding 
energy), while carrier transport, trapping, and recombination processes are 
intimately related to the degree of order, purity, and morphology of the 
materials. Besides their fundamental interest, these processes determine the 
overall effi ciency of organic electronic devices, such as organic photovoltaic 
cells; as such, there has been a lot of effort to develop charge-specifi c 
ultrafast techniques to probe their dynamics. Non-resonant probing 
spectroscopic methods allow the characterization of charged excitations 
(e.g. polarons) in organic semiconductors (for a discussion on ultrafast 
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probes of excitonic species see Chapter 10). In general, they rely on either 
all-optical or electro-optical techniques where charge carriers are photo-
generated with an ultrashort (∼100 fs) pump pulse and their dynamics is 
detected with a delayed probe. We limit this summary to a choice of tech-
niques that: (i) are highly selective to charge carrier density and dynamics 
(i.e., we do not consider photoinduced absorption measurements probing 
the visible to near-infrared spectral region where polaronic signatures 
overlap with excitonic features); (ii) have temporal resolution between 
nanoseconds and femtoseconds, that is the timescale most relevant to study 
photogeneration and prompt recombination processes which are indicative 
of intrinsic electronic and transport properties; (iii) can discriminate 
between charge carriers with different degrees of localization. The tech-
niques presented here operate at distinct probe wavelengths: infrared active 
vibrational (IRAV) modes are probed in the medium infrared optical 
region, time-resolved terahertz spectroscopy, or TRTS (also referred to as 
optical-pump terahertz-probe spectroscopy) detects carrier signatures in 
the far-infrared, time-resolved microwave conductivity (TRMC) is a con-
tactless conductance probing method that uses free space radiation at a 
specifi c microwave frequency, whereas transient photocurrent (TPC) spec-
troscopy consists in detecting photocurrent transients in a waveguide 
confi guration, covering a spectral range from direct current (DC) to upper 
microwave frequencies.

As the fi eld of organic semiconductors evolved through the initial fun-
damental studies of molecular crystals to the more application-oriented 
investigation of conjugated polymers, donor-acceptor and hybrid organic–
inorganic systems, these techniques have been widely employed toward the 
experimental characterization of the charge generation and transport prop-
erties of new materials and material combinations. In the early days, poly-
diacetylene has been widely considered as a model system for highly 
ordered organic semiconductors, where the availability of high-quality 
single crystal allowed the observation of intrinsic material properties with 
limited infl uence of trapping. The temperature and fi eld dependence of the 
peak transient photocurrent measured at about 100 ps after photoexcita-
tion have shown the need for modifying the assumption that carrier genera-
tion in low-mobility semiconductors is limited by geminate recombination 
(Moses et al., 1987, 1989). As experimental techniques with higher time 
resolution and materials with less disorder became available, the charge 
carrier generation and transport behavior observed in the polydiacetylene 
model system was found to be of general validity for the whole class of 
low-mobility semiconductors. A classical example of highly ordered conju-
gated polymer system is stretch-oriented poly(para-phenylene vinylene), or 
PPV. In this system photogeneration and transport are greatly enhanced 
compared with amorphous PPV fi lms, and carrier dynamics can be studied 
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on an extended timescale. Polarons and excitons in PPV were shown to be 
independent primary excitations by IRAV spectroscopy and fast TPC meas-
urements (Soci et al., 2005). Further studies of this system by TPC under 
high fl uence showed that the initial photogeneration dynamics is dominated 
by bimolecular recombination, whereas the photocurrent tail that persists 
for a long time after photoexcitation is explained by a combination of 
bimolecular recombination, by recombination with trapped charges, and by 
trapping itself (Soci et al., 2005). Geminate recombination is unnecessary 
to interpret the carrier dynamics.

The availability of ultrafast, all-optical probing techniques such as fem-
tosecond optical-pump THz-probe allowed the experimental proof of direct 
polaron generation in a variety of organic semiconductors. The work by the 
groups of Hegmann and Ostroverkhova confi rmed that, within the picosec-
ond timescale, the initial photoconductance peak in ordered molecular 
crystals pentacene, tetracene and rubrene is fi eld-independent and increases 
at low temperature, indicative of bandlike transport.

Recent studies of charged photoexcitations were mainly focused on low-
bandgap polymers with a particular high yield of direct polaron generation, 
such as regioregular poly(3-hexylthiophene), rr-P3HT. P3HT was studied 
at timescales up to hundreds of nanoseconds by time-resolved microwave 
conductivity, the response of which is mostly determined by the Q-factor 
of the microwave resonance cavity containing the sample to typically 40 
nanoseconds (De Haas and Warman, 1982). Although this method is too 
slow to resolve initial free-carrier photogeneration, it still allows monitoring 
the temperature dependence of the peak intensity. Temperature-dependent 
pulse-radiolysis TRMC of P3HT fi lms with different molecular weight 
(MW) revealed positive temperature dependence of the conductivity that 
was more pronounced on medium MW fi lms than on high MW ones. Since 
it was known that the conductivity of the material increases upon heating 
to the melting point and the increase of phoconductivity was observed 
below the melting point, the observed temperature dependence was assigned 
to a ‘pre-melting’ effect. Optical-pump THz probe spectroscopy featuring 
picosecond time resolution was also used to compare the complex carrier 
mobilities of a PPV derivative, poly(2-methoxy-5(2′-ethylhexyloxy)p-
phenylene vinylene) (MEH-PPV), and rr-P3HT fi lms (Hendry et al., 2006). 
The study revealed that in P3HT, a real component of the photoconductiv-
ity, attributed to free charges, was still present after 150 ps, while in PPV 
the purely imaginary photoconductivity could be attributed to exciton 
polarizability.

Low-bandgap polymers blended with fullerene derivatives play a key 
role in solar energy conversion in polymer solar cells. In so-called bulk 
heterojunction systems, the photoexcited polymer absorber serves as 
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electron donor, and charge transfer toward the fullerene acceptor takes 
place at ultrafast (t ∼ 50 fs) time scales. This process leads to extremely 
effi cient charge separation, as fi rst demonstrated by Sariciftci et al. (1992) 
using photoinduced absorption (PIA) and light-induced electron spin 
resonance (LESR). Photoluminescence is quenched by adding the fullerene 
acceptors, whereas a turnover in the PIA spectrum indicates a transition 
from stimulated emission to photoinduced absorption. More direct 
evidence was given by an ESR spectrum that showed the occurrence of 
ionic radicals. In 2001 Brabec et al. studied the dynamics of charge sepa-
rated state generation by time-resolved PIA, observing both the excitonic 
stimulated emission band and the polaronic absorption band on a femto-
second timescale. The decay dynamics of the excitonic charge transfer
state has recently been studied by a ‘pump-push’ technique (Bakulin et al., 
2012). The charge separated state increases photocurrent yield and slows 
down recombination, so that the slow carrier recombination time makes it 
accessible to all three methods (Soci et al., 2005): TRTS, TRMC, and TPC. 
Pristine polymers and their blends were compared by transient photocur-
rents, showing an increase of the photocurrent decay timescale from 100 ps 
to some nanoseconds due to decreased recombination after the charge 
separation (Murthy et al., 2012). Drude-like transport models (Cunningham 
and Hayden, 2008) and transport models involving barriers and 
wells (Nemec et al., 2009) have been derived from optical-pump THz-probe 
experiments. Energy levels of traps in these systems were obtained 
from TRMC measurements (Savenije et al., 2011). Such models reveal the 
existence of a distribution of carriers that are mobile on different length 
scales, which has tremendous importance for photovoltaic and photodetect-
ing devices.

The organization of this chapter will loosely follow the material-driven 
research path highlighted above for the study of charged photoexcitations 
in organic semiconductors: Sections 11.2 to 11.5 are dedicated to the spec-
troscopic methods IRAV, TPC, TRTS, and TRMC, respectively; in each of 
these sections the principles and development of the spectroscopic method 
is fi rst introduced, followed by its application to the study of organic crystal 
model systems, pristine polymers, and polymer donor–acceptor blends 
where applicable. The characteristic time resolution and the timescale of 
typical observation intervals of these methods are also summarized at the 
end of each Section. Section 10.6 puts emphasis on the extent of carrier 
localization and the aptitude of each of the methods presented to detect 
charge carriers that are free to contribute to galvanic currents or localized 
to a certain degree. To conclude, Section 10.7 summarizes generally accepted 
knowledge on photoexcitation, charge carrier conduction, trapping, and 
decay mechanisms in organic semiconductors.
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11.2 Infrared-active vibrational (IRAV) modes

The pristine π-conjugated polymer chain is neutral and has a set of Raman-
active vibrations that are strongly coupled to the electronic states. When 
introduced onto the backbone of a conjugated polymer either by chemical 
doping or photoexcitation, charge carriers (solitons, polarons and bipolar-
ons) break the local symmetry and thereby transform the even parity 
Raman-active vibrational modes into odd-parity IRAV modes. These IRAV 
modes are distinguished from conventional IR-active modes in organic 
polymer by having a one-to-one correspondence with the strongest Raman-
active modes of the polymer, as observed in resonant Raman scattering 
(Raman modes are referred to as ‘amplitude modes’). The observation of 
IRAV modes indicates (Heeger et al., 2010): (i) the existence of local struc-
tural distortion; (ii) the self-localization of charges; (iii) the strong coupling 
between self-localized charges and the local chain distortion. IRAV modes 
describe charge oscillations along the polymer chain (hence are also denoted 
as ‘phase modes’) and show unusually large oscillator strength. Their inten-
sity is proportional to the charge carrier density induced (either by chemi-
cal, photo, or interfacial doping) on the polymer chain; therefore IRAV 
modes provide a unique probe for charge carrier density and dynamics in 
conjugated polymers. The fi rst successful theoretical model for IRAV ‘phase 
modes’ was developed by Horovitz and colleagues (Horovitz, 1982). This 
model included effects of disorder, which inhibits electronic motion along 
the polymer chain, assuming a restoring force due to a ‘pinning’ potential. 
Introduction of the pinning potential renormalizes the bare frequencies of 
the skeleton chain and allows key properties of the IRAV modes to be 
derived, including their frequency (and the higher-frequency of IRAV 
modes induced by chemical doping compared to photo-doping), the one-
to-one correspondence with even parity Raman modes, and their oscillator 
strength and relative intensities.

11.2.1 Experimental observations of IRAV modes in 
conjugated polymers

The fi rst experimental observation of IRAV modes was made in doped 
polyacetylene, trans-(CH)x and trans-(CD)x , as shown in Fig. 11.1. Fincher 
and coworkers (Fincher et al., 1979) found that upon doping two new 
absorption modes (1370 and 900 cm−1) appeared in the IR region. The 
spectra were correctly attributed to molecular vibrations made IR-active 
by doping, and were considered an evidence for charged solitons.

In a later experiment, for doped polyacetylene the lowest frequency 
IRAV mode was found at approximately 900 cm−1 whereas upon photoex-
citation the lowest frequency mode was at approximately 450 cm−1 
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11.1 Doping-induced IRAV modes for trans-polyacetylene (a) trans-
(CH)x; (b) trans-(CD)x. Reprinted with permission from Etemad, S., 
Pron, A., Heeger, A. J., Macdiarmid, A. G., Mele, E. J. & Rice, M. J. 
1981. Infrared-active vibrational modes of charged solitons in (CH)x 
and (CD)x. Physical Review B, 23, 5137–5141. Copyright (1981) by the 
American Physical Society (DOI: 10.1103/PhysRevB.23.5137).

(Schaffer et al., 1987). For doping-induced charged solitons, pinning arises 
from a combination of the coulomb attraction of the counter-ion and struc-
tural disorder. For photoinduced solitons the weaker pinning arises only 
from structural disorder due to the absence of translational symmetry.

Four localized IRAV modes (1088, 1161, 1200, 1354 cm−1) associated with 
bipolaron distortions of the poly(3-hexylthiophene) (P3HT) chains and 
made infrared-active through coupling to the uniform translation of the 
bipolaron (see Fig. 11.2) were observed in both the doping-induced and 
PIA spectra, as for instance in polythiophene (PT) and P3HT (Kim et al., 
1988). An additional mode (1396 cm−1) was identifi ed from an IR-active 
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11.2 Detailed photoinduced infrared spectral changes of P3HT (top), 
and doping-induced infrared spectral changes of P3HT (bottom, 
undoped; second and third from bottom, 1 and 3 mol/% PF6-, 
respectively). Reprinted with permission from Kim, Y. H., Spiegel, D., 
Hotta, S. & Heeger, A. J. 1988. Photoexcitation and doping studies of 
poly(3-hexylthienylene). Physical Review B, 38, 5490–5495. Copyright 
(1988) by the American Physical Society (DOI: 10.1103/
PhysRevB.38.5490).

localized mode associated with the nonuniform translation of the bipolaron. 
Comparison of the energies of the photoinduced and doping-induced elec-
tronic transitions yields an estimate of the change in Coulomb energy of 
the bipolaron on photoexcitation, UB ≈ 0.25 eV; this relatively small value 
of UB is consistent with bipolaron formation in P3HT.

11.2.2 Carrier density and dynamics investigated by 
ultrafast photoinduced IRAV modes absorption in 
conjugated polymers

In doped conjugated polymers, the strength of the IRAV modes is propor-
tional to the doping level. Upon photoexcitation of semiconducting 
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polymers (Fincher et al., 1979; Voss et al., 1991), there is a one-to-one cor-
respondence between the photoinduced IRAV modes (steady-state and 
transient) and the doping-induced IRAV modes of the same polymers 
(Fincher et al., 1979; Voss et al., 1991; Soos et al., 1994; Ehrenfreund and 
Vardeny, 1997). Thus, the strength of the photoinduced IRAV modes is 
directly proportional to the density of photogenerated charge carriers on 
the polymer chain.

The fi rst utilization of photoinduced IRAV modes for measuring photo-
carrier density was reported by Mizrahi and coworkers (Mizrahi et al., 1999) 
for MEH-PPV/C60. With a temporal resolution on the order of 100 ps, they 
demonstrated PIA with the characteristic signatures of the IRAV modes, 
identical to those observed in steady-state experiments. Moses et al. (2000) 
utilized an approach for quantitatively estimating the density of photoin-
duced charge carriers at subpicosecond times by transient excited-state 
absorption probed in the spectral region spanning IRAV modes in the 
prototypical luminescent polymers, PPV and MEH-PPV (see Fig. 11.3). In 
MEH-PPV, the lifetime of the photoinduced IRAV modes and the exciton 
lifetime are different; the IRAV lifetime is more than an order of magnitude 
shorter than the lifetime of the neutral excitons as inferred from the pho-
toluminescence decay time (Sariciftci et al., 1992; Sariciftci and Heeger, 
1994). When mixed with acceptors such as C60, conjugated polymers (PPV, 
MEH-PPV, etc.) undergo ultrafast photoinduced electron transfer with an 
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11.3 (a) Comparison of the PIA waveform in MEH-PPV and MEH-PPV/
C60 (50%, C60, by weight), when pumped at the same light intensity 
at 800 nm and probed at 7 μm. (b) Comparison of the PIA waveform 
in MEH-PPV and MEH-PPV/C60 (10%, C60, by weight), when pumped 
at the same light intensity at 400 nm and probed at 9 μm. Reprinted 
with permission from Moses, D., Dogariu, A. & Heeger, A. J. 2000. 
Ultrafast photoinduced charge generation in conjugated polymers. 
Chemical Physics Letters, 316, 356–360. Copyright (2000) by Elsevier 
(DOI: 10.1016/s0009-2614(99)01316-0).
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associated increase in the PIA (both steady-state and transient) (Sariciftci 
et al., 1992; Sariciftci and Heeger, 1994) and the photoconductivity signals 
(Lee et al., 1993; Kraabel et al., 1996), with an associated decrease (quench-
ing) of the photoluminescence. As expected for photoinduced electron 
transfer, the strength of the photoinduced IRAV modes is proportional to 
the concentration of C60 in polymer/C60 composites. These observations 
provide direct experimental evidence that neutral excitons do not generate 
IRAV mode absorption. If excitons did generate IRAV mode absorption, 
addition of C60 would reduce the strength of the photoinduced IRAV 
modes, since the exciton density is quenched by effi cient photoinduced 
electron transfer. In contrast, a signifi cant increase in the IRAV mode PIA 
signal is measured upon addition of C60. So it is concluded that the strength 
of the photoinduced IRAV mode absorption provides a direct, all-optical, 
ultrafast probe to the charge carrier density at the short timescales 
(t < 100 fs) typical of carrier thermalization in disordered semiconductors.

Miranda et al. (2001) detected charged photoexcitations (polarons) in 
conjugated luminescent polymers by ultrafast photoinduced IRAV absorp-
tion. Figure 11.4 shows the spectra of the IRAV modes obtained with 
steady-state excitation for the MEH-PPV/C60 blend, and with the ultrafast 
setup for both MEH-PPV and the MEH-PPV/C60 blend. The steady-state 
and ultrafast spectra are in reasonable agreement, with all the spectral 
features present in both. They are also in good agreement with the data 
obtained at 100 ps time resolution. The ultrafast photoinduced IRAV modes 
demonstrate that polarons are produced in less than 100 fs, consistent with 
the early predictions of Su and Schrieffer. From the ratio of IRAV signals 
in pristine MEH-PPV and the MEH-PPV/C60 blend, the quantum effi -
ciency for charge pair generation in pristine MEH-PPV when pumped at 
400 nm was estimated as 10%.

Soci et al. (2005) studied the charge carrier density in highly ordered PPV 
by means of photoinduced absorption probed at IRAV modes. Figure 11.5 
shows the intensity dependence of the IRAV signal, as obtained with pump 
polarized perpendicular and probe polarized parallel to the polymer chain 
axis. The ultrafast onset of the IRAV signals confi rms that charge-carrier 
photogeneration happens on a time scale faster than the experimental reso-
lution (300 fs). However, by taking into account the laser photon energy, 
intensity, laser beam size, refl ectivity, and absorption coeffi cient of the 
sample, and assuming a carrier quantum yield of 10% (according to Miranda 
et al.), an absolute value for the initial carrier density consistent with direct 
fast transient photocurrent measurements was deduced.

Holt et al. (2009) used a variety of optical probes to study the long-lived 
photoexcitations in blends of MEH-PPV with a strong electron acceptor 
molecule, 2,4,7-trinitro-9-fl uorenone (TNF). They found a strong PIA signal 
when the MEH-PPV/TNF blend is pumped using excitation below the 
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11.4 Photoinduced IRAV spectrum for (a) MEH-PPV/C60 blend and (b) 
pristine MEH-PPV. Reprinted with permission from Miranda, P. B., 
Moses, D. & Heeger, A. J. 2001. Ultrafast photogeneration of charged 
polarons in conjugated polymers. Physical Review B, 64, 081201(R). 
Copyright (2001) by the American Physical Society (DOI: 10.1103/
PhysRevB.64.081201).

pristine MEH-PPV bandgap. Fourier transform infrared (FTIR) spectros-
copy PIA reveals the existence of various IRAV modes below 0.2 eV. The 
IRAV transitions indicate that P1 (0.3 eV) and P2 (1.2 eV) PIA bands are 
associated with charge species and confi rm that charges indeed develop 
along the polymer backbone upon photoexcitation.

11.3 Transient photocurrent (TPC) spectroscopy

11.3.1 Auston switch

In 1975, D.H. Auston proposed a device for ‘Picosecond optoelectronic 
switching and gating in silicon’ (Auston, 1975). The principle was to create, 
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11.5 Intensity dependence of the transient IRAV signal in oriented 
PPV, measured with perpendicular pump polarization and parallel 
probe polarization with respect to the polymer chain axis. Reprinted 
with permission from Soci, C., Moses, D., Xu, Q. H. & Heeger, A. J. 
2005. Charge-carrier relaxation dynamics in highly ordered poly(p-
phenylene vinylene): Effects of carrier bimolecular recombination and 
trapping. Physical Review B, 72. Copyright (2005) by the American 
Physical Society (DOI: 10.1103/PhysRevB.72.245204).

by photocarrier generation, a short circuit between two ends of a gap in a 
microstrip waveguide, as shown in Fig. 11.6(a). A short wavelength ‘on’ 
pulse absorbed near the surface of the silicon substrate is used for photoex-
citation. A consecutive ‘off’ pulse with higher wavelength and hence higher 
penetration depth creates a short circuit between the ground plane and the 
waveguide. With this confi guration, pulses with a length controlled by the 
delay between on and off pulses can be generated. If only the ‘on’ pulse 
was used, the length of the generated electrical pulse would be determined 
by the carrier lifetime of the silicon substrate. However, the delay between 
‘on’ and ‘off’ pulses can be controlled on a timescale orders of magnitude 
smaller.

The same device can be used for pulse generation, by applying a DC bias 
on the input, or for optical sampling of an incoming arbitrary waveform. 
Evolutions of the device consisted in replacing the silicon substrate with 
other materials having shorter-lived carrier lifetimes, to eliminate the need 
for the off pulse. Instead of shining the off pulse, cross-correlation of the 
generated electrical pulse can be obtained by a sampling probe pulse (Fig. 
11.6(b)). Radiation damaged or implanted materials (Smith et al., 1981; 
Ketchen et al., 1986), amorphous materials (Auston et al., 1980) and advanced 
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11.6 (a) An optoelectronic gate switches on by absorption of 0.53 μm 
pulse and switches off by a delayed 1.06 μm pulse. (b) Coplanar 
transmission line consisting of three parallel 5 μm wide Al lines 
separated by 10 μm. Also shown is the 25 μm wide sampling probe 
separated by a 10 μm gap from the transmission line. The exciting 
and sampling laser beams are indicated by the circles. The DC bias 
was 20 V. (c) Electro-optic sampler arrangement with coplanar 
strip geometry. (d) Illustration of the InP-nanowire high-speed 
photoconductor. Reprinted with permission from: (a) Auston, D. H. 
1975. Picosecond optoelectronic switching and gating in silicon. 
Applied Physics Letters, 26, 101–103, Copyright (1975), American 
Institute of Physics (DOI: 10.1063/1.88079.); (b) Ketchen, M. B., 
Grischkowsky, D., Chen, T. C., Chi, C. C., Duling, I. N., Halas, N. J., 
Halbout, J. M., Kash, J. A. & Li, G. P. 1986. Generation of 
subpicosecond electrical pulses on coplanar transmission-lines. 
Applied Physics Letters, 48, 751–753, Copyright (1986), American 
Institute of Physics (DOI: 10.1063/1.96709); (c) Mourou, G. A. & Meyer, 
K. E. 1984. Subpicosecond electro-optic sampling using coplanar strip 
transmission-lines. Applied Physics Letters, 45, 492–494, Copyright 
(1984), American Institute of Physics (DOI: 10.1063/1.95312); (d) 
Logeeswaran, V. J., Sarkar, A., Islam, M. S., Kobayashi, N. P., 
Straznicky, J., Li, X., Wu, W., Mathai, S., Tan, M. R. T., Wang, S.-Y. & 
Williams, R. S. 2008. A 14-ps full width at half maximum high-speed 
photoconductor fabricated with intersecting inp nanowires on an 
amorphous surface. Applied Physics A: Materials Science & 
Processing, 91, 1–5. Copyright (2008), with permission from Springer 
(DOI: 10.1007/s00339-007-4394-x).
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MBE grown composite materials such as low-temperature grown GaAs 
(Smith et al., 1989) were used for the switch.

Although the same photoconductive switch is suitable for both photocur-
rent generation and sampling, later research focused on sampling the prop-
agating pulse by electro-optic effects, which enabled all-optical detection. 
Pockels cells were fi rst built on LiNbO3 crystals (Valdmanis et al., 1982); 
LiTaO3 was later used as optoelectric material (Valdmanis et al., 1983). 
Furthermore, the performance is increased by switching to thinner sub-
strates (Holzman et al., 2000) or to coplanar transmission line design (Fig. 
11.6(c)) (Mourou and Meyer, 1984) since in microstrip design, the line 
spacing is governed by substrate thickness and dispersion becomes impor-
tant at frequencies where the wavelength drops below the line spacing. A 
major progress was the sampling of the pulse by exploiting the Franz–
Keldysh effect (Lampin et al., 2001) which is a particularly sensitive opto-
electric effect and offers the advantage that the device including emitter 
and detector can be fabricated monolithically on SI GaAs substrate carry-
ing a LT-GaAs epilayer.

Auston switches are used for generating few-oscillation pulses that can 
be used for transmission line spectroscopy or transformed into free-space 
radiation in combination with antennas. An application with particular 
importance for organic electronics is an Auston switch implemented by 
depositing a transmission line gap over an organic semiconductor with 
unknown optoelectric properties. This method is often referred to as TPC 
spectroscopy and will be described in detail in the next section. The photo-
conductive switch is mostly implemented as microstrip design since organic 
semiconductors are often incompatible with the use of standard photolitho-
graphic methods because of the need of chemical resists. Examples of 
coplanar design do, however, exist (Logeeswaran et al., 2008) and yield 
performance gains of an order of magnitude. Their schematic is shown in 
Fig. 11.6(d).

In recent work, we applied electromagnetic modeling to Auston switch 
structures (Diesinger et al., 2011, 2012) with two main objectives:

1. Assessing the potential of a switch structure featuring a transition from 
microstrip gap to coplanar accesses: with this approach, a gap can be 
defi ned on organic semiconductors by compatible deposition techniques 
and the performance of coplanar design could still be approached by 
optimization of the transition.

2. Decomposing the Auston switch into a hybrid model, consisting of 
intrinsic material response and structural response. The signal deteriora-
tion due to the structural response can then be eliminated by deconvolu-
tion, yielding the intrinsic material response with the fastest achievable 
time resolution.
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The photoconductive switch was modeled as a 4-port S-matrix (see Fig. 
11.7). The S-parameters were calculated by the electromagnetic modeling 
tool High Frequency Structure Simulator (HFSS) and used to describe the 
structural response of the switch as transimpedance function between the 
current generated in the unknown material and the output signal propagat-
ing along the transmission line. Previous approaches based on a description 
of the switch by S-parameters (Green and Sobolewski, 2000; Tripon-Canse-
liet et al., 2006) were fundamentally different since they aimed at computing 
the transfer between input and output ports rather than representing the 
active area by a current generator and describing the effect of the structure 
as a transimpedance.

11.3.2 Acquisition of photocurrent transients

The TPC characterization method consists of incorporating an unknown 
semiconductor into an Auston switch that is DC biased on one side, and in 
observing, on a fast oscilloscope or boxcar integrator, a photocurrent tran-
sient generated in response to a negligibly short laser pulse incident on the 
switch. A summary of application of the method on molecular crystal, poly-
mers, polymer blend is given in following paragraphs.
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11.7 Approach of modeling a photoconducive gap in a microstrip as 
4-port S-matrix: (a) schematic of the microstrip gap with active 
material (oval spot) with port assignment; (b) equivalent circuit; outer 
ports 1 and 2 are considered to be terminated with the transmission 
line impedance ZT, while inner ports 3 and 4, located at the 
transmission line edges, are open. Adapted from Diesinger, H., 
Panahandeh-Fard, M., Baillargeat, D. & Soci, C. 2011. Electromagnetic 
modeling and optimization of photoconductive switches for terahertz 
generation and photocurrent transient spectroscopy. Proceedings of 
the 2011 IEEE MWP, 373–376 (DOI: 10.1109/MWP.2011.6088749).

�� �� �� �� �� ��



332 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Molecular crystals

Models for the carrier photoexcitation mechanism in molecular crystals 
have been established initially on the bases of measurements on oligoacenes 
and later applied to conjugated polymers as well. These models (e.g. the 
Onsager model) emphasize the localized nature of photoexcitations and 
describe carrier generation as a secondary process involving exciton dis-
sociation. Moses et al. (2006) showed that for crystalline tetracene, the 
predictions of the Onsager model are at variance with experimental data. 
The peak height of photocurrent transients increased for lower tempera-
tures, in contrast to the DC photocurrent. By normalizing PC transients to 
a constant peak height, it was shown that the T dependence of the tail was 
opposite to the peak T dependence, revealing two transport mechanisms 
corresponding to an initial peak due to carriers occupying extended states 
and a slower decay corresponding to thermally activated hopping. This is 
shown in Figs 11.8 and 11.9. A study on functionalized pentacene, compar-
ing optical pump THz probe and PC transient, has been presented by 
Hegmann et al. (2004). The conclusions are similar to the case of tetracene, 
where the height of the initial peak that rises within 0.5 ps (limited by the 
resolution of the THz probe) increases with decreasing temperature.
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11.8 Photocurrent transients measured at different temperatures, T 
increasing from top to bottom; the inset shows the fi eld dependence 
of the peak height. Reprinted with permission from Moses, D., 
Soci, C., Chi, X. L. & Ramirez, A. P. 2006. Mechanism of carrier 
photogeneration and carrier transport in molecular crystal tetracene. 
Physical Review Letters, 97, 067401. Copyright (2006) by the American 
Physical Society (DOI: 10.1103/PhysRevLett.97.067401).
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11.9 Temperature dependence of steady state PC vs temperature 
dependence of the transient peak height. Reprinted with permission 
from Moses, D., Soci, C., Chi, X. L. & Ramirez, A. P. 2006. Mechanism 
of carrier photogeneration and carrier transport in molecular crystal 
tetracene. Physical Review Letters, 97, 067401. Copyright (2006) by the 
American Physical Society (DOI: 10.1103/PhysRevLett.97.067401).

Polymers

Moses, Sinclair, and Heeger fi rst used transient photocurrent spectroscopy 
to study the photogeneration and transport properties of polydiacetylene-
(bis p-toluene sulfonate) (PDA-TS), showing that the carrier generation is 
in disagreement with the Onsager model (Moses et al., 1987). Temperature 
and fi eld-dependent transients showed a temperature-independent initial 
peak due to hot carriers and a thermally activated tail attributed to trap 
dominated transport. The temperature and fi eld independence of initial 
generation quantum yield shows that the Onsager model is also not appli-
cable in this organic polymer crystals. The time resolution of the measure-
ment was 3 ns and the transient, including the tail, around 30 ns.
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A study by Moses et al. (2006) on PPV and its derivatives using a com-
bination of IRAV PIA spectroscopy and photocurrent transient spectros-
copy shows that polarons and excitons are both independent primary 
excitations. An apparent increase of photoconductivity at photon energies 
above 3–4 eV is due to external currents induced by electron photoemis-
sion, an experimental artifact. Using a quenching gas to suppress pho-
toemitted electrons, the photoconductivity becomes nearly independent on 
photon energy.

Soci et al. (2005) studied charge carrier dynamics in highly ordered PPV 
by IRAV PIA and photoconductance transient on a 10 ps and 20 ns times-
cale respectively. At short times after the photoexcitation (10 ps, as meas-
ured by IRAV), the carrier dynamics follows a decay largely dominated by 
bimolecular recombination, as shown in Fig. 11.10. At longer times (20 ns, 
as obtained by TPC measurements), the carrier dynamics is the result of a 
system of differential equations that include bimolecular recombination 
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11.10 Photocurrent transient of highly ordered PPV sample for 
different intensities increasing from top to bottom, normalized at t = 0; 
the solid lines are the solutions of the carrier dynamic differential 
equation; the inset shows the peak height as function of excitation 
intensity for one- and two-photon excitation (solid and open circles 
respectively). Reprinted with permission from Soci, C., Moses, D., Xu, 
Q. H. & Heeger, A. J. 2005. Charge-carrier relaxation dynamics in 
highly ordered poly(p-phenylene vinylene): Effects of carrier 
bimolecular recombination and trapping. Physical Review B, 72, 
245204. Copyright (2005) by the American Physical Society (DOI: 
10.1103/PhysRevB.72.245204).
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(with the same coeffi cient as determined for fi rst 10 ps), trapping, detrap-
ping, and recombination of trapped carriers with free carriers of opposite 
sign. It is noteworthy that monomolecular recombination is not needed to 
describe the carrier dynamics. It is suggested that in other conjugated poly-
mers where the free carrier density is described by an initial fast exponen-
tial decay followed by a slower stretched exponential, the mechanism 
responsible of the fast exponential is trapping rather than monomolecular 
recombination. Due to the highly ordered material used in this study, the 
initial decay is dominated by bimolecular recombination and the trapping 
becomes important at timescales observed by TPC. The time resolution of 
IRAV and PC transient were 300 fs and 100 ps, respectively, and the obser-
vation intervals of the above examples were 10 ps for IRAV and 20 ns for 
PC transient.

Polymer blends

Soci et al. (2007) compared photoresponsivities and photocurrent transients 
of pristine polymers P3HT and poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-
cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] 
(PCPDTBT) with corresponding bulk heterojunction blends of these poly-
mers with a fullerene derivative (phenyl-C61-butyric acid methyl ester, 
PCBM). They found a 100-fold increase in DC photoresponsivities and the 
appearance of a photocurrent tail that decays within few nanoseconds, 
whereas the prisitine polymers show a TPC peak of less than 100 ps wide 
and limited by instrumental resolution. The identical effect of the blend on 
PCPDTBT as on P3HT, in combination with the lower bandgap of 
PCPDTBT, makes this polymer promising for high energy conversion effi -
ciency solar cells.

Timescales

The time resolution of the technique is currently about 100 ps. The limita-
tion is essentially due to the structural response of an Auston switch imple-
mented as gap in a microstrip line, as discussed by Diesinger et al. (2012). 
By optimizing the switch design and deconvolving its response from the 
experimental transient, a resolution of 10 ps and less can be achieved. The 
time interval of the observation is limited only by the memory and sampling 
interval of the storage oscilloscope typically used.

11.4 Time-resolved terahertz spectroscopy (TRTS)

Time-resolved terahertz (THz) spectroscopy of organic semiconductors 
typically employs an optical pump pulse and a THz probe which is 
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non-resonant with the bandgap to monitor the charge carriers generated 
upon photoexcitation. As in conventional pump-probe techniques, the rela-
tive change in transmission of the THz pulse induced by the pump beam, 
ΔT/T0, is monitored as a function of the delay time of the THz probe 
with respect to the pump pulse. Next, the change in transmission coeffi cient 
is related to the refractive index or, via Fresnel-like equations, to the 
conductivity change of the sample. Often, it is found that the response of 
the sample is independent of frequency in the spectral range of the 
THz pulse, hence the differential transmission is directly related to the 
DC conductivity. In the simplest case (Hegmann et al., 2002), a linear 
relation between the relative differential transmission and the DC conduc-
tivity is assumed (Fig. 11.11). We will now mention applications of this 
technique to the study of charged photoexcitations in organic semiconduc-
tors; for a general review on Terahertz spectroscopy applied to the study 
of carrier dynamics in semiconductors we refer the reader to Ulbricht 
et al. (2011).

11.4.1 Molecular crystals

Optical-pump THz-probe spectroscopy was performed on a number of 
molecular crystals, including pentacene, rubrene, tetracene and pentacene 
bulk crystals (Thorsmolle et al., 2004; Ostroverkhova et al., 2005a, 2006) and 
their fi lms (Ostroverkhova et al., 2005b).

Hegmann et al. (2002) suggest that in functionalized pentacene, mobile 
carriers are a primary photoexcitation because of the subpicosecond rise-
time of the photoconductivity. Furthermore, it was found that the measured 
photoconductance is independent on the amplitude of the THz fi eld peak 
in contradiction with fi eld induced exciton dissociation; the generation of 
mobile carriers in less than 0.5 ps, i.e. below the system resolution, is in 
agreement with previous studies by Miranda et al. (2001) and Moses et al. 
(2000). At times t > 4 ps, the photoconductivity decay was found to 
follow a t−ß law, indicative of dispersive transport. The exponent beta was 
found to be nearly temperature independent between 10 and 300 K. This is 
inconsistent with multiple trapping models. Temperature dependence 
does exist for the amplitude of the initial peak that increases with decreas-
ing temperature, indicative of bandlike transport. The time resolution of 
the photoconductivity measurement is limited by the THz probe pulse to 
some picoseconds, and the observation interval here is about 40 ps due to 
the fast decay time. The observation interval could be made longer by 
using longer delay stages (e.g. a mechanical delay of 30 cm would corre-
spond to a nanosecond optical delay). Thorsmolle et al. (2004) found similar 
results in pentacene and provide an estimate for the carrier mobility based 
on the number of absorbed photons and the observed conductivity peak. 
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11.11 (a) Schematic of the THz apparatus. BS: beam splitter; P: 
polyethylene visible beam block; F: blue fi lter; S: sample; A: 1 mm 
aperture; l/4: quarter-wave plate; WP: Wollaston prism; and BD: 
balanced detector. Gold coated parabolic mirrors are used to direct 
the THz pulse through the system. (b) Single-scan THz trace; full width 
at half maximum 250 fs and (c) spectrum obtained under dry N2. The 
oscillatory nature of the spectrum is an artifact resulting from multiple 
refl ections of the THz pulse. Reprinted with permission from Lui, K. P. 
H. & Hegmann, F. A. 2001. Ultrafast carrier relaxation in radiation-
damaged silicon on sapphire studied by optical-pump-terahertz-probe 
experiments. Applied Physics Letters, 78, 3478–3480, Copyright (2001), 
American Institute of Physics (DOI: 10.1063/1.1375841).
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Carrier mobility in pentacene was again observed to increase from room 
temperature down to 30 K, indicative of bandlike transport. It was also 
found that the initially free carriers became trapped within few 
picoseconds.

The study by Ostroverkhova et al. (2005a) on crystals of a pentacene 
derivative functionalized with triisopropylsilylethynyl (TIPS) side groups 
and pentacene thin fi lms confi rmed initial bandlike transport by the tem-
perature dependence of the initial peak. It is emphasized that bandlike 
mobility increases with temperature, where temperature activated mobility 
had not been previously reported in polyacene thin fi lms. In thin fi lms, the 
photoconductivity decay is described by a single exponential. In contrast to 
the single crystal where the photoconductivity follows a t−β behavior, the 
single exponential decay is attributed to fast carrier capture by deep traps 
at the grain boundaries. Ostroverkhova et al. (2006) compared the carrier 
dynamics of pentacene, functionalized pentacene, tetracene, and rubrene 
single crystals. Fast charge carrier photogeneration and bandlike charge 
transport were confi rmed for all these samples. The decay dynamics were 
studied as function of temperature down to 20 K. A transition to faster 
decay dynamics in pentacene single crystals was observed below 70 K. At 
low temperature, the power law exponent of functionalized pentacene was 
found to be temperature independent, while in pentacene the exponent 
beta went from 0.6 to 1.2 for temperatures from 100 K down to 5 K. These 
fi ndings suggest that in pentacene carriers are trapped by shallow traps at 
very low temperature, whereas such traps are absent in functionalized 
pentacene.

Ostroverkhova et al. (2005b) then studied pentacene and functionalized 
pentacene thin fi lms with respect to their fabrication methods. One of 
the fi lms of functionalized pentacene evaporated at 25 °C, exhibiting the 
fastest decay dynamics described by a single-exponential et/τ with τ = 0.6 to 
1.4 ps. In contrast, in fi lms evaporated at 85 °C and in solution grown 
functionalized pentacene, the decay could be fi tted by the power-law 
function t−β with β = 0.53 over at least 100 ps, as shown in Fig. 11.12. The 
different decay dynamics are attributed to the structure: functionalized 
pentacene evaporated at 25 °C shows small interconnected domains in 
atomic force microscpy (AFM) images. The fast single exponential decay is 
attributed to fast trapping on grain boundaries, whereas the larger 
crystallites obtained by evaporation at 85 °C and solution grown fi lms lead 
to longer carrier lifetimes and power law decays similar to single crystal 
over more than 100 ps. Pristine pentacene samples showed a decay that 
could be fi tted by a biexponential function. The deep-level trapping on 
grain boundaries, defects, and/or chemical impurities prevented the 
observation of the carrier transport on time scales above 20–30 ps after 
photoexcitation.

�� �� �� �� �� ��



 Ultrafast charge carrier dynamics 339

© Woodhead Publishing Limited, 2013

11.4.2 Polymers

In contrast to the above cases where the response of the investigated fi lm 
to the photoexcitation is a purely real conductivity, examples exist in the 
literature where a phase shift of the transmitted THz pulse and hence 
complex conductivity has been observed. For instance, the transient photo-
conductivity of GaAs (bulk and nanowires) (Beard et al., 2000; Parkinson 
et al., 2007) has been interpreted in terms of Drude-like charge carrier 
dynamics.

The method has been applied by Hendry et al. (2006) to the polymers 
MEH-PPV and rr-P3HT. It was found that in rr-P3HT, the complex 
conductivity has real and imaginary components that both increase 
with frequency between 0.3 and 1.3 THz, and decay similarly on the 
observation timescale of some nanoseconds. MEH-PPV has a frequency-
dependent real conductivity that decays within some picoseconds and a 
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delay time Δt obtained in Pc 1 (evaporated on KCl at 35 °C), Pc3 
(evaporated on mica at 35 °C), and Pc4 (evaporated on glass at 25 °C) 
thin fi lms under optical excitation at 580 nm in air at room 
temperature. Fits with a biexponential function are also shown. The 
inset shows the ΔT transients normalized to their values at Δt=0 
obtained under the same conditions in the Pc 3 and Pc 3′ fi lms. 
Reprinted with permission from Ostroverkhova, O., Shcherbyna, S., 
Cooke, D. G., Egerton, R. F., Hegmann, F. A., Tykwinski, R. R., Parkin, 
S. R. & Anthony, J. E. 2005. Optical and transient photoconductive 
properties of pentacene and functionalized pentacene thin fi lms: 
Dependence on fi lm morphology. Journal of Applied Physics, 98, 
033701. Copyright (2005), American Institute of Physics (DOI: 
10.1063/1.1949711).
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frequency-dependent imaginary component that decays over some hun-
dreds of picoseconds. The behavior of rr-P3HT is interpreted by a model 
based on tight binding approximation and attributed to free charges. The 
purely imaginary (long-term) conductivity component of MEH-PPV has 
been attributed to exciton polarizability. Here the time resolution was 3 ps, 
similar to the previous case of molecular crystals; due to the relatively slow 
decay of the photoinduced free and localized charges in these partially 
ordered polymers, the observation interval in this example was 10 ns.

Unuma et al. (2010) used THz spectroscopy to measure the complex 
conductivity of doped polythiophenes (P3HT and PEDOT) without optical 
pumping by interpreting their data within the Drude–Smith model. They 
concluded that carriers are partly localized and that the degree of localiza-
tion depends on carrier density. Here, time resolution and observation 
interval are not applicable because the carriers in the sample are induced 
by static doping.

11.4.3 Polymer donor–acceptor blends

Cunningham and Hayden (2008) performed optical pump Thz probe meas-
urements on P3HT and a P3HT:PCBM blends and modeled the carrier 
dynamics by the Drude–Smith model. They found that the blend has a 
higher photocarrier generation yield but a lower mobility than the pristine 
P3HT. Observation interval is up to 100 ps and time resolution is claimed 
to be subpicosecond.

Nemec et al. (2009) studied a low band-gap polyphenylene copolymer 
(LBPP-1) blended with PCBM for which the complex conductivity is meas-
ured by optical-pump THz-probe spectroscopy. Here the analysis was not 
based on the assumption that the decay of the photoconductance is small 
during the THz probing interval; instead, the data were analyzed in 2D 
frequency space, in which one frequency represents the spectrum of the 
decay and the other the spectrum of the probe pulse. The complex conduc-
tivity was compared to the response predicted by Monte-Carlo simulations 
rather than from the Drude–Smith model which, according to the authors, 
is a purely phenomenological description. Time resolution was again on the 
order of 2.3 ps, and the pump probe delay was swept from 2.5 to 50 ps.

11.5 Time-resolved microwave conductivity (TRMC)

TRMC is a contactless conductivity probing technique that consists in 
measuring the transmission of a microwave signal across the sample as a 
function of delay between a pump pulse (visible laser in fl ash-photolysis 
TRMC or gamma radiation in the MeV range in pulse-radiolysis TRMC) 
and the microwave probe pulse. A polymer-coated quartz plate is placed in 
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a microwave resonant cavity at a position of maximum electric fi eld strength, 
as shown in Fig. 11.13. The photoinduced change in the conductance of the 
sample upon fl ash photolysis, ΔG, is monitored as a change in the micro-
wave power, ΔP/P, refl ected by the cavity at resonance using microwave 
circuitry and detection equipment. As microwave source, a Gunn oscillator 
operating at about 9 GHz and with an output power of about 100 mW is 
typically used. Microwaves refl ected by the cell are detected by a Schottky 
barrier diode detector. The change in refl ected microwave power is in the 
simplest case and within certain limits proportional to the change in con-
ductance of the polymer fi lm. The response time of such cavities is typically 
around 40 ns, due to the Q-factor of the resonance. The excitation can hence 
be performed by a ns laser rather than a fs laser. In contrast to optical pump 
terahertz probe with ps resolution, the microwave signal is CW at 9 GHz, 
so observation of microwave refl ectance is performed electrically by a 
detection circuitry and an oscilloscope rather than by optical delay stages, 
and the interval of observation is typically over hundreds of nanoseconds, 
out of the typical range of delay stages. Application of this somewhat slower 
technique is to the observation of charges generated in polymers; the life-
time of the singlet exciton is shorter than the excitation pulse (hence steady 
state of singlet excitons establishes during the excitation), but the free 
charges, whether dissociated excitons or directly generated, do have life-
times in the range of this long timescale.

Polymer film

Gas inlet

Quartz substrate

Laser

Quartz
window Iris

X-band
waveguide

Microwaves

11.13 Schematic representation of the microwave resonant cavity 
containing a thin-layer sample (not to scale). The sinusoidally varying 
dashed lines represent the standing-wave pattern of the microwave 
electric fi eld. Reprinted with permission from Dicker, G., De Haas, M. 
P., Siebbeles, L. D. A. & Warman, J. M. 2004. Electrodeless time-
resolved microwave conductivity study of charge-carrier 
photogeneration in regioregular poly(3-hexylthiophene) thin fi lms. 
Physical Review B, 70, 045203. Copyright (2004) by the American 
Physical Society (DOI:10.1103/PhysRevB.70.045203).
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Historically, TRMC was developed for detection of transient ionic con-
ductivity of pulse irradiated dielectric liquids (Infelta et al., 1977) and 
derived from pulse radiolysis with optical detection. Later, the evolution 
from pulse radiolysis to fl ash photolysis (De Haas and Warman, 1982) con-
sisted of extending the detection from charge separation induced by high 
energetic ‘ionizing’ pulses to photon absorption-induced charge separation. 
Even before this, the sensitivity and time resolution was increased to enable 
studying the geminate decay of molecular ions in liquids (Bao et al., 1996; 
Sirringhaus et al., 1998; Brown et al., 2001). In the case of polymer fi lms, the 
photoinduced conductance of the sample proportionally reduces the micro-
wave power refl ected from the microwave chamber. The conductance is 
then plotted as function of time, which typically yields a multiexponential 
decay. The temporal decay function is not always analyzed.

11.5.1 Molecular crystals

Saeki et al. (2006) measured the photoinduced transient conductivity of 
pentacene by TRMC. The real and imaginary components of the conductiv-
ity were separated. As excitation source, an ArF excimer laser, 193 nm 
wavelength, with 35–30 ns FWHM was used. The conductivity values were 
compared to molecular orbital calculations. The decay constant was found 
to be much faster than expected triplet lifetime. An explanation is that 
triplets might be quenched by interaction with oxygen and that a high inci-
dent photon density may promote triplet–triplet annihilation. The observa-
tion interval was limited here to 2 μs due to the fast decay. It can be made 
as long as desired by choosing the range on the oscilloscope.

11.5.2 Polymers

Dicker et al. (2004) found that the conductance change of a regioregular 
P3HT fi lm is proportional to the absorbed photons at the onset of the curve 
and proportional to the square root of it above a critical value (Fig. 11.14). 
This behavior was attributed to the transition from monomolecular to 
bimolecular recombination, either of the excitons (exciton annihilation) or 
charge carrier bimolecular recombination. Furthermore, it is related to the 
lamellar character of the regioregular P3HT: below the threshold of one 
excited state per lamellae, the recombination is monomolecular. This is in 
agreement with other works that attribute the reduced bimolecular recom-
bination rate to the two-dimensional character of the conduction (Sir-
ringhaus et al., 1999; Osterbacka et al., 2000; Brown et al., 2001; Juška et al., 
2009; Osterbacka et al., 2010). The decay of the photoinduced conductivity 
was shown over some hundred nanoseconds. The decay waveform, however, 
was not analyzed in detail.
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11.5.3 Polymer donor–acceptor blends

The method has also been applied to blends of P3HT:PCBM and 
pDA2T:PCBM, showing that, upon thermal annealing, the photocarrier 
generation yield is reduced but the carrier lifetime increases, which is 
overall benefi cial for the photoconversion effi ciency of solar cells (Grze-
gorczyk et al., 2008). Decay times for the pDA2T blend are on the order of 
microseconds.

Savenije et al. (2011) found that, in blends of P3HT:PCBM, charges do 
not undergo post-nanosecond relaxation into deep traps. By temperature-
dependent TRMC, they determined activation energies of 10 meV and 
80 meV attributed to hole and electron transport.

Rance et al. (2011) studied blends of the polymer poly(2,5-bis(3-tetrade-
cylthiophen-2-yl)thieno[3,2-b]thiophene) (pBTTT) with PC71BM and bis-
PC61BM, for which the high-frequency carrier mobility is determined from 
the peak conductance of the TRMC. It is found that the pBTTT:PC71BM 
blend shows enhanced electron mobility as a result of its intercalated struc-
ture with pure PCBM domains, while the pBTTT:bis-PC61BM blend shows 
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11.14 The dependence of the maximum photoconductance, ΔGmax, for 
a 110 nm fi lm on the product of the incident intensity, I0, and the 
fraction of photons absorbed in the sample, FA, for photon energies 
below 3 eV. The data for I0FA values are expanded. The full line was 
calculated and the dashed straight line corresponds to the limiting, 
low-intensity linear dependence. Reprinted with permission from 
Dicker, G., De Haas, M. P., Siebbeles, L. D. A. & Warman, J. M. 2004. 
Electrodeless time-resolved microwave conductivity study of charge-
carrier photogeneration in regioregular poly(3-hexylthiophene) thin 
fi lms. Physical Review B, 70, 045203. Copyright (2004) by the 
American Physical Society (DOI: 10.1103/PhysRevB.70.045203).
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hole-dominated conductance with carrier mobility independent of bi-PCBM 
loading, due to the non-intercalated structure.

11.6 Experimental evidence of charge localization

In the fi eld of organic photovoltaics, a major issue which affects power 
conversion effi ciency is the localization of charges at different scales. Ini-
tially, excitons and free charges in band-like states are photogenerated 
simultaneously. Some excitons dissociate, while extended band-like states 
thermalize, take part in dispersive transport, or become trapped in more or 
less shallow traps, giving rise to thermally activated transport. While PIA 
spectroscopy cannot distinguish directly between polarons and excitons (if 
not coupled to magnetic spin measurements), photocurrent measurements 
have the opposite limitation of detecting exclusively charge carriers that 
are free on the entire device scale. In the following, it shall be discussed to 
which extent the three methods of TRTS, TRMC and TPC described previ-
ously for the characterization of prompt (sub-nanosecond) transport prop-
erties are appropriate for detecting partially located charges.

The response of a material containing free and localized charges can be 
described by a simple expression. The conductivity due to the free carriers 
is often described by the Drude model containing a force to overcome the 
inertial moment of the carriers and a viscous drag force:

σ ω
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ωτf

f f

f

N e

m i
( )

( )
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−

2

1  
[11.1]

where Nf is the carrier density, e the elementary charge, τf the momentum 
relaxation time, and m the carrier mass. If ω << 1/τf, the response of the 
material to an external electric fi eld is described by a purely real 
conductivity:
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The localized charges contribute a permittivity that is described by several, 
or in the most primitive case a single, oscillator strength:
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[11.3]

where ω0 is the resonance frequency. For simplicity the expression contains 
no dissipative term.

When the response of the photoexcited material is measured in terms of 
a ‘complex conductivity’, the contribution from localized charges is refl ected 
by an imaginary term iωεl, and the entire conductivity writes:
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This corresponds to the description of a lossy dielectric medium and pre-
dicts a frequency-independent real part and a frequency-dependent imagi-
nary part of the complex conductivity. Stronger carrier localization translates 
into a higher ω0, and the higher the probing frequency ω needs to be to 
make the imaginary conductance discernible. In the literature, the Drude–
Smith model, an extension of the Drude model with the objective of taking 
into account partly localized carriers, is more frequently seen than the 
above oscillator model (Smith, 2001). It has been used in THz probe spec-
troscopy (Unuma et al., 2010) and optical-pump THz-probe spectroscopy 
(Cunningham and Hayden, 2008). The Drude–Smith model also predicts a 
rise of the real part of the conductance with increasing frequency. An alter-
native approach is given by the interpretation of experimental data in terms 
of the Kubo formalism (Prins et al., 2006).

We illustrate the measurement of photoinduced complex conductivity 
with examples from the literature: Hendry et al. (2006) have studied the 
complex photoconductivity of rr-P3HT fi lms and MEH-PPV fi lms by TRTS 
and observed that the THz pulse transmitted through the photoexcited 
material is subject to a phase shift (Fig. 11.15(a)). Spectra for the real and 
imaginary parts of the conductivities are derived by Fourier analysis and 
repeated for different pump-probe delay times. Both real and imaginary 
components increase for increasing frequency throughout the spectrum in 
the range from 0.3 to 1.3 THz (Fig. 11.15(c) and (e)). For P3HT real and 
imaginary components at the probing frequency of 0.6 THz are of the same 
order of magnitude throughout the observation time interval (Fig. 11.15(b–
d)), while for MEH-PPV the real part of the conductivity decays within 
picoseconds and afterwards the conductivity is almost purely imaginary 
(Fig. 11.15(e, f)). This difference is explained by the presence of long-lived 
mobile carriers in P3HT, whereas in MEH-PPV carriers decay within 
few picoseconds and the purely imaginary part is ascribed to exciton 
polarizability.

In the case of TRMC, the complex conductivity was measured in penta-
cene by Saeki et al. (2006). The complex conductivity of the fi lm obtained 
after determining the evolution of the Q-factor of the resonance chamber 
(by fi tting a resonance curve over a Gunn diode frequency interval that 
changes around 9 GHz, with a relative change of 10−5) is shown in Fig. 11.16. 
In this case the imaginary component of the conductivity is small compared 
to the real part; Moreover, these data do not allow verifying the frequency 
dependence of the imaginary part of the conductivity (as predicted by Eq. 
11.5) over a wide range due to the very narrow frequency range imposed 
by the fi tting procedure. In contrast, the center frequency of a THz burst is 
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11.15 (a) The electric fi eld E(t) of the THz pulse transmitted through 
the rr-P3HT sample (solid line), with the modulation ΔE(t) measured 
1 ps after photoexcitation (dotted line) and (b) decay of the 
modulation measured at the peak fi eld strength. Real and imaginary 
conductivities for two different times: (c) and (d) rr-P3HT and (e) and 
(f) MEH-PPV (fi lled and open for real and imaginary parts 
respectively). The lines through the data points are to guide the eye. 
Adapted from Hendry, E., Koeberg, M., Schins, J. M., Siebbeles, L. D. 
A. & Bonn, M. 2006. Free carrier photogeneration in polythiophene 
versus poly(phenylene vinylene) studied with thz spectroscopy. 
Chemical Physics Letters, 432, 441–445. Copyright (2006) with 
permission from Elsevier (DOI: 10.1016/j.cplett.2006.10.105).
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11.16 Normalized complex conductivity of a pentacene sample 
determined by microwave photoconductivity from analyzing transient 
Q-curve around 9 GHz center frequency. Reprinted with permission 
from Saeki, A., Seki, S. & Tagawa, S. 2006. Electrodeless 
measurement of charge carrier mobility in pentacene by microwave 
and optical spectroscopy techniques. Journal of Applied Physics, 100, 
023703, Copyright (2006), American Institute of Physics (DOI: 
10.1063/1.2214638).

about 100 times higher than the 9 GHz Gunn oscillator frequency, hence 
THz spectroscopy using a few oscillations burst with THz bandwidth allows 
determining the complex conductivity on a larger frequency range.

In contrast, TPC spectroscopy probes the carrier mobility under DC bias 
since the electric fi eld applied to the sample is essentially constant. The 
current density reads:
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The temporal evolution of the carrier response currently accessible by the 
technique ranges from DC up to some 10 s of GHz. We emphasize that the 
technique does not probe any AC response.

The Drude Lorentz model suggests that stronger localization is detect-
able with higher probing frequency and that for each contributing oscillator, 
a certain range of frequency is needed to match it. The validation of more 
realistic carrier localization models involving potential barriers or wells can 
also benefi t from experimental data over large ranges of frequency spaces, 
probing frequency and carrier evolution as function of pump-probe delay. 
A challenge is the disentanglement of both frequency spaces, since phenom-
ena related to carrier evolution (generation, collection, recombination) may 
occur at same time or frequency scales as the ones due to localization. An 
approach to resolve this ambiguity consists in interpreting TRTS data in 
two-dimensional frequency space (Nemec et al., 2009).

Therefore we emphasize the importance of combining different sub-
nanosecond spectroscopic methods with specifi c sensitivity to charge carri-
ers in order to span a wide range of probe frequencies and pump-probe 
delays, so that the cumulated spectral response allows matching the most 
adequate carrier dynamics model with the least assumptions.

11.7 Conclusion

To date, the nature of primary photoexcitation in organic crystals and poly-
mers, and in particular the mechanisms of charge carrier photogeneration 
and transport are better understood, although some of their aspects remain 
controversial. As observed by several of the spectroscopic techniques pre-
sented here, the initial carrier photogeneration is independent of tempera-
ture, fi eld, and wavelength, which is in contradiction with the predictions of 
the Onsager model (Moses et al., 2001; Hegmann et al., 2002). In bulk het-
erojunctions, photoconductivity observed by the relatively slow TRMC 
method does increase with temperature, however with low activation ener-
gies of tens of millielectronvolts (Savenije et al., 2011; Murthy et al., 2012). 
This has been attributed to thermal activation of detrapping from shallow 
traps.

In conjugated polymers, it is now accepted that a percentage of free 
carriers is generated directly (Moses et al., 2002; Bakulin et al., 2012) 
and that some polymer donor–acceptor blends reach high and even 
unitary internal quantum yield (Park et al., 2009). For the remaining 
carriers that generate from secondary processes, electric-fi eld assisted dis-
sociation of excitons into polarons in about 10 ps has been reported 
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(Graupner et al., 1998), and also excess excitation energy can possibly be 
involved in the hot-exciton dissociation process (Murthy et al., 2012 and 
references therein).

More attention has been paid in recent years to establish relationships 
between structure/morphology and electronic/transport properties of 
organic semiconductors in view of organic photovoltaic applications. For 
instance, a recent time-resolved PIA study has shown that copolymers with 
different donor and acceptor moieties can acquire large yields of polaron 
pair formation. Enlarging the distance between center of masses of donor 
and acceptor can increase the recombination time of polaron pairs (Tautz 
et al., 2012). The morphology of donor–acceptor blends, e.g. the degree of 
intercalation and the size of the crystalline domains, is also of paramount 
importance to achieve balanced electron and hole charge transport and 
carrier extraction (Rance et al., 2011). It seems to be accepted that the trans-
port in the lamellae of regioregular P3HT is somehow two-dimensional with 
a reduced ‘Langevin’ recombination rate as compared to the three-dimen-
sional case. One approach consists of assuming monomolecular recombina-
tion and showing that bimolecular processes appear above a critical carrier 
density accounting for the sub-linear carrier density as function of excita-
tion, and hence sub-linear evolution of observed TRMC (Dicker et al., 2004) 
at a critical density that corresponds to more than one excitation per lamella. 
The other approach consists in deriving a bimolecular recombination coef-
fi cient for the two-dimensional case as suggested by Juška et al. (2009). This 
accounts for an overall 2.5 exponent power law of the recombination as 
function of carrier density. The overall behavior described by the two 
approaches is equivalent. The effect of dimensionality on charge transport 
properties is in agreement with the observation that thermal annealing and 
chemical additives that are known to increase donor–acceptor domain sizes 
induce higher charge carrier photogeneration and photovoltaic power con-
version effi ciencies (Ma et al., 2005; Peet et al., 2006).

Bimolecular recombination seems to become an important process when 
a solar cell is operated near open circuit (OC) voltage (Cowan et al., 2012), 
although this point is still under debate (Deibel and Wagenpfahl, 2010; 
Street, 2010; Street and Schoendorf, 2010). The increase of recombination 
and hence the drop of photocurrent while approaching the OC voltage could 
then be responsible for the low fi ll factors of organic photovoltaic devices.
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K., Arlauskas, K. & Sariciftci, N. S. 2010. Effect of 2-D Delocalization on Charge 
Transport and Recombination in Bulk-Heterojunction Solar Cells. IEEE Journal 
of Selected Topics in Quantum Electronics, 16, 1738–1745, DOI: 10.1109/
JSTQE.2010.2048746.

Ostroverkhova, O., Cooke, D. G., Shcherbyna, S., Egerton, R. F., Hegmann, F. A., 
Tykwinski, R. R. & Anthony, J. E. 2005a. Bandlike Transport in Pentacene and 
Functionalized Pentacene Thin Films Revealed by Subpicosecond Transient Pho-
toconductivity Measurements. Physical Review B, 71, 035204, DOI: 10.1103/
Physrevb.71.035204.

Ostroverkhova, O., Shcherbyna, S., Cooke, D. G., Egerton, R. F., Hegmann, F. A., 
Tykwinski, R. R., Parkin, S. R. & Anthony, J. E. 2005b. Optical and Transient 
Photoconductive Properties of Pentacene and Functionalized Pentacene Thin 
Films: Dependence on Film Morphology. Journal of Applied Physics, 98, 033701, 
DOI: 10.1063/1.1949711.

Ostroverkhova, O., Cooke, D. G., Hegmann, F. A., Anthony, J. E., Podzorov, V., 
Gershenson, M. E., Jurchescu, O. D. & Palstra, T. T. M. 2006. Ultrafast 
Carrier Dynamics in Pentacene, Functionalized Pentacene, Tetracene, and 
Rubrene Single Crystals. Applied Physics Letters, 88, 162101, DOI: 10.1063/
1.2193801.

Park, S. H., Roy, A., Beaupre, S., Cho, S., Coates, N., Moon, J. S., Moses, D., Leclerc, 
M., Lee, K. & Heeger, A. J. 2009. Bulk Heterojunction Solar Cells with Internal 
Quantum Effi ciency Approaching 100%. Nature Photonics, 3, 297–302, DOI: 
10.1038/nphoton.2009.69.

Parkinson, P., Lloyd-Hughes, J., Gao, Q., Tan, H. H., Jagadish, C., Johnston, M. B. & 
Herz, L. M. 2007. Transient Terahertz Conductivity of GaAs Nanowires. Nano 
Letters, 7, 2162–2165, DOI: 10.1021/nl071162x.

Peet, J., Soci, C., Coffi n, R. C., Nguyen, T. Q., Mikhailovsky, A., Moses, D. & Bazan, 
G. C. 2006. Method for Increasing the Photoconductive Response in Conjugated 

�� �� �� �� �� ��



354 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Polymer/Fullerene Composites. Applied Physics Letters, 89, 252105–3, DOI: 
10.1063/1.2408661.

Prins, P., Grozema, F. C., Schins, J. M., Savenije, T. J., Patil, S., Scherf, U. & Siebbeles, 
L. D. A. 2006. Effect of Intermolecular Disorder on the Intrachain Charge Trans-
port in Ladder-Type Poly(p-Phenylenes). Physical Review B, 73, 045204, DOI: 
10.1103/PhysRevB.73.045204.

Rance, W. L., Ferguson, A. J., McCarthy-Ward, T., Heeney, M., Ginley, D. S., Olson, 
D. C., Rumbles, G. & Kopidakis, N. 2011. Photoinduced Carrier Generation and 
Decay Dynamics in Intercalated and Non-Intercalated Polymer:Fullerene Bulk 
Heterojunctions. ACS Nano, 5, 5635–5646, DOI: 10.1021/nn201251v.

Saeki, A., Seki, S. & Tagawa, S. 2006. Electrodeless Measurement of Charge Carrier 
Mobility in Pentacene by Microwave and Optical Spectroscopy Techniques. 
Journal of Applied Physics, 100, 023703, DOI: 10.1063/1.2214638.

Sariciftci, N. S. 1997. Primary Photoexcitations in Conjugated Polymers: Molecular 
Exciton Versus Semiconductor Band Model, Singapore, World Scientifi c Publish-
ing Co.

Sariciftci, N. S. & Heeger, A. J. 1994. Reversible, Metastable, Ultrafast Photoinduced 
Electron-Transfer in Conjugated Polymer and Buckminsterfullerene Composites 
and Heterojunctions. Molecular Crystals and Liquid Crystals Science and Technol-
ogy Section A – Molecular Crystals and Liquid Crystals, 256, 317–326, DOI: 
10.1080/10587259408039262.

Sariciftci, N. S., Smilowitz, L., Heeger, A. J. & Wudl, F. 1992. Photoinduced Electron-
Transfer from a Conducting Polymer to Buckminsterfullerene. Science, 258, 1474–
1476, DOI: 10.1126/science.258.5087.1474.

Savenije, T. J., Murthy, D. H. K., Gunz, M., Gorenfl ot, J., Siebbeles, L. D. A., 
Dyakonov, V. & Deibel, C. 2011. Absence of Postnanosecond Charge Carrier 
Relaxation in Poly(3-Hexylthiophene)/Fullerene Blends. The Journal of Physical 
Chemistry Letters, 2, 1368–1371, DOI: 10.1021/jz200569h.

Schaffer, H. E., Friend, R. H. & Heeger, A. J. 1987. Localized Phonons Associated 
with Solitons in Polyacetylene – Coupling to the Nonuniform Mode. Physical 
Review B, 36, 7537–7541, DOI: 10.1103/PhysRevB.36.7537.

Sirringhaus, H., Tessler, N. & Friend, R. H. 1998. Integrated Optoelectronic Devices 
Based on Conjugated Polymers. Science, 280, 1741–1744, DOI: 10.1126/
science.280.5370.1741.

Sirringhaus, H., Brown, P. J., Friend, R. H., Nielsen, M. M., Bechgaard, K., Langeveld-
Voss, B. M. W., Spiering, A. J. H., Janssen, R. A. J., Meijer, E. W., Herwig, P. & de 
Leeuw, D. M. 1999. Two-Dimensional Charge Transport in Self-Organized, High-
Mobility Conjugated Polymers. Nature, 401, 685–688, DOI: 10.1038/44359.

Smith, F. W., Q. Le, H., Diadiuk, V., Hollis, M. A., Calawa, A. R., Gupta, S., Frankel, 
M., Dykaar, D. R., Mourou, G. A. & Hsiang, T. Y. 1989. Picosecond Gaas-Based 
Photoconductive Optoelectronic Detectors. Applied Physics Letters, 54, 890–892, 
DOI: 10.1063/1.100800.

Smith, N. V. 2001. Classical Generalization of the Drude Formula for the Optical 
Conductivity. Physical Review B, 64, 155106, DOI: 10.1103/PhysRevB.64.155106.

Smith, P. R., Auston, D. H., Johnson, A. M. & Augustyniak, W. M. 1981. Picosecond 
Photoconductivity in Radiation-Damaged Silicon-on-Sapphire Films. Applied 
Physics Letters, 38, 47–50, DOI: 10.1063/1.92128.

Soci, C., Moses, D., Xu, Q. H. & Heeger, A. J. 2005. Charge-Carrier Relaxation 
Dynamics in Highly Ordered Poly(P-Phenylene Vinylene): Effects of Carrier 

�� �� �� �� �� ��



 Ultrafast charge carrier dynamics 355

© Woodhead Publishing Limited, 2013

Bimolecular Recombination and Trapping. Physical Review B, 72, 5204, DOI: 
10.1103/PhysRevB.72.245204.

Soci, C., Hwang, I. W., Moses, D., Zhu, Z., Waller, D., Gaudiana, R., Brabec, C. J. & 
Heeger, A. J. 2007. Photoconductivity of a Low-Bandgap Conjugated Polymer. 
Advanced Functional Materials, 17, 632–636, DOI: 10.1002/adfm.200600199.

Soos, Z. G., Hayden, G. W., Girlando, A. & Painelli, A. 1994. Pariser-Parr-Pople Force 
Field for π-Electrons – Raman and Infrared Shifts of Transpolyacetylene. Journal 
of Chemical Physics, 100, 7144–7152.

Street, R. 2010. Reply to ‘Comment on “Interface State Recombination in Organic 
Solar Cells”  ’. Physical Review B, 82, DOI: 10.1103/PhysRevB.82.207302.

Street, R. A. & Schoendorf, M. 2010. Interface State Recombination in Organic Solar 
Cells. Physical Review B, 81, DOI: 10.1103/PhysRevB.81.205307.

Tautz, R., Da Como, E., Limmer, T., Feldmann, J., Egelhaaf, H.-J., Von Hauff, E., 
Lemaur, V., Beljonne, D., Yilmaz, S., Dumsch, I., Allard, S. & Scherf, U. 2012. 
Structural Correlations in the Generation of Polaron Pairs in Low-Bandgap Poly-
mers for Photovoltaics. Nature Communications, 3, 970, DOI: 10.1038/ncomms1967.

Thorsmolle, V. K., Averitt, R. D., Chi, X., Hilton, D. J., Smith, D. L., Ramirez, 
A. P. & Taylor, A. J. 2004. Ultrafast Conductivity Dynamics in Pentacene Probed 
Using Terahertz Spectroscopy. Applied Physics Letters, 84, 891–893, DOI: 
10.1063/1.1644046.

Tripon-Canseliet, C., Faci, S., Blary, K., Deshours, F., Alquie, G., Formont, S. & 
Chazelas, J. 2006. Optically-Controlled Microwave Phase Shifting and Sampling 
by Effi cient Photoconductive Switching on Lt-Gaas Substrate Integrated Technol-
ogy. Proceedings of the Society of Photooptical Instrumentation Engineers (SPIE), 
6343, Photonics North 2006, 63432K, DOI: 10.117/12,707688.

Ulbricht, R., Hendry, E., Shan, J., Heinz, T. F. & Bonn, M. 2011. Carrier Dynamics 
in Semiconductors Studied with Time-Resolved Terahertz Spectroscopy. Reviews 
of Modern Physics, 83, 543–586, DOI: 10.1103/RevModPhys.83.543.

Unuma, T., Fujii, K., Kishida, H. & Nakamura, A. 2010. Terahertz Complex Conduc-
tivities of Carriers with Partial Localization in Doped Polythiophenes. Applied 
Physics Letters, 97, 03308, 1–3, DOI: 10.1063/1.3466916.

Valdmanis, J., Mourou, G. & Gabel, C. 1983. Subpicosecond Electrical Sampling. 
IEEE Journal of Quantum Electronics, 19, 664–667, DOI: 10.1109/jqe.1983.1071915.

Valdmanis, J. A., Mourou, G. & Gabel, C. W. 1982. Picosecond Electro-Optic Sam-
pling System. Applied Physics Letters, 41, 211–212, DOI: 10.1063/1.93485.

Voss, K. F., Foster, C. M., Smilowitz, L., Mihailovic, D., Askari, S., Srdanov, G., Ni, Z., 
Shi, S., Heeger, A. J. & Wudl, F. 1991. Substitution Effects on Bipolarons in Alkoxy 
Derivatives of Poly(1,4-Phenylene-Vinylene). Physical Review B, 43, 5109–5118, 
DOI: 10.1103/PhysRevB.43.5109.

�� �� �� �� �� ��



© Woodhead Publishing Limited, 2013

356

12
Short-pulse induced photocurrent and 

photoluminescence in organic materials

I .  B I AG G I O, Lehigh University, USA

DOI: 10.1533/9780857098764.2.356

Abstract: This chapter discusses short pulse photoexcitation in organic 
materials, mostly organic molecular crystals, and the resulting time 
dynamics of excited states as can be observed by detecting 
photoluminescence and photoconductivity. The chapter will review 
the electronic detection of a transient photoconductivity after 
photoexcitation and the relevant experimental limits. It will then discuss 
the typical photoluminescence dynamics expected in molecular crystals 
when initially photoexcited singlet excitons can undergo fi ssion into 
triplet excitons, and the related onset of photoconductivity because of 
exciton dissociation. Rubrene single crystals will be used to illustrate 
how exciton dynamics is refl ected in different ways in the time-evolution 
of the photocurrent and the photoluminescence.

Key words: excitons, singlet, triplet, photoconductivity, 
photoluminescence, exciton fi ssion, exciton fusion.

12.1 Introduction

A well-defi ned initial condition of electronic excited states can be set up by 
illumination with a laser pulse much shorter than the excited state lifetime. 
In organic materials, the initial photoexcitation is often a localized transi-
tion that results in a molecular exciton. The relaxation processes that follow 
a single-pulse illumination can then be studied by detecting a number of 
physical observables. Of the many possible physical observables, this chapter 
will discuss two. One is the luminescence emitted upon radiative recombi-
nation of the photoexcited states. The other one is the electrical current that 
arises when excitons dissociate into free carriers.

Pulsed exposure allows us to study the dynamics of both photolumines-
cence and photocurrent over multiple time scales, and to selectively identify 
the different physical processes that may be active at different times. The 
simultaneous investigation of both photoluminescence and photocurrent is 
attractive because they are complementary to each other: one arises when 
the exciton recombines radiatively, the other one arises when the exciton 
follows another route, which ultimately leads to dissociation into free car-
riers. While not specifi c about everything that can happen on the way to the 
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generation of free carriers, the onset of an electrical current is one of the 
clearest and most direct measures of the generation of free carriers by 
exciton dissociation.

The following section gives a general introduction to photocurrent detec-
tion, with a special emphasis on how a current and its time-dependence 
can be observed both for fast and slow charge carrier dynamics. Two impor-
tant regimes of carrier dynamics will be discussed: the most common case 
of a charge carrier’s dynamics being so slow that the corresponding current 
can be directly converted into a detected voltage proportional to it, and 
the case when large capacitances lead to a response time of the circuit that 
is longer than the dynamics of charge carrier generation or relaxation in 
the sample.

The next section will then review the typical photoluminescence dynam-
ics that is observed in molecular materials when the photoexcited singlet 
excitons can spontaneously transform into triplet excitons and vice versa. 
In particular, the chapter will discuss the interesting case of singlet–triplet 
interaction in molecular crystals and the peculiar photoluminescence 
dynamics that arises from it.

Measurements recently performed in the rubrene molecular crystals will 
be used along the way as an example of both luminescence and photocur-
rent dynamics after pulsed illumination, and of their relationship. Rubrene 
is peculiar because after pulsed photoexcitation it shows both a strong 
delayed photoluminescence with a decay on multiple timescales, as well as 
a strong delayed photocurrent that builds up on the microsecond time scale. 
I will discuss both pulsed photocurrent and pulsed photoluminescence 
observations in rubrene and show how they both arise from the details of 
exciton dynamics.

None of the effects discussed in this chapter are in principle exclusive to 
rubrene. Similar observations have been made in other molecular crystals 
such as tetracene, anthracene, or pentacene. However, rubrene is a material 
where several different aspects of singlet and triplet exciton dynamics are 
nicely observable at the same time and where enough data is available to 
provide for adequate examples that highlight the relationships between the 
data collected using the two observables discussed here: photoluminescence 
and photocurrent.

12.2 Photocurrent response after short 

pulse excitation

This section is dedicated to the simplest basic principles of photocurrent 
detection after illumination with a pulse so short that any charge transport 
during the duration of the light pulse can be neglected. In other words, the 
role of the laser pulse is to set up the initial condition for the experiment, 
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as an example the initial number of charge carriers between the contacts. 
It is worth repeating that the focus of this discussion is on the evolution of 
the transient photoconductivity after exposure to a single light pulse. Such 
a single-shot experiment is realized using laser pulse trains with a repetition 
rate much longer than the relaxation time of the sample back to its state 
just prior to the illumination.

For a transient experiment where one follows the conductivity of a 
sample after illumination with a single pulse, the photoexcited carriers 
move in an applied fi eld E, and every individual carrier contributes an 
amount eμE to the current, where e is the unit charge and μ is the carrier 
mobility. This contribution does not depend on the position of the carrier 
between two extended contacts. Hence, a general expression for the total 
transient current measured after pulsed photoexcitation that is valid for any 
given space- and time-dependent density n(t,r) of charge carriers between 
two parallel contacts of surface area S is

I t
U
d

e
d

n x y z t z x y
N t e

d
U G t U

d

S

( ) ( , , , )
( )

( ) ,=
⎢

⎣
⎢

⎥

⎦
⎥ = =∫∫ 0

0
2 0 0

1μ μ
d d d  [12.1]

where the fi rst integral is over the surface area S of the contacts, d is the 
distance between the contacts, and U0 is the applied voltage that gives an 
homogeneous electric fi eld E = U0/d. N t n t V( ) ( , )= ∫ r d  is the total number 
of carriers between the contacts. As an example, this number can vary 
because of charge carrier recombination or trapping, or also because of 
carriers reaching a contact and exiting the sample through it. The electric 
fi eld can be assumed homogeneous because we are interested in a one-shot 
experiment where a small density of carriers moves between the contacts, 
but the number of photoexcited carriers is not enough to achieve any 
screening of the electric fi eld during the lifetime of the carriers. The time-
dependent conductance of the sample is

G t
N t e

d
( )

( )
.=

μ
2

 [12.2]

Its inverse is the electrical resistance of the sample, Rs(t) = 1/G(t). Note 
that the conductance G(t) depends on the total number of carriers that are 
moving between the contacts at any given time (it is the conductivity inte-
grated over the contact area and divided by the distance between the con-
tacts). The transient electric current produced after illumination with a 
single pulse does not depend on the spatial distribution of carriers between 
the contacts. Most importantly, for such one-shot experiments observing a 
photocurrent does not require that the photoinduced charge carriers actu-
ally reach a contact, and it is not necessary to homogeneously illuminate 
the volume between the contacts. A transient current is seen as long as 
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charges are drifting between the contacts also when the current density 
itself may vanish in certain regions. A prime example of this situation are 
the transient currents observed in time-of-fl ight experiments (Haynes and 
Schockley, 1951; Spear, 1957; Kepler, 1960; Dolezalek, 1976) where a carrier 
packet created by a single pulse close to one contact drifts towards the other 
contact, which gives a current through the sample up to the moment when 
the carriers disappear from the sample, typically when they reach the other 
contact.

It is essential to point out this simple fact of transient experiments because 
it has not been uncommon to incorrectly expect that photoconductivity 
measurements detect selectively photocarriers that can reach electrodes 
even when discussing the results of transient absorption compared to tran-
sient photocurrents (Tao et al., 2011). While such an expectation can intui-
tively arise from experience with bulk photoconductors under continuous 
wave illumination, it is important to underline that it does not correspond 
to reality in the case of transient single-shot photocurrents induced by short 
light pulses.

In the following, the main features of short-pulse transient photocurrent 
experiments are discussed by considering the simple case of photocarriers 
that have a constant probability per unit time of being trapped, recombine, 
or otherwise leave their mobile state. This gives a well-defi ned lifetime with 
the mobile carrier density decaying exponentially, which is the simplest 
possible situation in a photoconductor. For small electric fi elds that do not 
allow the photoexcited carriers to reach a contact, the number of photocar-
riers found between the contacts will decay as N(t) = N(0) exp(−t/τ) where 
τ is the carrier lifetime. Using Eq. 12.1, one then fi nds that the time-integral 
of the total transient current is simply given by the number of initially 
photoexcited carriers multiplied by the ratio between drift length 
Ld = τ μ E = τ μ U0/d and the distance between the contacts:

I t t eN
L
d

( ) ( )d d

0

0
∞

∫ =  [12.3]

This will grow linearly with the applied electric fi eld as long as the drift 
length remains smaller than the distance between the contacts and will then 
saturate at higher electric fi elds when the regime typical of time-of-fl ight 
experiments is reached. Since for a short pulse experiment the total number 
of initially photoexcited carriers is simply given by the total number of 
absorbed photons multiplied with the quantum yield for photocarrier gen-
eration, determination of the time-integral of the photocurrent is a useful 
way to relate drift length and photocarrier generation quantum yield.

The photocurrent discussed above is the ideal current that appears in 
a sample where photocarriers have been created by a laser pulse. Next, 
it is necessary to discuss how a photocurrent experiment can determine 
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photoconductivity dynamics. A simple way to do this is to measure the time-
dependent voltage observed in a circuit like that depicted in Fig. 12.1. Here, 
a strong direct current (DC) voltage is applied to a high-resistivity sample 
in series with a probe resistor over which a voltage is measured (e.g., 
through an oscilloscope). Both sample and detection system can be mod-
elled by a resistor in parallel with a capacitor. For the detection system, the 
capacitance typically comes from a coaxial cable and the resistor can be the 
built-in resistor of an oscilloscope. For the sample, the capacitance comes 
from the applied contacts, and can be particularly large if the sample is a 
thin-fi lm sandwiched between large area contacts.

Assuming that the applied voltage U0 is constant, one can equate the 
currents fl owing through the sample and the detection system to obtain a 
differential equation describing the voltage U(t) that is detected over the 
probe resistor:

U U t
R t
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t
U t

U t
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t
U to
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− = +

( )
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( )
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( ).S
d
d

d
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 [12.4]

When the induced photoconductivity is so small that the voltage drop 
over the measurement resistor remains much smaller than the applied 
voltage [R << Rs(t)], the term U(t)/Rs(t) on the left-hand side is negligible 
compared with the other terms, and the equation simplifi es to

U t
t
U t

U
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I t
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,
τRC TOT s TOT

d
d

+ = =0 1
 [12.5]

where CTOT = Cs + C, τRC = R CTOT, and I(t) = U0/Rs(t) = G(t)U0 is the ‘under-
lying’ time-dependent current – given by Eq. 12.1 – that one would measure 
in an ideal set-up not limited by parasitic capacitances. The initial condition 
U(0) = 0 delivers the solution

U t
C

I s ss t
t

RC( ) ( ) ,( )/= −∫
1

0TOT

e dτ  [12.6]

CS

RS(t)

U0

U(t)

C

R

12.1 Electric equivalent of a typical simple measuring system for 
transient photoconductivity. The left-hand part of the diagram is 
the sample to investigate, which has a capacitance CS and a time-
dependent resistance RS(t). The right-hand part of the diagram may 
be the combination of a coaxial cable and an oscilloscope.
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where I(s) is given by Eq. 12.1. Depending on the time dynamics of the 
photoinduced conductance G(t) (see Eq. 12.2), this gives two characteristi-
cally different response functions for the relationship between the detected 
U(t) and the underlying current I(t). When changes in G(t) occur on times-
cales much longer than τRC, the detected voltage is simply proportional to 
the photocurrent and U(t) = R I(t). But when changes in G(t) occur on 
timescales much shorter than τRC, then the detected voltage is proportional 
to the integral of the photocurrent, that is to the total electric charge that 
has accumulated on the contacts up to the measurement time t. The integral 
of the photocurrent after the build-up of U(t) is complete, is then simply 
the fi nal voltage reached multiplied by the total capacitance in the circuit. 
This provides a very simple method to directly obtain the time dynamics of 
the photocurrent experimentally even when the relevant time dynamics is 
confi ned to times shorter than τRC. This was recognized early on (Kolomiets 
and Lebedev, 1966) and has been applied to various material systems 
(Antoniadis and Schiff, 1992; Tapponnier et al., 2003).

For the case mentioned above where the photoinduced charge 
carriers have a well-defi ned lifetime and N(t) = N(0) exp(−t/τ), the time-
dependent conductance is zero before illumination, jumps to a fi nite value 
G0 = N(0) e μ/d2 right after pulsed illumination, and then decays exponen-
tially. Eq. 12.6 then becomes

U t G U
C

t t

( ) .
/ /

=
−

−

− −

0 0
1

1 1TOT RC

e e
/ /

RCτ τ

τ τ
 [12.7]

When the lifetime of the photocarriers is much shorter than τRC, the 
detected signal at short times is an exponential build-up with a time con-
stant given by the carrier lifetime,

U t G U
C

t( ) ( )./= − −
0 0 1

τ τ

TOT

e  [12.8]

When the lifetime of the photocarriers is much longer than τRC, the initial 
time-dependence of the detected signal is an exponential build-up with a 
time constant τRC,

U t G U R t( ) ( ),/= − −
0 0 1 e RCτ  [12.9]

followed by a time-dependence at longer times that is simply

U t G U R RI tt( ) ( )/= =−
0 0 e τ  [12.10]

and tracks the time-dependent conductance G(t) (see Eq. 12.2). Note that 
an instantaneous release of a number of free carriers is seen as an expo-
nential buildup both for the case when the carrier lifetime is much shorter 
than τRC (build-up time τ) and for the case when the lifetime is much longer 
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than τRC (build-up time τRC). The difference is that build-up time and fi nal 
amplitude of the fi rst case are by a factor τ/τRC smaller than for the second 
case. Making this distinction is important for the common situation where, 
while tracking the time-dependence of a current at times longer than τRC, 
one observes what appears to be an initial step-wise increase of the detected 
voltage. Proper analysis based on the simple relationships given above can 
help distinguish between the two cases that can give rise to such a step, and 
decide if the initial step is, e.g., caused by an instantaneous release of car-
riers that live only a short time and do not contribute to the current seen 
later on, or else if it is caused by an instantaneous release of long-lived 
carriers. As an example, the ratio between the photocurrent caused by N2 
carriers at times longer than τRC and the step-amplitude due to an initial 
release of N1 carries with a lifetime τ << τRC would be proportional to the 
ratio between the corresponding conductivities (eμ1N1 and eμ2N2 for charge 
carriers with different mobilities μ1 and μ2), multiplied by τRC/τ. This means 
that the relative size of any initial step in a photoconductivity signal that is 
caused by short-lived high-mobility carriers would need to depend on τRC, 
which offers an easy way to distinguish such a case from the case where 
there is simply an initial fast release of long-lived photocarriers. The latter 
would produce an initial build-up with an amplitude that remains in the 
same proportion to later photoconductivity signals no matter what the 
value of τRC is (Najafov et al., 2010). An example of such a photocurrent 
signal after impulsive excitation is shown in Fig. 12.2, which plots the photo-
current dynamics measured in a rubrene crystal after impulsive excitation 
with an intense 20 ps pulse (Najafov et al., 2010). This photocurrent trace 
shows a step-wise build-up that occurs within a time τRC followed by a 
slower build-up dynamics. The measurement can be repeated using differ-
ent values of τRC and the shape of the curve remains the same, which proves 
that the initial step is caused by an initial release of charge carriers that is 
probably related to dissociation of a fraction of the singlet exciton popula-
tion that has been initially created by the laser pulse. Such a dissociation 
happens within the singlet lifetime but is too fast to be detected by the 
current measurement shown in Fig. 12.2.

Another important message from this simple overview is that it is pos-
sible to determine the dynamics of a fast photocurrent – by simply measur-
ing the time dynamics of the integrated photocurrent – even when the 
sample has a geometry that makes the corresponding capacitance too 
large. This has been demonstrated early on in time-of-fl ight experiments 
(Kolomiets and Lebedev, 1967), and it is a quite advantageous technique 
when working with thin-fi lm samples (Tapponnier et al., 2003; Najafov 
et al., 2006b). By analyzing the detected voltage in the τRC → ∞ limit of Eq. 
12.6 it is possible to study the time dynamics of photocarriers at times much 
shorter than τRC using relatively simple contacting geometries. This obviates 
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12.2 Example of photocurrent dynamics as seen for times longer than 
τ

RC
 in a rubrene sample under relatively high exposure conditions 

that produce a current that has two components, a ‘prompt’ one that 
arises in a time of τ

RC
 or less, and a later one that grows with a slower 

time constant. Two measurements performed with two measurement 
resistors (1 kΩ for the top plot, 50 Ω for the bottom plot) show the 
same dynamics, proving that the initial step is caused by a quick 
release of long-lived charge carriers (data taken in the context of 
the measurements presented by Najafov et al., 2010).

the necessity of designing contacting situations with low capacitance similar 
to those used in photoconductive switches (Auston, 1975), which can be 
quite complicated for organic materials (Diesinger et al., 2011).

An example of how dynamics of photoexcited charge carriers can be 
measured by determining this integrated pulsed photoconductivity (IPP, see 
Tapponnier et al., 2003) in experimental set-ups when carrier relaxation 
occurs on timescales shorter than τRC is shown in Fig. 12.3. The fi gure shows 
the time dependence of the voltage measured, after pulsed illumination, 
over a resistor in series with a high-capacitance organic light-emitting diode, 
at times much shorter than τRC. For one sample the photoexcited carriers 
relax quickly with a simple exponential decay, followed by a slower decrease 
of the remaining carrier density. This data is shown by the open symbols in 
Fig. 12.3. The corresponding sample conductivity is given by the dashed 
curve, with an initial component decaying exponentially and a more 
than 10 times smaller delayed component decaying as a stretched expo-
nential (Tapponnier et al., 2003). For another sample, on the other hand, 
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12.3 Example of a measurement of the integrated current (U(t)C
TOT

 
from Eq. 12.6) for charge carrier dynamics occurring at times much 
shorter than τ

RC
 in a thin fi lm sample with high capacitance. The open 

data points correspond to a sample where the carrier relaxation is 
basically exponential, while the full data points belong to a stretched 
exponential decay of the carrier density. The solid lines are fi ts to the 
experimental data, while the dashed and dash-dotted lines represent 
the underlying time-dependent photoconductivity for the open and 
full data points, respectively. The dashed line is the sum of a simple 
exponential decay dominant at short times below 1 μs and of a 
stretched exponential decay of much weaker amplitude that slightly 
infl uences the data at times longer than 1 μs (adapted from 
Tapponnier et al., 2003).

the photoexcited carriers relaxed much more slowly with a dynamics domi-
nated from the beginning by a stretched exponential (full symbols in Fig. 
12.3). Even though the sample capacitance in this experiment was too big 
to directly observe photocurrent dynamics on the sub-microsecond time 
scale, the IPP experiment clearly allows the photoconductivity dynamics to 
be easily extracted down to about ∼10 ns after photoexcitation.

An example of the information that can be extracted from an IPP meas-
urement is the linear increase in the integrated current that is observed in 
Fig. 12.3 (open symbols) starting around 4 ns after photoexcitation. This 
linear increase in the IPP signal means that all photocarriers contributing 
to the current appear at times shorter than 4 ns, meaning that any excitons 
dissociate in less than 4 ns. If there was a slower build-up of the photocar-
rier number, then the IPP signal would grow superlinearly with time. In 
general, a slope larger than +1 in the log–log plot of Fig. 12.3 corresponds 
to a photoconductivity that increases with time, a slope of +1 corresponds 
to a constant photoconductivity, and a slope of less than +1 corresponds to 
a photoconductivity that is decreasing with time.
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12.3 Exciton dynamics and photoluminescence in 

organic molecular crystals

The simplest result of the optical excitation of small organic molecules to 
an excited state is a photoluminescence signal that decays exponentially, 
corresponding to the lifetime of the photoexcited state. This behavior is 
typical of many organic dyes. However, a richer time dynamics can be 
observed when the singlet exciton does not immediately decay, but instead 
transforms into longer-lived states. This section is dedicated to the case 
where the photoexcited singlet exciton can effi ciently transform into triplet 
excitons.

An effi cient way for singlet excitons to generate triplet excitons arises 
when the photoexcited state of a given molecule, which is in a singlet spin 
state, has an energy that is at least double the energy of the corresponding 
triplet spin state. When the photoexcited singlet state occurs on a molecule 
that is loosely bound to a twin molecule, as is the case when a larger 
molecule consists of two identical sub-units, or in molecular crystals, the 
photoexcited singlet state can undergo fi ssion into two triplet states whose 
combined spin is still zero (Müller et al., 2007). This effect will compete with 
radiative recombination as a way for the photoexcited singlet to relax. In 
addition, the two triplet states on the two neighboring molecules can 
combine again to produce again a singlet state that has the same character-
istics as the initially photoexcited one and can then radiatively recombine. 
Because of this effect the time-dependence of the photoluminescence will 
acquire a delayed component that can have a lifetime much longer than the 
initial ‘prompt’ photoluminescence caused by the radiative decay of the 
singlet state. This has been seen in molecules that consist of two sub-units 
similar to tetracene (Müller et al., 2007) where a normal photoluminescence 
decay with an exponential decay time of a few nanoseconds was followed 
by a much longer decay with an exponential decay time of hundreds of 
nanoseconds or longer, determined by the triplet lifetime.

A similar situation can occur in van der Waals bonded organic molecular 
crystals, with the added feature that the triplet states in these crystals are 
mobile (Irkhin and Biaggio, 2011), meaning that the probability that they 
can interact with each other again will depend on their concentration. 
Triplet–triplet interaction can then lead to fusion of two triplet excitons to 
form a singlet exciton again. Because of this bimolecular effect, the delayed 
photoluminescence in such a case will not be exponential anymore, but will 
become a power-law at higher densities when triplet–triplet interactions 
becomes important (Pope and Swenberg, 1999). This is a well-known effect 
peculiar to organic molecular crystals that has been one of the fi rst dynamic 
effects observed early on in 1963 using the recently invented Q-switched 
laser (Hall et al., 1963; Kepler et al., 1963).
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The following simple set of rate equations describes the dynamics of 
singlet excitons (with number density S) and triplet excitons (with density 
T) in the presence of singlet to triplet and triplet to singlet conversion 
occurring via fi ssion and fusion (Pope and Swenberg, 1999),

d
d T

S
T
t

T
f

S
T

S

= − + −
τ τ

γ2 2,  [12.11]
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2
2,  [12.12]

where fS is the probability that singlet decay results in fi ssion into two triplet 
excitons, fT is the probability that triplet–triplet collision results in the crea-
tion of a singlet through a fusion process, τT is the triplet exciton lifetime, 
τS is the singlet exciton lifetime, and γ is a bimolecular recombination coef-
fi cient. Here I have neglected any other singlet to triplet transformation 
process that is not fi ssion, which would be represented by another term 
proportional to S/τS in Eq. 12.11. And fi nally, it should be noted that the 
above equations do not depend on space, meaning that all concentrations 
are assumed to be homogeneous. This assumption is valid as long as exciton 
diffusion lengths are smaller than any signifi cant modulation in exciton 
densities, and could potentially fail if the excitation is localized to a region 
smaller than exciton diffusion length. Such an effect has been observed in 
rubrene and used to determine the diffusion length of triplet excitons 
(Irkhin and Biaggio, 2011), but the following discussion will assume that 
both photoexcitation and detection occur over regions much larger than 
any exciton diffusion lengths.

Before discussing some limiting cases for which analytical solutions can 
be found, it is useful to consider an example of the full time-dependence of 
the exciton densities as it can be obtained from a full numerical solution of 
the above system of equations. This is done in Fig. 12.4 for an initial condi-
tion of T(0) = 0 and a given singlet exciton density S(0), as it would be typi-
cally created by an ultrashort laser pulse. The parameters chosen for this 
calculation are those that allow highlighting different typical behaviors on 
different timescales: I chose more than four orders of magnitudes between 
singlet lifetime and triplet lifetime, so that the effect of fusion becomes 
clearly visible at longer time scales and higher exciton densities. The evolu-
tion of the exciton densities are shown over a wide range of initial condi-
tions that give rise to values of the dimensionless parameter T γ τT between 
1 and 106. But to understand the results in Fig. 12.4, it is best to give the 
numerical values of the parameters individually, as is done in the fi gure 
caption. These numerical values must be understood in self-consistent units 
of density and time as they can be directly inserted in Eqs. 12.11 and 12.12. 
They can be partially rescaled by keeping the products S(0) γ τS and 
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12.4 Singlet exciton densities (solid curves) and triplet exciton 
densities (dashed curves) as predicted by Eqs. 12.11 and 12.12. Initial 
conditions for this calculation are T = 0 and S from 0.01 to S = 104 
with a factor of 10 between the curves (the curves for S = 1 are 
marked with the label ‘1’), with exciton lifetimes τT = 100 and 
τS =4 × 10−3 indicated by the dashed vertical lines, and γ = 1 (please 
see text for a discussion of the units and relative scaling of these 
parameters). The graph in the center belongs to the case where 
fT = fS = 0.4. The graphs on the left and right show the prediction for 
10 times smaller fi ssion and fusion effi ciency, respectively. Note that 
in these graphs, with equal-length decades on horizontal and vertical 
axes, a power law ∼t−1 is a straight line with a slope of −45°.

T(0) γ τT constant: if time constants are multiplied by a factor, densities must 
be multiplied by the same factor, and the bimolecular recombination coef-
fi cient must be divided by that factor squared.

Figure 12.4 shows that the initial photoexcited singlet density S generally 
decays to an intermediary value that depends on the existence of both 
fi ssion and fusion. At lower excitation densities, this intermediary value is 
well defi ned and approximately equal to 2 02 2f f SS T Sγ τ ( ) , obtained from the 
steady-state solution of Eq. 12.12 using a triplet density equal to 2 fS S(0), 
which is the total number of triplets generated in the absence of exciton 
interaction. The initial decay is exponential with time constant τS and it is 
accompanied by an exponential build-up in triplet density. After having 
reached a maximum, the triplet exciton density decays. At high densities 
this decay fi rst follows a power law before ultimately becoming exponential, 
while at lower densities there is no triplet interaction and the decay is 
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exponential all the way. In both cases the exponential decay constant is the 
triplet lifetime. Figure 12.4 also shows that – in contrast to what happens 
for the singlet exciton dynamics – the bundle of curves describing the time 
dynamics of the triplet exciton density is always the same, independent on 
the value of fi ssion and fusion probabilities. The reason for this is that for 
this choice of parameters the singlet density rapidly becomes much smaller 
than the triplet density. It follows that the latter does not depend on fusion 
probability (which describes the probability of forming a singlet instead of 
other forms of annihilation upon triplet–triplet collision), and a change of 
fi ssion probability only changes the initial triplet density in the same way a 
higher value of S(0) would.

Interestingly, both the singlet and triplet exciton densities observed at 
longer times no longer increase for higher S(0). They tend instead to limiting 
values that are independent from the initial density. For increasing initial 
densities the importance of the power law decay increases, while the number 
of excitons found at later times remains invariant. Responsible for this 
peculiar result are the quadratic terms in Eqs. 12.11 and 12.12. Higher values 
of S(0) lead to higher bimolecular recombination and the exciton densities 
self-regulate to arrive at a fundamental value that is only dependent upon 
fi ssion and fusion effi ciencies, bimolecular recombination coeffi cient, and 
triplet exciton lifetime. As sown in Fig. 12.4, triplet densities can initially be 
higher or lower than this limiting value but they will ultimately converge 
towards it. A full expression for this limit, as well as a general analytical 
solution valid for times past the singlet exciton lifetime, are given below.

A relatively simple analytical solution to Eqs. 12.11 and 12.12 can be 
found under the reasonable assumption that the triplet lifetime is much 
longer than the singlet lifetime, τT >> τS. This solution is valid at times much 
larger than the singlet exciton lifetime τS, when the rate of change of the 
population of singlet excitons is determined by the dynamics of the triplet 
population. In this regime the left-hand side of Eq. 12.12 is much smaller 
than any of the terms on the right-hand side, and the rate at which singlet 
excitons are created by fusion must be similar to the rate at which triplet 
excitons are created by fi ssion. It follows that S = τS fT γ T2/2. Inserting this 
into Eq. 12.11 delivers

d
d
T
t

f f T
T

S T
T

= − − −( ) ,1 2γ
τ

 [12.13]

which has the analytical solution

T t T r rt T( ) ( )[( ) ] ,/= + − −0 1 1e τ  [12.14]

where r = T(0) (1 − fS fT) γ τT. Equation 12.14 is a very good approximation, 
as shown by how closely it follows the numerical solution in Fig. 12.4 for 
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times larger than τS. The parameter r determines the dynamics of the triplet 
population, which goes from an exponential decay for r << 1 or t > τT to a 
power law T(t) = T(0)/(1 + r t/τT) for r >> 1 and t < τT. The power law 
becomes essentially proportional to t−2 for t/τT between 1/r and 1. Unless 
both fi ssion and fusion processes are very effi cient at the same time, it is 
generally safe to use r = T(0) γ τT. However, one should note that the case 
where both fi ssion and fusion are extremely effi cient (fSfT −> 1) is equivalent 
to the case where the density of excitons is small and r − 0. Extremely high 
fi ssion and fusion probabilities would effectively remove the bimolecular 
recombination term for Eqs. 12.11 and 12.13 because a triplet interaction 
event would lead to the formation of a singlet that would immediately 
undergo again fi ssion to create two triplets, thus rendering the exciton col-
lision effectively elastic.

The photoluminescence emitted after photoexcitation with a short laser 
pulse is caused by radiative recombination of the singlet excitons, and its 
power is therefore proportional to the total number of singlet excitons 
present in the sample at any given time. For times larger than the singlet 
lifetime, this number is, as shown above, proportional to T(t)2. Thus, the 
power of the delayed photoluminescence is proportional to T(t)2 as given 
by Eq. 12.14, integrated over the volume. This photoluminescence power is 
shown in Fig. 12.5 for varying initial numbers of triplet excitons. The fi gure 
shows two plots that apply to the two cases where the exciton density 
changes because of increased photoexcitation over the same volume, or 
where the exciton density changes because the photoexcitation volume is 
changed while keeping the total amount of photoexcited excitons constant. 
It is interesting to compare these two cases because they refl ect two typical 
experimental situations: varying the total energy of the photoexcitation 
pulse, or varying the diameter of the illuminated area without changing the 
energy of the photoexcitation pulse. These two cases correspond to exciton 
density variation at constant volume and at constant exciton numbers. One 
sees that the initial photoluminescence power grows with the square of the 
initial exciton density in the constant volume case (and saturates towards 
later times), while it grows linearly with the initial exciton density for the 
constant number case. On the other hand, when keeping the same total 
number of initial excitons, one fi nds that the delayed PL intensity increases 
for decreasing exciton densities. This is to be expected because higher densi-
ties imply faster triplet exciton fusion, so that a larger PL is emitted early 
after excitation at the expense of what remains at later times.

The rubrene molecular crystal shows a particularly clear delayed photo-
luminescence after impulsive excitation, and provides a good example of 
the full evolution of the photoluminescence from the moment of photoex-
citation to the fi nal decay caused by the triplet lifetime. The initial photo-
luminescence decay in a rubrene crystal is shown in Fig. 12.6. The initial 
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12.5 Dynamics of the detected photoluminescence power arising from 
triplet exciton fusion after impulsive excitation in a molecular crystal. 
The two graphs show the evolution of the photoluminescence 
dynamics in the two cases where the initial triplet density is varied 
by varying the number of photons in the excitation pulse (left) or by 
varying the density of photoexcitation through, e.g. different focusing 
conditions of the laser beam (right). Each curve is labelled with the 
value of the dimensionless parameter r. Note that in these plots the 
length of one decade on the time-axis is twice the length of one 
decade on the vertical axes, so that a power law of ∼t−2 has a slope 
of −45°.

exponential decay of the photoluminescence is ∼4 times faster in the rubrene 
crystal than for molecules in solution, hinting at an additional decay mecha-
nism in the crystal. In addition, the curve for the crystal in Fig. 12.6 clearly 
shows that the initial exponential decay with a decay time of 4 ns leaves 
behind a delayed photoluminescence signal. From this data one immedi-
ately concludes that in this experiment the lifetime of singlet excitons in 
the rubrene crystal was of the order of 4 ns, and that during that time the 
singlet excitons underwent fi ssion into triplet excitons. To confi rm the pres-
ence of triplet excitons it is necessary to follow the decay of the delayed 
photoluminescence and confi rm that it can be described by the exciton 
dynamics model based on fi ssion and fusion that was presented above.

The evolution of the delayed photoluminescence in rubrene is shown in 
Fig. 12.7 over 7 orders of magnitude and four time decades (Ryasnyanskiy 
and Biaggio, 2011). The photoluminescence power and its time-evolution 
can be very well fi tted by the square of Eq. 12.14, as expected for a photo-
luminescence dominated by triplet dynamics and bimolecular recombina-
tion (compare Fig. 12.7 with the theoretical predictions in Fig. 12.5). In 
addition to the typical power-law decay of the photoluminescence con-
nected with triplet-triplet interaction, Fig. 12.7 also shows the deviation 
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from this power law that occurs at times longer than the triplet lifetime. 
Inspection of the data in Fig. 12.7 delivers a triplet lifetime of 100 ± 20 μs 
(Ryasnyanskiy and Biaggio, 2011).

12.4 Exciton dynamics and delayed photocurrent

Measurements of photocurrent dynamics in rubrene single crystals (Najafov 
et al., 2006a, 2008, 2010) have shown that in addition to a small initial release 
of charge carriers possibly due to singlet exciton dissociation, seen as an 
initial step in photocurrent dynamics curves such as those shown in Fig. 
12.2, there is also a strong delayed photocurrent. At low excitation densities 
this delayed photocurrent has a build-up time of 100 μs (Najafov et al., 2008, 
2010). The fact that in the rubrene crystal the photocurrent build-up time 
is the same as the triplet lifetime (Ryasnyanskiy and Biaggio, 2011) is a 
strong hint that the delayed photocurrent may be caused by triplet exciton 
dissociation. While the exact mechanisms for this effect have not been 
described yet in rubrene, it is interesting to consider what the exciton 
dynamics presented above predicts for a delayed photocurrent caused by 
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12.6 Time dynamics of the photoluminescence after impulsive 
excitation for a solution of rubrene molecules and for a rubrene 
crystal (Mamedov and Becker, 2008). Round and square symbols are 
experimental results for solution and crystal, respectively. The solid 
lines are exponential fi ts, labeled with the corresponding exponential 
time constants.
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12.7 Photoluminescence dynamics after impulsive excitation in 
rubrene (circles) and in tetracene (triangles). The solid lines are fi ts to 
Eq. 12.14. A dashed line with a slope of −2 is shown for reference. The 
vertical dashed lines correspond to the triplet lifetimes as determined 
from this data, and they show the times at which the transition from 
the power law to an exponential decay occurs for the two data sets. 
The inset is a semilogarithmic plot of the same data, showing the fi nal 
exponential decay caused by the triplet exciton lifetime. The dash-
dotted lines in the inset are perfect exponential decays with time 
constants of 10 μs for tetracene and 50 μs for rubrene. These times 
correspond to half the triplet lifetime. Note that this graph, like Fig. 
12.5, has a vertical axis with decades exactly half as long as those on 
the horizontal axis, and a power law of t−2 is a straight line with a 
slope of −45° (adapted from Ryasnyanskiy and Biaggio, 2011).

triplet excitons dissociation into free carriers. Because of their large binding 
energy, one cannot assume that triplet excitons in molecular crystals can 
spontaneously dissociate thermally. However, one can envision a process in 
which a triplet exciton interacts with a defect state which traps the electron 
and releases the hole in the valence band by a process similar to the Auger 
effect (Hangleiter, 1988; Chen and Meng, 2001; Gregg, 2003; Arkhipov and 
Bässler, 2004). This would use the energy released by trapping the electron 
in the defect to excite the hole into the valence band.
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12.8 Evolution of the total number of triplet excitons (solid curves) 
and of the photocurrent caused by triplet exciton dissociation (dashed 
curves) for different excitation densities. The vertical dashed line 
again indicates the triplet exciton lifetime. The two graphs show the 
evolution of the photocurrent dynamics in the two cases where the 
initial triplet density is varied by varying the number of photons in 
the excitation pulse (left) or by varying the density of photoexcitation 
through, e.g., different focusing conditions of the laser beam (right). 
In the latter case the initial total number of triplets is constant. Each 
curve is labeled with the value of the dimensionless parameter r.

For the case where exciton dissociation results in charge carriers that 
have a lifetime much longer than the triplet lifetime, the amount of photo-
conductivity observed as a function of time is simply proportional to the 
total density of carriers released by exciton dissociation. This is the time-
integral of the triplet density of Eq. 12.14,

σ
γ γ τ

τ( ) ( ) ln[( ) ] ,/t T u u r r
tt

t

T

T∝ = + − −∫ d e
0

1
1  [12.15]

with a fi nal value σ(∞) ∼ γ−1ln(1 + r). This function is plotted in Fig. 12.8 for 
different values of the parameter r. Again, similar to the discussion of the 
delayed photoluminescence in the previous section, two cases are shown: 
variation of r by changing the total number of excitons, and variation of r 
by changing the photoexcitation volume while keeping the total number of 
initially created excitons constant. In both cases one can see how the build-
up speed of the photocurrent starts increasing in coincidence with the 
appearance of a power law in the dynamics of the triplet excitons. As more 
triplet excitons fall prey to triplet–triplet annihilation, the build-up speed 
of the photocurrent increases, and the fi nal amplitude of the photocurrent 
starts to saturate. Note how increasing the initial triplet density while 
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keeping the total number constant (Fig. 12.8, right) decreases the number 
of triplets and the photocurrent found at later times, while it is the other 
way around when the triplet density is varied by changing the total number 
of initial triplets in a constant volume (Fig. 12.8, left). For the right-hand 
plot in Fig. 12.8, the initial total number of triplet excitons is held constant, 
while for the left-hand plot the effects of triplet–triplet annihilation at high 
densities are overcompensated by the increase in the total number of 
triplets.

A build-up rate for the photocurrent can be defi ned by the inverse of the 
time t0 at which a fraction q of the fi nal photocurrent amplitude is reached. 
This can be readily calculated from Eq. 12.15 and is

t r rT
q

0
11 1 1= − + − +−τ ln[ ( ( ) )],  [12.16]

The build-up rate 1/t0 is plotted in Fig. 12.9 (left) for various initial triplet 
densities, together with the corresponding fi nal amplitude of the photocur-
rent. The delayed photoconductivity amplitude depends linearly on the 
triplet density for low densities, and makes a transition to a sublinear 
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12.9 Left: Dependence of photocurrent dynamics on the excitation 
density as defi ned by the dimensionless parameter r. The inset shows 
a set of normalized photocurrent build-up curves as predicted by 
Eq. 12.15, plotted from r = 0.1 (slowest build-up) to r = 10 000 (faster 
build-up) in increments of a factor of 10. The dashed curve in the inset 
corresponds to r = 100. The main graph shows the excitation density 
dependence (at constant excitation volume) of the fi nal photocurrent 
amplitude (dashed curve) and of the build-up rate as given by the 
inverse of Eq. 12.16 for q = 0.1 to q = 0.9 in steps of 0.2. The slope 
of the middle build-up rate curve on the log–log plot is 0.5. Right: 
Experimental data for photocurrent amplitude and photocurrent 
build-up rate after pulsed illumination in a rubrene crystal. Different 
data point symbols represent different experiments (adapted from 
Najafov et al., 2008).
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logarithmic growth at higher densities where r > 1. The build-up rate, on 
the other-hand, starts increasing at higher triplet densities, becoming pro-
portional to the square root of the triplet density when choosing q = 0.5. 
While rubrene’s delayed photocurrent and its saturation behavior were 
initially explained by a different model based on quadratic recombination 
of charge carriers (Najafov et al., 2008), one now sees that that interpreta-
tion must be replaced with the model presented here, based on triplet 
exciton dynamics. In fact, Fig. 12.9 shows the good agreement that exists 
between the predictions from Eqs. 12.15 and 12.16 and experimental results.

12.5 Conclusion

This chapter presented simple models for two dynamic quantities that can 
be measured after impulsive excitation in molecular crystals, the photolu-
minescence and the photocurrent. It reviewed specifi c limiting cases in the 
detection of impulsively created photoconductivity, and discussed the infl u-
ence of singlet exciton fi ssion into triplet excitons and triplet exciton fusion 
into singlet excitons on both photoconductivity and photocurrent. Under 
pulsed conditions, the photoluminescence and photocurrent dynamics 
resulting from singlet–triplet interaction have well-defi ned characteristic 
dependences on the initial photoexcitation density making the effect easily 
recognizable. While the delayed photoluminescence is characterized by 
an initial power-law decay followed by a fi nal exponential decay, the 
delayed photocurrent is characterized by an excitation strength dependent 
build-up that becomes an exponential build-up with a time constant given 
by the triplet lifetime at low excitation densities. Thus, in the presence of 
triplet exciton dissociation there is a one-to-one relationship between the 
fi nal exponential decay of the photoluminescence dynamics and the expo-
nential build-up of a delayed photocurrent observed at low excitation 
densities.
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Abstract: This chapter describes in detail two major techniques used to 
estimate the charge carrier mobility in organic semiconductors: fi eld-
effect transistors (FET) and space-charge-limited current (SCLC) 
measurements. While the calculations using FET structures provide 
details about material properties at the interface with gate dielectrics, 
the bulk-mobility can be extracted from SCLC data. The values of 
mobility obtained from the two methods are often very different due to 
anisotropy arising from molecular packing along various crystallographic 
directions, or as a result of different structure or chemistry of the surface 
versus the bulk. For this reason, these techniques address different 
aspects of the organic solid, thus are complementary.

Key words: organic fi eld-effect transistors (FETs), space-charge-limited 
current (SCLC), mobility, organic semiconductors.

13.1 Introduction

Organic electronics research has thrived and expanded over recent years 
due to its promise to encourage development of products which can com-
plement silicon-based applications with novel functionalities that cannot be 
addressed by silicon technologies. Plastic electronics may perhaps even 
replace silicon when this is economically feasible, in applications that 
operate under modest performance requirements (e.g. tens of kHz). Organic 
semiconductors promise to impact the industry by reduced complexity 
processing, compatibility with arbitrary substrates and great chemical tun-
ability. The seemingly infi nite variety of organic compounds presents 
the prospect of tailoring materials to have any desired properties. Organic-
based applications can thus potentially address a broad market, which 
includes fl exible displays, electronic papers, sensors, disposable or wearable 
electronics, medical applications, and more1–7. There is a tremendous 
excitement in both academia and industry towards the study of organic 
fi eld-effect transistors (OFETs), organic photovoltaics (OPVs), organic 
light-emitting diodes (OLEDs), and sensors. A key parameter in device 
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operation is the fi eld-effect mobility (μ) of the charge carriers within the 
semiconductor layer. In OFETs, for example, μ is the fi gure of merit for 
device quality, with a high mobility being desired to increase the operational 
speed. Mobility is a complex property, as it is dependent on both the 
molecular structure of the organic semiconductor and its microstructure, 
but also the quality of the contacts, interfaces, and other factors of intrinsic 
or extrinsic nature8–17. The highest reported mobilities for organic semicon-
ductors have increased fi ve orders of magnitude in the last 25 years as a 
result of improved knowledge on the factors that govern the transport in 
organic materials and devices3. In spite of this spectacular growth, the 
mobility is still modest (1–10 cm2/Vs)3 and the current state-of-the art per-
formance is still limited to low operation frequencies, 1 MHz being the 
highest reported18. (The operation frequency is directly proportional with 
the transconductance, which in turn is determined by the mobility value, as 
we will show in Section 13.2.2.3) Flexible active-matrix displays or sensor 
arrays, however, require frequencies higher than 10 MHz7.

This chapter will focus on two major techniques frequently used to esti-
mate the charge carrier mobility in organic semiconductors. Mobility calcu-
lations using FET structures are able to provide details about material 
properties at the interface with gate dielectrics. The bulk-mobility can be 
extracted from space-charge-limited current (SCLC) measurements. The 
values of mobility obtained from these two methods are often very different 
due to anisotropy arising from molecular packing along various crystallo-
graphic directions, or as a result of different structure or chemistry of the 
surface versus the bulk13,19–22. For this reason, these techniques address dif-
ferent aspects of the organic solid and thus are complementary.

13.2 Field-effect transistor (FET) measurements

13.2.1 Device structure

The OFET is a three-terminal device (Fig. 13.1), with the three contacts 
being referred to as gate, drain, and source, and an organic semiconductor 
as the active layer. The channel forms at the organic semiconductor/gate 
insulator interface and the electric field applied at the gate electrode deter-
mines the density of the charge carriers accumulated at the interface. The 
current between source and drain (ID) is modulated by the gate-source 
voltage (VGS) and the drain-source voltage (VDS). This offers a great control 
over the electrical conductivity of the channel by tuning the density of 
charge carriers over a wide range. OFETs are referred to as ‘single crystal-
OFETs’ (SC-OFETs) when the active semiconducting layer consists of an 
organic single crystal. If the semiconductor is in a thin-fi lm form, the devices 
are referred to as ‘organic thin-fi lm transistors’ (OTFTs). Generally SC-
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OFETs yield superior performance given the improved order present in the 
channel, and mobilities as high as 10–40 cm2/V s have been reported in 
high-purity organic single crystals19,23,24. In spite of their modest perform-
ance, OTFTs present increased technological appeal due to their reduced 
complexity processing. The use of OTFTs is particularly attractive in con-
junction with solution-based manufacturing techniques. Fast deposition by 
using roll-to-roll processing, inkjet printing or spray deposition25–27 may 
allow their production in large volumes and at low cost per unit area, and 
thus the introduction of the concept of ‘electronics everywhere’28,29. The 
performance of OTFTs has improved signifi cantly since the fi rst reports, 
which date from the 1980s30–32, and fi eld-effect mobilities rivaling hydrogen-
ated amorphous silicon (α-Si:H) – near 1 cm2/Vs – were reported in vacuum 
sublimed33,34 and solution deposited OTFTs35–42.

Several device architectures can be manufactured depending on the 
sequence in which the layers are deposited, as presented in Fig. 13.1a–d. 
Bottom contact, bottom gate structures (Fig. 13.1a) are generally preferred 
for quick screening of newly synthesized organic semiconductor compounds, 
or testing new deposition methods due to their ease of fabrication and the 
minimum processing required on the easily degradable organic layers. Here, 
substrates consisting of gate electrode/gate dielectric/source and drain con-
tacts are pre-fabricated and the organic semiconductor is deposited during 
the last step of the fabrication process. Gold or silver are commonly used 
as contact materials, and SiO2, AlO3, or other inorganic oxides or nitrides 
as gate dielectrics. Their drawback is the high operating voltages (>20 V) 

(a)

(c) (d)

Organic semiconductor

Organic semiconductor

Organic semiconductor

Organic semiconductor

Source

Source

Source

Source

Drain

Drain

Drain
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Gate dielectric
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13.1 Cross-section of FET structures. Each layer is represented in a 
different shade. (a) Bottom-gate, bottom contacts FET. (b) Top-gate, 
bottom contacts FET. (c) Bottom-gate, top-contacts FET. (d) Top-gate, 
top-contacts FET.
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that they require due to the thickness needed in order to minimize the 
leakage currents. Replacing these dielectrics with molecular self-assembled 
monolayers (SAMs) allows demonstration of high-mobility TFTs that 
operate with supply voltages lower than 2 V34,43. The choice of dielectrics is 
important not only in dictating the operating voltages, but also in modulat-
ing the fi eld effect mobility of the OFETs by the polarization effects that 
they may introduce at the interface with the organic semiconductors11,44. By 
increasing the dielectric constant of the gate dielectric material, the dielec-
tric polarizability increases, resulting in formation of Fröhlich polarons. This 
polaronic coupling induces scattering events in the transistor channel, thus 
reducing mobility11,44.

Theoretical calculations and several experimental reports predict that 
structures in Fig. 13.1b and c may allow for superior device performance 
as a result of less severe contact effects10,45–47. Indeed, measurements per-
formed on OFET structures consistent with Fig. 13.1b, with Cytop gate 
dielectric, demonstrated low hysteresis and mobilities as high as 2.4 cm2/
Vs48–50. Fabrication of FETs with top contacts presents manufacturing chal-
lenges related to the degradation of the organic semiconductors upon their 
exposure to high-energy metal atoms when methods such as e-beam or 
thermal evaporation are used. Nevertheless, several reports show good 
electrical properties in devices of Fig. 13.1c10,51. A recently developed soft-
contact deposition method called ‘fl ip-chip lamination’ may allow for 
further progress in development of top-contact OFETs52,53. Mobilities as 
high as 8 cm2/Vs were reported in transistors of Fig. 13.1d fabricated on 
rubrene single crystals with parylene top-gate insulator54. Top-gate TFTs 
(Fig. 13.1b and d) also offer encapsulation of organic layer by the gate 
dielectric and gate electrode, therefore improving environmental 
stability.

13.2.2 Device operation

The operation of an OFET is signifi cantly different from that of a silicon 
metal oxide semiconductor fi eld-effect transistor (MOSFET), which oper-
ates in inversion mode. In Si MOSFETs the regions adjacent to the source 
and drain contacts are heavily doped, and consequently a fl ow of minority 
carriers is induced to form the ID current55. OFETs work on intrinsic semi-
conductors and operate in accumulation mode. Here the transistor channel 
forms in the organic semiconductor at its interface with the gate insulator 
as follows: holes are accumulated when a negative VGS is applied (p-type 
conduction), and electrons when a positive VGS is applied (n-type conduc-
tion). The type of conduction originates from the intrinsic properties of the 
semiconductor and from the choice of the contact material, as will be 
described in Section 13.2.3. Organic semiconductors are predominantly 
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p-type3,26,42,56–59, and only a few n-type conductors have been discovered41,60–64. 
Ambipolar FETs operate in both voltage regimes, and were demonstrated 
on donor-acceptor blends65,66 or alternating layers67,68, and in a limited 
number of small-band gap organic semiconductors capable of transporting 
both electrons and holes69–71.

The device is active (a drain current is formed) when the gate voltage 
value exceeds the value of the threshold voltage (VT). Nevertheless, even 
at lower gate voltages, a small current is present as a result of diffusion of 
charge carriers due to their thermal energy. The ‘sub-threshold regime’ is 
quantitatively characterized by the subthreshold swing, S. S can be deter-
mined by taking the inverse of the slope of the log (ID) versus VGS curve 
– subthreshold slope (Fig. 13.2a, right axis, see dashed lines for the slope) 
in the subthreshold regime:

S
V

I
= ∂

∂
GS

D(log )  
[13.1]

The subthreshold swing quantifies the speed with which the device turns 
on (the increase in ID with VGS), with a low value corresponding to better 
device performance. Values of 0.88 V/dec were estimated in pentacene 
TFTs on Cytop dielectric72 and 0.1 V/dec with a SAM dielectric34. In single 
crystal FETs typical values are 0.3–0.5 V/dec54,56,72,73. As the subthreshold 
swing is determined by the quality of the insulator/semiconductor interface, 
this parameter allows for estimation of the interface trap density (Ni) from 
OFET data by using eq. 13.255:
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13.2 Electrical characteristics of organic FETs: (a) evolution of the 
drain current ID with the gate voltage in the saturation regime. (b) 
Evolution of the drain current ID with the drain voltage VDS for various 
gate voltages, VGS.
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Here k is Boltzmann’s constant, e is the elementary charge and Ci is the 
gate dielectric capacitance per unit area. For SiO2, for example, the number 
of traps at the organic/dielectric interface can be mitigated by chemically 
treating this surface with SAMs of organic trichlorosilanes prior to the 
deposition of the semiconductor. As a result, a higher mobility and less 
hysteresis in the I–V characteristics are generally obtained58,61,74,75.

In the operation of a FET, two regimes can be distinguished. In the linear 
regime (VDS << VGS − VT, Fig. 13.2b), the device acts as a gate voltage-
controlled variable resistor: the source-drain current (ID) increases with the 
applied VDS voltage, following the expression in eq. 13.3:

I
W
L

C V V V
V

D i GS T DS
DS= − −⎡

⎣⎢
⎤
⎦⎥

μ ( )
2

2  
[13.3]

Here W and L are the channel length and width respectively. At higher VDS 
(VDS >> VGS − VT, Fig. 13.2b), a depletion area forms at the drain contact. 
Beyond this point, called ‘pinch-off’, the transistor operates in the saturation 
regime (Fig. 13.2b), and ID varies quadratically with the gate voltage (eq. 
13.4):
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2
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[13.4]

It can be observed from eq. 13.3 and 13.4 that in OFETs the drain current 
is controlled by the applied gate-source voltage. This is quantitatively 
described by the transconductance gm:

g
I

V
Vm

D

GS
DS= ∂

∂  
[13.5]

The transconductance is determined from the transfer characteristics of a 
device, at constant VDS (Fig. 13.2a). An increase in the drain current ID with 
increased negative gate-source voltage VGS is a signature for a hole-trans-
porting organic layer. For an electron-transporting material the drain current 
increases when a positive gate-source voltage is applied, and for the case of 
ambipolar transport the current is increased for both positive and negative 
voltages. Figure 13.2a represents typical transfer transistor characteristics in 
the saturation regime of an OFET fabricated on an organic single crystal at 
the surface of octyltrichlorosilane (OTS) treated SiO2 gate dielectric, with 
bottom Au contacts (Fig. 13.1a)58. Following eq. 13.3 and 13.4, the fi eld-effect 
mobility μ can be calculated from the slope of the ID vs VGS in the linear 
regime, and (ID)1/2 vs VGS (curve in open circle in Fig. 13.2a) in the saturation 
regime respectively, using the following expressions:
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[13.6]
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The intercept of this slope with the VGS axis allows for determination of 
VT, with a threshold voltage near zero being desired to minimize the power 
consumption. Increased negative or positive VT indicates the presence of 
trapping or doping effects, respectively, in the transistor channel. A VT shift 
may also be created during device operation as a result of interaction with 
the environment or bias stress effects. These effects may be of irreversible 
or (partially) reversible nature14,76.

13.2.3 Contact effects

Generally, calculations using the expressions for the linear regime (eq. 13.6) 
yield lower mobility values than those extracted from eq. 13.7, correspond-
ing to the saturation regime. This originates from the critical effect that the 
contact resistance has on the device properties, pointing to the fact that the 
mobility extracted from the current–voltage characteristics is a device prop-
erty rather than an intrinsic property of the organic semiconductor material. 
The electrode material is generally chosen so that the energy level of the 
metal work-function aligns reasonably well with the highest occupied 
molecular orbital (HOMO) of the organic semiconductor for p-type con-
duction and the lowest unoccupied molecular orbital (LUMO) for n-type. 
The contact material is in direct contact with the organic semiconductor, 
to form a Schottky contact. It is not always straightforward, however, to 
choose the proper electrode material. A monotonic relationship between 
the contact work-function and resulting device performance has not been 
established, due to the very complex phenomena that occur at the metal/
organic interface. For example, in addition to the Schottky barriers and 
interface dipoles which form at these interfaces, the position of the HOMO 
and LUMO levels changes slightly with molecular orientation, which in turn 
is highly dependent on the processing details (surface energy, solvent, depo-
sition method, etc.)8,77–79. For this reason, it is diffi cult to relate the metal 
work-function with the organic semiconductor HOMO/LUMO levels 
determined by cyclic voltammetry (CV) or ultraviolet photoelectron spec-
troscopy (UPS), and to subsequently provide working schemes for contact 
choices.

The parasitic contact effects limit the device performance and become 
more severe with decreases in channel length and for materials with higher 
intrinsic mobility, where the contact resistance becomes comparable with 
the channel resistance. They can yield non-ideal I-V characteristics, reduced 
mobility, increased threshold voltage, and sometimes a lack of current satu-
ration in the output characteristics (Fig. 13.2b) and current saturation in the 
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transfer characteristics (Fig. 13.2a). Reducing contact effects is recognized 
as one of the most stringent problems in present organic semiconductor 
research as, for example, OTFTs are operated in the linear regime in appli-
cations such as active matrix displays. Intense effort dedicated to under-
standing and minimizing these effects includes scanning potential imaging 
studies, investigations focused on gated transmission line model and gated-
four-terminal test structures, and capacitance–voltage measurements54,80–88. 
Exceptionally low contact resistances, of the order of 10–100 Ω cm were 
achieved in electrolyte-gated OTFTs and single crystal transistors89,90. It is 
worth noting that there is an increasing effort biased towards replacing 
traditional metal electrodes with alternative materials such as reduced 
graphene oxide91 or carbon nanotube arrays92.

OFETs represent, on one hand, powerful tools to investigate electrical 
properties of organic semiconductors, with great control of the charge 
carrier density. On the other hand, the OTFT technology may offer a viable 
approach to low-cost fl exible electronics industry. For this reason, it is criti-
cal that improvements in device performance are implemented without 
compromising the cost-effi ciency and ease of manufacturability.

13.3 Space-charge-limited current (SCLC) 

measurements

13.3.1 Phenomenological description of SCLC

SCLC theory was developed in 1940 by Mott and Gurney for single carrier 
injection in a trap-free insulator93, modifi ed by Rose and Lampert for an 
insulator with localized trapping states in the gap94,95, and fi rst used on 
organic crystals in 1962 by Helfrich and Mark96. Since then, this method was 
adopted for measurements in a wide variety of organic crystalline and 
amorphous semiconductors13,54,97,98.

In SCLC measurements, an organic material of thickness L is sandwiched 
between two contacts (Fig. 13.3a), and the evolution of the current with the 
applied voltage is recorded. Three regimes can be distinguished, as can be 
observed in Fig. 13.3b, where the current density, J, is plotted versus applied 
voltage, V. At small electric fi elds (low V), the transport is ohmic, and the 
current increases linearly with the voltage: J α V. It is consequently named 
the ohmic regime. At higher fi elds the current becomes space-charge limited, 
which is refl ected in a quadratic dependence on the applied voltage, J α V2, 
as will be demonstrated later. In the first part of the SCLC regime, a fraction 
of the injected carriers is trapped and the steady-state SCL current is 
reduced by a factor θ, which, in a simplifi ed picture, represents the ratio 
between the number (concentration) of free (nf) and total (ntot) charge car-
riers present in the solid. Nevertheless, θ may present more complicated 
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dependencies on the applied voltage, device geometry, spatial and energetic 
distribution of traps, and more. As the voltage increases, the Fermi level 
moves towards the semiconductor valence band for the case of p-type con-
duction, or the conduction band for the case of n-type conduction and traps 
are gradually fi lled, yielding an increase in the density of free charge carri-
ers. At the trap-fi lling limit voltage (VTFL) all traps are fi lled (θ = 1) and the 
current rises abruptly. After this point, the system is in the SCLC trap-free 
regime. The transition point is determined by the density of trapping states 
and the current can sometimes increase by orders of magnitude for solids 
with a high density of traps. The value of the VTFL contains important infor-
mation about the concentration of traps, Nt, as the two quantities are related 
via a very simple expression:

N
e

V
L

t
r TFL≅ ε ε0

2
 

[13.8]

where ε0 is the permittivity of free space, and εr the dielectric constant of 
the semiconductor. Note that Nt represents the volume concentration of 
traps, which is an intrinsic property of the organic semiconductor, while Ni 
from eq. (13.2) quantifi es the surface trap densities at the organic semicon-
ductor/dielectric interface.

The mobility estimated from the trap-free SCLC regime represents the 
intrinsic mobility of the material, as it will be discussed later. Using this 
model, trap densities as low as 1.74 × 1011 cm−3 and a mobility of 35 cm2/Vs 
were estimated in ultra-pure pentacene single crystals13.
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13.3 (a) Schematic representation of the capacitor-type confi guration 
used for development of SCLC theory. (b) Current density (J) versus 
applied voltage (V). The ohmic, SCLC and SCLC-trap-free regimes are 
indicated.
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13.3.2 Mathematical description of SCLC theory

The current in an organic solid is determined by the intrinsic properties of 
the material as well as the carrier concentration gradients, which are strongly 
dependent on the trap density of states (trap DOS). Several assumptions 
are made in developing the SCLC theory:

• Unipolar, 1-dimensional current fl ow: The charge carriers are injected 
from the contact placed at position x = 0 and collected at the contact 
placed at x = L. The case of hole-transport will be discussed here, but 
the electron-transport model is similar.

• The contacts are ohmic: they represent an infinite source of charge carri-
ers. Ohmic contacts yield an ohmic regime at low applied voltage (Fig. 
13.3b). Deviations from a slope of 1 in the double logarithmic plot of J 
versus V at low voltages are a clear indication that the contacts are not 
ohmic. In polycrystalline and amorphous silicon TFTs, for example, 
ohmic contacts are obtained by selective contact doping. Achieving 
ohmic injection in organic TFTs is not trivial, although attempts of 
contact doping were reported50,99. Here Schottky contacts are generally 
formed. This limits the use of SCLC model to a very few systems, where 
ohmic contacts are achieved13,100,101.

• Only the drift component of the current is considered, and the diffusion 
current is neglected:

J x e n x E x( ) ( ) ( )= μ f  [13.9]

where J(x) and E(x) represent the local current density and electric fi eld 
respectively, at distance x from the injecting electrode, nf(x) is the local 
density of free charges and μ the bulk mobility.

• The mobility of free charge carriers is independent of the magnitude of 
the applied electric field. The dependence of mobility of the applied fi eld 
originating from effects such as Poole–Frenkel is generally very small102, 
and thus here is ignored for simplicity.

• All traps are homogeneously distributed in space and correspond to 
one discrete energy level. Note that in a wide variety of systems, an 
exponential or Gaussian distribution of trapping states has been 
reported103,104.

• The density of free charge carriers (nf) follows Boltzmann statistics (eq. 
13.10), and the density of the trapped (localized) carriers (nt) follows the 
Fermi–Dirac statistics (eq. 13.11). The free and trapped charge carriers 
are in equilibrium under SCLC fl ow, in the dark, and the photo-effects 
are not considered.
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Here NV represents the effective density of states in the valence band, EF 
is the Fermi level, Ei is the trap energy, h(E) describes the energetic distri-
bution of localized states, and k is Boltzmann’s constant.

The expression for the SCLC current–voltage characteristics is obtained 
by combining the continuity equation (eq. 13.9) with Poisson’s equation 
(eq. 13.12):
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[13.12]

where E(x) is the local electric fi eld, and ntot, nf, and nt are the total, free 
and trapped space charges at position x. The expression for the current as 
a function of position becomes:

J x E
E
x

( ) = μθε ε0 r
d
d  

[13.13]

By integrating eq. 13.13 across the organic material, and using the bound-
ary conditions described earlier, an expression for the density of current 
versus electric field is obtained (eq. 13.14). This equation represents the 
mathematical formulation of Mott–Gurney law:
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[13.14]

A current–voltage response J α V2 in the SCLC regime, corresponding 
to eq. 13.14, was reported in pentacene single crystals and anthradithiopene 
fi lms13,105. In the case of pentacene, for example, a unique discrete trap-state 
originated from the presence of pentacenequinone impurity molecules. In 
general, the localized states (traps) in the gap are generated by crystal 
defects, impurities, or thermal molecular motion11,13,15,17,56,101,106. Extended 
defects, such as edge dislocations or screw dislocations may also modify the 
available energy levels in their vicinity, often leading to the presence of 
vacant orbitals in the band gap. Regardless of their origin, the traps are 
characterized by their energies, with the shallow traps being positioned 
closer to the band-edge and the deep traps extending into the gap.

If discrete trapping energies separated by an energy barrier greater than 
kT are present, or if the trap energies follow more complicated distribu-
tions, the current–voltage characteristics will deviate from a J α V2 to a J α 
Vn dependence, with n > 294,107. The faster increase in current as a function 
of voltage for the case of traps distributed in energy compared to single 
trap case described in SCLC originates from the differences in the shift in 
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Fermi level, which is proportional to the space charge that is in turn, pro-
portional to the applied voltage. For this reason, the shape of the I-V curve 
can offer important details about density of trap states in the band-gap of 
an organic semiconductor. The trap density of states in the band gap of 
small-molecule organic semiconductors was estimated by Kalb et al. from 
temperature-dependent space-charge-limited current measurements100,101.

13.3.3 SCLC – the case of planar contacts

While the Mott–Gurney theory presented in eq. 13.14 describes the current–
voltage characteristics for the 1D case of a sandwich-type contact geometry 
(Fig. 13.3a), Geurst analyzed the 2D case of SCLCs in thin-fi lms with copla-
nar contacts and negligible thickness (Fig. 13.4a)108. In the latter model, the 
current I depends quadratically on the applied voltage V, which is similar 
to Mott–Gurney theory, but inversely proportional to L2, as compared with 
L3 present in the 1D model:

I
V
L

= 2
0

2

2π
ε ε μr

 
[13.15]

The Mott–Gurney and Geurst models describe the two limiting geometries 
to evaluate the mobility from SCLC measurements and do not provide a 
solution for the case of a thin fi lm with a well-defi ned thickness, h, which is 
in the order of the electrode separation length, L. It was further 
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13.4 (a) Schematic representation of coplanar electrode confi guration, 
with L being the contact separation and h the crystal thickness. (b) 
Current versus the ratio of the electrode distance L with respect to the 
crystal thickness h at constant bias. The lines are guides for the eyes 
and correspond to 1D model (slope −3) and 2D model (slope −2) 
respectively. The inset shows the derivative d(logI)/d(logL) versus L/h. 
Reproduced with permission from Ref. 109.
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demonstrated experimentally that for planar contacts with short electrode 
separation, the space charge is confined to the in plane longitudinal direc-
tion of the applied fi eld and the system responds to Mott–Gurney model. 
When L becomes much larger than the crystal thickness (L >> h), the trans-
verse component of the electric field dominates and Geurst model is more 
appropriate109. The transition from a 1D to a 2D space-charge-limited con-
duction takes place gradually, as L/h increases (Fig. 13.4b).

The charge transport in organic semiconductors at high voltages is limited 
by the emergence of space charges. SCLC measurements may serve as a 
sensitive tool for simultaneously estimate the intrinsic bulk mobility μ and 
the bulk density of traps Nt in an organic semiconductors. The challenges 
come from the diffi culty in establishing ohmic contacts and the high volt-
ages generally required in order to access the trap-free regime necessary 
for mobility determination.

13.4 Future trends

The measurement of conductivity in organic semiconductors can offer 
insights into the relevant physical processes that govern the electrical con-
duction in this fascinating class of materials. This knowledge may accelerate 
the needed improvements in performance, a critical step before the migra-
tion of organic-based devices from a laboratory effort to a viable technol-
ogy. Strategies for improving the mobility include design and synthesis of 
new materials38,60,63,110–114, thin-fi lm microstructure control by careful process-
ing8,9,115, but also device scaling to reduce the parasitic effects at contact 
overlap3. Equally important is achieving this improved performance while 
maintaining or optimizing the cost, and even allowing other advantages, 
such as large-area electronics27,116.
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Charge transport features in disordered 
organic materials measured by time-of-
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Abstract: In conjunction with various photophysical processes the charge 
transport largely determines the performance of electronic devices. In 
the past a vast number of techniques have been used to study transport 
in various types of semiconductors. Although some techniques are 
relatively simple to use, the interpretation of results is not so 
straightforward. Therefore, it is important to understand the limitations 
and applicability of these techniques when measuring the charge carrier 
mobility and recombination. In this work, the most commonly used 
charge transport techniques are presented. The advantages and 
disadvantages of time-of-fl ight (TOF), xerographic discharge (XTOF) 
and charge extraction by linearly increasing voltage (CELIV) techniques 
are discussed in detail. Various possible and technique-specifi c 
experimental conditions are used to demonstrate the quirks of each 
technique. It is shown how experimental data obtained using these 
techniques represent the charge carrier transport and how the results 
compare. Dispersive charge transport models in the framework of 
Gaussian density-of-states are used to explain the observed features of 
charge transport in disordered organic semiconductors.

Key words: charge transport, charge carrier mobility, time-of-fl ight 
(TOF), charge extraction by linearly increasing voltage (CELIV), 
organic semiconductors.

14.1 Introduction

In general, organic electronics has created immense academic interest due 
to its unlimited and fl exible molecular engineering possibilities, allowing 
new organic materials with tailored physical properties to be synthesized 
[1, 2]. The constituent molecules of organic semiconductor materials are 
kept together mainly by weak van der Waals interactions, where electronic 
transfer integrals are expected to be small, electron–phonon coupling and 
carrier scattering is strongly pronounced, where π-electron delocalization, 
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inter-chain interaction, band gap, carrier density, extent of disorder, fi lm 
morphology, and device processing conditions determine the electrical and 
optical properties [3]. Understanding of the basic transport mechanisms in 
this special class of electronic materials is not only of fundamental academic 
interest, but also carries great technical relevance in that more professional 
knowledge may help to increase transport effi ciency with the consequences 
of increased device speed, reduced power and heat losses in such promising 
fi elds as organic light-emitting diode (OLED) displays, organic fi eld-effect 
transistor (OFET) used in integrated circuits, or photovoltaic cells [4]. Elec-
tron and hole mobilities are the fundamental parameters determining the 
charge transport phenomena in semiconductors. Typically, hopping-type 
transport within localized density of states (DOS) is observed in disordered 
organic semiconductors [5]. In hopping transport, mobility should be ther-
mally activated, whereas in band transport in inorganic crystals, in contrast, 
carrier mobility follows the opposite temperature dependence, e.g. decreases 
with rising temperature [5, 6].

The most popular techniques used in the past to experimentally measure 
the charge carrier mobility in various semiconductors are:

• Hall effect (magneto-resistance, cyclotron resonance) [6]
• fi eld-effect-transistor (FET) measurements [6]
• steady-state and transient space-charge-limited-current (SCLC) 

methods [7]
• time-of-fl ight (TOF) [8, 9]
• xerographic discharge time-of-fl ight (XTOF) [10–12]
• charge extraction by linearly increasing voltage (CELIV) technique [13, 

14]
• charge extraction with applied voltage techniques [15, 16]
• transient electroluminescence [17, 18]
• impedance spectroscopy [19, 20]
• pulse-radiolysis time-resolved microwave conductivity [21]
• Auston–Switch photoconductivity [22]
• conductivity/concentration method [23, 24]
• surface acousto-electric traveling wave (SAW) [25, 26]
• Photoinduced transient stark spectroscopy [27]

Each of the above methods has its advantages and disadvantages. The Hall 
effect is a classic technique used to study the charge transport and fi lm 
conductivity of inorganic semiconductors; however, it is not suitable for low 
conductivity (as well as low-mobility) disordered organic materials due to 
experimentally diffi cult to register low Hall voltages. TOF and XTOF tech-
niques have been widely used to study various semiconductors, while special 
attention has been paid to organic materials suitable for xerography. 
However, this technique has a number of limitations and requirements for 
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studied fi lms (as discussed in the following section) which often render this 
technique inapplicable to low-mobility semiconductors with strongly pro-
nounced dispersive (time-dependent) transport. CELIV, as a relatively 
novel technique has shown great promise in being able to reliably charac-
terize charge transport and recombination processes in a very broad range 
of semiconductors; however, lately it has been shown that the interpretation 
of CELIV transient signals is not straightforward, requiring adequate cor-
rection factors and experimental conditions to be taken into account. The 
FET technique is very widely used to measure the carrier mobility at the 
interface between the semiconductor and dielectric, where the interface 
properties often determine the charge transport, in contrast to bulk trans-
port properties of the fi lms [28]. Since it is a steady-state measurement 
technique, the amount of trapped charge must be taken into account in 
order to correctly estimate the carrier mobility. Similar problems arise with 
SCLC (Mott’s law) and other steady-state measurement techniques, while 
transient methods usually have the great advantage of being able to probe 
the dynamics of carrier trapping if it is present. Many other techniques have 
been reported in the literature that are able to determine the charge carrier 
mobility, but they fall outside the scope of this chapter.

This review is on different experimental methods, namely TOF, XTOF 
and CELIV, that have been widely used in the past to directly measure 
charge carrier mobilities in organic semiconductors. The advantages and 
disadvantages of discussed techniques are specifi ed. As an outcome of each 
presented technique, typical experimental results of charge transport in 
disordered organic materials are highlighted.

14.2 Measurement techniques

14.2.1 TOF technique

Since the work of Spear, Leblanc, and Kepler, TOF measurements have 
been routinely used to determine the mobilities of photogenerated charge 
carriers in crystalline and disordered, organic and inorganic semiconductors 
[29–31]. In the TOF method, the sample is irradiated by a short light pulse, 
and a current transient signal arising from the photogenerated charge car-
riers moving in the applied electric fi eld is monitored as a function of time. 
The current transients in disordered organic materials typically show 
various levels of dispersion as compared to non-dispersive signals in pure 
crystalline semiconductors [32]. The dispersion implies that the photocur-
rent is non-constant and it decays prior to transit time (as would be expected 
for a sheet of charges propagating with constant velocity), and the spread 
of arrival times is much broader than expected from the Einstein relation 
between mobility and diffusion. It is generally agreed that dispersive trans-
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port arises from wide variations in site-to-site hopping rates, which is caused 
by spatial (off-diagonal) and/or energetic (diagonal) disorder [5]. If charge 
transport is strongly dispersive it cannot be measured by TOF because of 
the absence (or diffi culty in resolving) of the transit time kink in the photo-
current decay.

A schematic TOF circuitry, timing diagram, and transport of photogen-
erated charge carriers inside the fi lm are shown in Fig. 14.1. The transport 
of photogenerated charge carriers in the applied electric fi eld creates a 
time-dependent photocurrent in the external circuit which is measured as 
a voltage drop over the load resistance (Rload) of the oscilloscope.

The necessary conditions for TOF techniques to be applicable may be 
summarized as follows [33, 34]:

• Light absorption depth αd >> 1, charge carriers shall be generated at 
the surface of the fi lm. Typical TOF measurements are taken at low light 
intensities where the thin sheet of photogenerated carriers (αd >> 1) is 
transported through the fi lm with thickness d under an applied external 
voltage U. When the packet of charge carriers reaches the opposite 
contact the photocurrent drops forming a characteristic kink at time 
equal to transit time ttr which is observed in the oscilloscope, as seen in 
Fig. 14.1. The charge carrier mobility is then estimated μ = d2/ttrU.

• Duration of excitation tlaser < ttr, the duration of photogenerating pulse 
must be shorter that carrier transit time.

• Dielectric relaxation time τσ > ttr, and tdel < ttr. The laser pulse is applied 
after some delay time (tdel) to photogenerate the charge carriers in the 
fi lm. The use of the voltage pulse instead of constant applied voltage is 
important when studied fi lms have slight intrinsic conductivity, because 
it is important to ensure that tdel is much shorter than dielectric relaxa-
tion time (τσ = εε0/σ), otherwise the applied external electric fi eld will 
be screened by thermally generated charge carriers in the fi lm and the 
transport of photogenerated carriers will be hindered.

• The carrier lifetime τ > ttr, otherwise moving carriers will disappear 
during transport.

Two boundary cases for light intensity can be distinguished in TOF experi-
ment: low intensity (small amount of charge carriers compared to charge 
carriers stored on the contacts CU, Q0 < CU), when an externally applied 
electric fi eld inside the fi lm is disturbed only fractionally and high light 
intensity, when the applied external electric fi eld is completely screened by 
charge carriers inside the fi lm. Typically, the small charge mode is used, 
when Q0 << CU. In this case the photo-injected charge Q0 does not perturb 
the applied electric fi eld ensuring the small signal condition, where C is the 
sample capacitance. However, high light intensity TOF is also possible, 
when the large amount of photogenerated carriers disturbs the external 
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applied electric fi eld, the charge carrier transit time becomes shorter (tcusp 
= 0.8 ttr) than the small charge transit time. Additional information about 
the charge carrier recombination can be accessed using high light intensity 
is used in TOF, because a high-intensity laser photogenerates a large amount 
of charge carriers inside the fi lm (Q0 >> CU), creating a large reservoir of 
charge carriers inside the fi lm which further recombine during extraction. 
At these high concentrations the recombination dynamics is typically deter-
mined by bimolecular carrier recombination [35].

In Fig. 14.2(I) ideal schematic TOF transients are shown for different 
light intensities without accounting for trapping, diffusion and recombina-
tion during transport. Typical small charge current (SCC) at low light inten-
sity, space charge perturbed current (SCPC) at moderate intensity, when 
Q0 = CU and space charge limited current (SCLC) at high intensity shows 
three distinguishing cases of the current transients. SCPC transients are 
typically recorded in low mobility materials, where Langevin bimolecular 
recombination dominates. The extracted charge will saturate as a function 
of light intensity to a value stored on the electrodes simply due to fast 
bimolecular recombination which empties the excess photogenerated 
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14.1 Experimental TOF setup with pulse timing. Reprinted with 
permission from [49].
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charge carriers in the reservoir during extraction, since only approximately 
CU can be extracted per transit time (space charge limited current condi-
tion). SCLC transients with a second extraction kink (te) are only possible 
when non-Langevin charge carrier bimolecular recombination is present 
in studied material. In this case, the excess photogenerated charge will 
recombine as fast and it will be extracted at time (te), which is much longer 
than the transit time (ttr) and should not be confused with it, as seen from 
Fig. 14.2(I).

Depending on the capacitance of the studied devices and total load resist-
ance, TOF can be done in either typical differential mode (RC << ttr) or in 
integral mode, but the transient signals in the latter mode do not show the 
kink at transit time, therefore result interpretation is not as direct, as shown 
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14.2 (I) ideal TOF transients without carrier recombination for different 
laser light intensities, demonstrating typical small charge mode (low 
light intensity, Q0 < CU), space charge perturbed mode (moderate 
light intensity, Q0 ≈ CU), and space charge limited mode (high light 
intensity, Q0 > CU) current transients. The reservoir extraction time te 
(note that it is only present in non-Langevin carrier bimolecular 
recombination case) is much larger than carrier transit time ttr or tcusp. 
The extracted charge will also exceed CU value. (II) Small charge 
mode TOF transient current (I-mode) and voltage (V-mode) waveforms 
showing effect of trapping and detrapping: (a) no trapping, (b) 
trapping no detrapping, (c) trapping and detrapping. Reprinted with 
permission from [12].
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for small signal TOF transients in Fig. 14.2(II). Charge carrier trapping and 
recombination infl uence the TOF transient photocurrent signal as well. In 
the presence of trapping some of the carriers are removed from the transmit-
ting charge sheet by trapping. If carrier transport involves trapping and 
detrapping of the injected charge, the waveforms in this case will have two 
prior and post-transit time components, called the fast and slow components 
respectively. The fast component is associated with the drifting of the charge 
sheet and the slow component, which has a longer time constant, corresponds 
to one or more trapping and detrapping events occurring during the transit.

14.2.2 XTOF

XTOF was successfully carried out and developed at the IBM Research 
Laboratories [10] as well as at Xerox [36, 37]. It is a very useful non-
destructive method of investigating charge carrier photogeneration effi -
ciency and transport properties of photoreceptors used in printers [38]. It 
can be conveniently employed in parallel with the conventional xerographic 
measurements for photoreceptor characterization [12]. While a TOF experi-
ment requires the sample preparation with blocking electrodes, there is no 
such requirement in XTOF measurements, which can sometimes be a great 
advantage. Also, this technique is useful when the high threshold for electric 
breakdown of the fi lms is required in order to measure the charge 
transport.

Figure 14.3(II) shows a schematic XTOF experimental setup to demon-
strate the essence of the technique. The fl oating surface of the sample 
resting on an earthed electrode is charged in the dark by a corona charging 
device. How well the sample is charged depends upon several variables, the 
most important of which are:

• the magnitude of the corona-produced current;
• the amount of this current reaching the sample surface; and
• the uniformity with which the charge is deposited on the sample surface.

A well-designed corona device should both charge the sample to any pre-
selected voltage and evenly distribute the charge over the fl oating surface, 
and should do so consistently for a long period of time. Schematic sketches 
of three corona devices are shown in Fig. 14.3(a).

Once the sample under test is charged, its exact potential at various stages 
of the experiment may be required. These are as follows:

• The initial voltage of the sample for calculation of drift mobility.
• The sample voltage after optical excitation. When this is subtracted 

from the initial voltage, it provides an estimate of total charge injected 
into the sample.
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For the measurement, a short pulse of strongly absorbed light is used to 
generate a thin sheet of electron–hole pairs near the surface of the sample. 
As in TOF, the wavelength of the light is chosen so that the absorption 
depth is smaller than the thickness of the sample. The charge injected into 
the sample induces a surface voltage change which is detected by a circular 
metallic loop positioned above the fl oating surface of the sample. The 
current in the external circuit can be further amplifi ed before being dis-
played on the oscilloscope.
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14.3 (I) Schematic sketches of different corona devices. 
(II) Xerographic time of fl ight experiment for the determination of 
drift mobility in high resistivity semiconductors. Reprinted with 
permission from [12].
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For the special case shown in Fig. 14.3(I), the electrons neutralize some 
of the positive charges on the surface, whereas holes move towards the 
conductive substrate under the infl uence of the applied fi eld. The typical 
TOF transient current that is monitored via a rear electrode contains infor-
mation on fl ight times of the photo-injected charge carriers in the sample 
and, hence, on mobility. The theory involved in the interpretation of the 
XTOF transient signals is the same as that for TOF.

14.2.3 CELIV technique

The CELIV technique was suggested by G. Juška [13, 14]. Previously, it has 
been used to study the charge carrier drift mobility in microcrystalline solar 
cells, because TOF is not applicable due to high sample conductivity. Results 
obtained by using the CELIV technique were found to be in a good agree-
ment with TOF and other techniques [39, 40]. In the past it was shown that 
the CELIV technique was suitable to measure the mobility and density 
relaxation in π-conjugated polymers and other organic semiconductors 
[41–45]. Also, the CELIV technique is less susceptible to dispersive trans-
port which often makes it the only applicable technique for charge trans-
port studies in strongly disordered organic materials [46–53]. Another 
advantage of CELIV is that fi lms with any conductivity (or equilibrium 
charge carrier concentration) can be measured as opposed to TOF as dis-
cussed in the above section.

The experimental setup in the CELIV technique is the same as in TOF. 
CELIV measurements are performed in the low RC regime, e.g. ttr >> RC. 
A signifi cant advantage of the CELIV technique is that it makes it possible 
to directly and simultaneously measure the charge carrier mobility and 
concentration as a function of time, electric fi eld and temperature [54]. 
Lately it has been shown that a proper correction factor must be used in 
order to correctly estimate the photogenerated charge carrier mobility [14]. 
This is especially pronounced at high carrier concentrations (so that the 
total photogenerated charge Q0 is higher than CU) and it strongly depends 
on the depth of carrier photogeneration arising in the fi lms with various 
thickness or light absorption coeffi cient.

A schematic timing diagram of the applied voltage pulse and current 
response is shown in Fig. 14.4. A linearly increasing voltage pulse with the 
slope A = Vmax/tpulse is applied to the sample to extract the equilibrium 
charge carriers. The charge carriers inside the fi lm can also be photogen-
erated by a light pulse (sometimes called photo-CELIV technique). Then, 
the photogenerated charge carriers are extracted by the linearly increasing 
voltage pulse after some delay time tdel. At the beginning of the CELIV 
current transient a differentiating RC circuit current density step j0 is seen 
(Fig. 14.4). The following current increase Δj is related to the conductivity 
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current caused by the transported charge carriers in the fi lm. The current 
continues to increase as the voltage increases until the charge carriers are 
extracted from the fi lm and the current drops down to the capacitive step. 
In practice, if the duration of the applied triangle voltage pulse tpulse is not 
long enough, then there might be some carriers left in the fi lm and the 
current will end at a higher level than the capacitive step.

14.3 Experimental results of charge carrier 

mobility determination

14.3.1 Electric fi eld and temperature-dependent carrier 
mobility measured by TOF

Figure 14.5(I) shows experimentally measured TOF photocurrent transients 
at various applied voltages and various temperatures (at 293K, 180K, and 
120 K) in the purifi ed regioregular P3HT. The transit time is seen to increase 
by approximately 3 orders of magnitude upon cooling to 120 K, as well as 
shifting with applied voltage, confi rming that the kink represents the arrival 
of the carriers to the opposite electrode and therefore it can be used for 
determination of charge carrier drift mobility. As can be seen from the 
plateau of current transients and rather short post-transit time decay, the 
photocurrent transients are non-dispersive at room temperature, but gradu-
ally become more dispersive at lower temperatures. Dispersive transport 
occurs if the mean hopping rate of the charge carriers decreases as a 
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function of time [32, 55]. Dispersive transport has been observed in conju-
gated polymers probed by impedance spectroscopy [56] and a transient 
electroluminescence technique [57]. Since the energy relaxation of the 
charge carriers is faster at higher temperatures, the photocurrent transient 
settles to a plateau, indicating that non-dispersive transport has been reached 
prior to the arrival of the charge carriers at the exit electrode. The time to 
reach quasi-equilibrium, however, increases faster than the transit time with 
decreasing temperature; therefore, dispersive transport starts dominating at 
lower temperatures as indicated by dispersive photocurrent transients.

The shape of the transients was analyzed using Scher–Montroll formal-
ism [58] to describe the charge transport in disordered media. The predic-
tion of that formalism is that the current slopes prior and after the transit 
time sums to 2, while allowing the current transients to be recorded at 
various electric fi elds and, fi lm thicknesses to be superimposed when they 
are normalized to ttr. It was found that that the Scher–Montroll formalism 
is not applicable to describe charge transport in studied fi lms.
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14.5 (I) TOF current transients measured in regioregular poly(3-
hexylthiophene) at various electric fi elds and temperatures. (II) 
Temperature and electric-fi eld dependence of the mobility determined 
by both TOF and CELIV experimental techniques. The dotted lines 
represent linear fi ts of the TOF data. Inset shows the monomer of 
studied poly(3-hexylthiophene-2,5-diyl). Reprinted with permission 
from [39].
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The temperature and electric-fi eld dependence of the hole mobility 
obtained by both CELIV and TOF experimental techniques are plotted in 
Fig. 14.5(II). The overall agreement between the experiments shows that 
the two different experiment techniques are mutually consistent. The mobil-
ity follows Poole–Frenkel-type dependence at all temperatures, whereas the 
slope of the electric-fi eld dependence of mobility decreases with increasing 
temperature, and becomes temperature independent at around 250–270 K 
and even negative at room temperature. Disorder formalism was used to 
explain the temperature and electric fi eld dependence of mobility [5]. 
Owing to the presence of positional disorder, a carrier can avoid an ener-
getically unfavorable site by executing a detour around that site which leads 
to a negative electric fi eld dependent mobility at low fi elds. Typically, a 
hopping concept involving Miller–Abrahams-type jump rates is used; 
however, the phenomenological transport characteristics can similarly be 
rationalized in terms of Marcus-type jump rates [59, 60]. The theoretical 
work by Fishchuk et al. employing the effective medium approach shows 
that the shape of μ(E) is similar for both types of jump rates [61]. Consider-
ing the principal differences by the two applied methods, this fi nding sug-
gests that charge carrier motion does not depend on the mode of charge 
generation (surface or volume) in the regioregular P3HT samples.

14.3.2 Time and carrier concentration-dependent mobility 
measured by CELIV

It has been shown in the past that the charge carrier mobility in disordered 
organic semiconductors depends on the charge carrier concentration [62]. 
In contrast to inorganic crystals where carrier mobility decreases with 
increasing concentration due to carrier-carrier scattering [63], the several 
orders of magnitude higher charge carrier mobility observed in FETs as 
compared to LEDs can originate from the increased charge carrier mobility 
at higher charge carrier concentrations [64]. Arkhipov et al. argued that the 
mobility may also decrease in disordered materials with increasing charge 
carrier concentration due to the effect of additional Coulomb traps intro-
duced by charge carrier doping [65, 66]. It was shown that typically observed 
enhanced SCLC in poly(p-phenylene vinylene) diodes at higher applied 
voltages is due to the enhancement of the charge carrier mobility at higher 
charge carrier densities rather than the effect of the positive electric 
fi eld dependence of mobility, although the later contribution cannot be 
neglected [67].

Since the CELIV technique is able to independently determine whether 
carrier mobility is concentration or time-dependent, it was used in the past 
to determine the charge transport in regiorandom P3HT [44, 68]. In Fig. 
14.6(I) the photo-CELIV response as a function of (a) the intensity of the 
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laser light pulse and (b) delay time between the laser pulse and applied 
voltage studied in regiorandom P3HT fi lms. The shift in extraction maximum 
tmax is clearly seen as a function of laser delay time tdel, but not as a function 
of light intensity, directly indicating that the time-dependent (not the con-
centration) carrier relaxation within DOS governs the carrier transport.

Figure 14.6(II) shows the mobility of photogenerated carriers versus the 
concentration of extracted charge carriers estimated from (a) light inten-
sity-dependent measurements at fi xed delay times (b) from delay time-
dependent measurements at fi xed light intensity. The weak dependence of 
mobility seems to agree well with results obtained in the past in the low 
carrier concentration range [62, 65, 66, 69].

The time-dependent mobility cannot be attributed to the concentration 
dependence of the mobility alone. The model of disordered hopping 
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14.6 (I) Photo-CELIV curves for a 355 nm thick regiorandom P3HT 
fi lm where the extraction current transient (Dj) depending on the 
(a) photoexcitation intensity and (b) the delay time (tdel) after the 
photoexcitation is shown. The voltage rise speed was in both cases 
2 V/2 ms. The thin arrows shows the trend in the extraction maximum 
tmax; note the intensity-independent tmax in (a). Reprinted with 
permission from [44]. (II) Carrier mobility versus the concentration 
of the extracted charge carriers calculated from (a) light intensity-
dependent measurements at fi xed delay times; (b) delay time-
dependent measurements at fi xed light intensity. The delay time used 
during the light intensity-dependent studies is displayed in the key. 
Inset shows the monomer of studied poly(3-hexylthiophene-2,5-diyl). 
Reprinted with permission from [40].
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transport within localized DOS can well explain the time-dependent mobil-
ity under non-equilibrium conditions in disordered semiconductors in 
which the charge transport sites are both energetically and spatially disor-
dered [5]. Theoretical studies, employing the Monte Carlo simulation 
technique [5], an effective medium approach [70], have been used to 
describe charge transport in the presence of both energetic and spatial 
disorder. Miller–Abrahams carrier hopping rates between localized sites 
[71] describe the thermally activated carrier hopping process. The activated 
jump rate is determined by a jump attempt frequency multiplied by the 
Boltzmann factor e−ΔE/kT. The rate for downward jumps with localized 
density of states (this scenario is described for electrons while for holes it 
is opposite) is more probable than upward jump, since the energy can 
always be dissipated rapidly via the large number of high-frequency phonons 
typical for organic conjugated materials. Due to the asymmetric hopping 
rates, a dynamic equilibrium may be attained when the number of even 
lower lying sites is so low that, on average, all the jumps will be thermally 
activated upward jumps. Whether the mean velocity of the packet of migrat-
ing charge carriers generated under non-equilibrium conditions reaches a 
quasi-static value depends on the shape of the distribution of the localized 
states. The relaxation process occurs simultaneously with charge extraction; 
photogenerated charge carriers drift across the sample under the externally 
applied electric fi eld. Since the time to reach quasi-equilibrium has a 
stronger temperature dependence that the transit time with decreasing 
temperature, eventually charge transport without quasi-equilibrium is 
measured leading to a frequently observed non-dispersive to dispersive 
transition in transport.

14.3.3 Charge transport in organic semiconductors 
measured by XTOF

Numerous organic materials have been studied using XTOF in the past [38]. 
As a typical example, the hole transport measured in binary solid solutions 
of triphenylamine and bisphenol-A-polycarbonate is presented in Fig. 
14.7(I) [72]. A photo-emitting electrode of amorphous selenium was used 
for charge injection. Under space-charge-limited conditions, hole transport 
was found to be linearly dependent on the electric fi eld, as seen in Fig. 
14.7(I). These results were found to be in good agreement with previous 
TOF studies.

Figure 14.7(II) shows the temperature dependence of the carrier mobility 
for different electric fi elds. It was found that below −45 °C, the potential 
discharge does not show a well-defi ned transit time, whereas above 50 °C 
the measurements were not possible due to dark discharge. In experimental 
temperature interval, the drift mobility was described by an exponential 
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dependence upon reciprocal temperature (Arrhenius plot) with activation 
energy of approximately 0.30 eV. The temperature dependence was found 
to be not greatly affected by the electric fi eld possibly due to small range 
of applied electric fi eld, since Gill’s law (which demonstrates the depend-
ence of the activation energy on electric fi eld) is expected to be observed 
in systems where disordered transport prevails [73].

14.4 Charge transport models in disordered organic 

semiconductors

Bässler’s formalism is often used to explain the time-dependent features of 
carrier transport in disordered solids [5]. A particle started at arbitrary 
energy within a Gaussian DOS of an undiluted system of hopping sites 
executes a random walk relaxing into lower energy tail states. It is a specifi c 
feature of a Gaussian as compared with an exponential DOS that the mean 
energy saturates over a long time, indicating attainment of dynamic equi-
librium. Contrary to the case of steady state carrier hopping at the Fermi 
level in amorphous inorganic semiconductors, the thermodynamic equilib-
rium is not established in case of photogenerated carrier transport because 
they are moving in an unoccupied DOS [74].

Figure 14.8(I) portrays the temporal evolution of a packet of carriers at 
low concentration (carrier interaction with each other is neglected) relaxing 
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40% triphenylamine concentration. Top chemical structure is for 
triphenylamine and bottom structure for bisphenol-A-polycarbonate. 
(II) Temperature dependence of the hole mobility fordifferent electric 
fi elds in the fi lms with 40% triphenylamine concentration. Reprinted 
with permission from [72].
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within a Gaussian DOS after photogeneration. At longer times the shape 
of the packet becomes slightly asymmetric, with the high-energy side of the 
occupational DOS (ODOS) equilibrating earlier. At longer times the shape 
of the ODOS becomes Gaussian and acquires a width σ, indicating that 
dynamic equilibrium has been established.

Many investigators have used the Poole–Frenkel model to interpret high-
fi eld transport phenomena in various materials [75, 76]. Usually, a Poole–
Frenkel (PF)-type dependence of the mobility at high electric fi eld is 
observed (ln μ ∼ SE1/2, where S is the slope) [39, 77]. The application of 
electric fi eld results in a lowering of the potential barrier in the direction 
of the electric fi eld [78], shown schematically in Fig. 14.8(II) [79]. This facili-
tates charge carrier motion from a trapping center. This holds true for a 
large number of systems along with other features such as sign-reversal of 
the coeffi cient S at a particular temperature, deviation from Poole–Frenkel 
law at low electric fi elds [5]. There are many other modifi cations of the 
original Poole–Frenkel model based on various assumptions, such as those 
by Hill [76], Hartke [80], Antula [81], and Adamec and Calderwood [82].

The charge carrier concentration-dependent transport is analyzed using 
the concept of concentration-dependent carrier population within Gaussian 
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14.8 (I) Temporal evolution of the distribution of carrier energies in a 
Gaussian DOS. All profi les are broken at the same carrier density 
illustrating the different relaxation patterns for mobile and immobile 
carriers. E denotes the theoretical mean energy in the long-time 
limit. Reprinted with permission from [5]. (II) Potential barrier in the 
Poole–Frenkel model. The application of an electric fi eld E lowers 
the potential barrier in the direction of the fi eld by an amount 
proportional to E1/2. Reprinted with permission from [78]. (III) Hopping 
transport within localized Gaussian density-of-states (DOS) distribution 
at various electron concentrations in disordered system. Transport 
level (equivalence of the mobility edge) marks the energy above 
which carrier mobility strongly increases. Carrier concentration 
dependent occupational DOS defi nes the carrier distribution within 
localized states and determines the activation energy – the energy 
which is required for carrier excitation above transport level. Dashed 
arrows show the position of Fermi level at high and low carrier 
concentrations.
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DOS. Effective Medium Approach theory is able to well describe the 
dynamics and outcomes of carrier concentration distribution within ODOS 
[83]. Fig. 14.8(III) shows the energetic distribution of electrons within Gaus-
sian DOS at various carrier concentrations. At low carrier concentrations, 
the ODOS is poorly populated with the Fermi level being below the ODOS 
center. The majority of the activated jumps start from upper portion of the 
ODOS rather than from its center. When the states are fi lled at higher 
concentrations, the Fermi level is gradually lifted and it gets located within 
the ODOS, while the ODOS distribution progresses toward the DOS 
center. Therefore, activated jumps, on average, require less activation energy 
and are more probable at higher concentrations, resulting in higher charge 
carrier mobilities at higher concentrations. Meyer-Neldel rule or compensa-
tion law, usually observed in organic semiconductors, can be explained 
using the above reasoning [54, 73, 84–86]. This law demonstrates that 
the activation energy of carrier mobility is dependent on carrier concen-
tration (or electric fi eld), while it usually predicts the existence of an 
isokinetic temperature point, at which charge carrier mobility is 
concentration-independent.

14.5 Conclusion

Device performance depends largely on the nature of charge transport 
processes. In this work, a brief summary of the most commonly used charge 
transport techniques and diverse charge transport mechanisms has been 
presented. Different modes of time-of-fl ight and xerographic discharge 
techniques are shown and discussed for charge carrier mobility and trap-
ping measurements. Advantages of high light intensity space-charge-limited 
current measurements for recombination are highlighted. The charge 
extraction by linearly increasing voltage technique allows the charge carrier 
mobility and concentration to be studied simultaneously. Time and concen-
tration-dependent transport measurements are possible using this tech-
nique, although careful attention must be dedicated to experimental 
conditions, since the current transient signal depends on these parameters 
as well.

Mobility and its dependence on electric fi eld, carrier concentration and 
temperature are typically observed to be different in disordered organic 
materials compared to ordered structures. Present theoretical models 
employing hopping-type transport within Gaussian distribution of density-
of-states are able to explain the observed experimental properties to a large 
extent. Due to either the technique limitations or the material properties, 
experimental data for non-dispersive transport are generally available only 
over a narrow electric fi eld, carrier concentration and temperature ranges, 
which complicates the interpretation. A broader experimentally accessible 
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range of electric fi eld and carrier concentration-dependent mobility is 
required for further model development.
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Abstract: Surface enhanced Raman scattering (SERS) is emerging as an 
important analytical technique for the characterization of metal–organic 
interactions and interfaces. This chapter describes the history and theory 
of SERS and details recent developments in its use towards gaining a 
fundamental understanding of metal/molecule interactions. We also 
summarize several examples of practical applications of SERS, and 
review progress towards the incorporation of SERS into optoelectronic 
devices.

Key words: surface enhanced Raman scattering, nanoparticles, 
optoelectronics, metal–organic interactions, microscopy, plasmonics.

15.1 Introduction

15.1.1 Surface enhanced Raman scattering (SERS) history

Conventional Raman spectroscopy (named for its discoverer in 1928, Chan-
drasekhara Venkata Raman) has long been a popular technique for measur-
ing the vibrational energy levels of molecules. The technique is based on 
the inelastic scattering that occurs when an incident photon interacts with 
a molecule, resulting in one of two cases: (1) the photon imparts some 
energy to the molecule, resulting in a higher-energy vibrational state of the 
molecule and a lower-energy (red-shifted) scattered photon (this is called 
a Stokes shift, Fig. 15.1); (2) the photon picks up energy from the molecule, 
resulting in a lower-energy vibrational state of the molecule and a higher-
energy (blue-shifted) scattered photon. (this is called an anti-Stokes shift, 
Fig. 15.1). The Stokes or anti-Stokes shifts from the excitation wavelength 
are typically in the range of 10–60 nm, or just a few tenths of an electron 
volt for visible light. Spectroscopists usually fi nd it more convenient to 
express these shifts in terms of wavenumbers, defi ned relative to the inci-
dent laser wavelength, rather than in nm. The useful Raman spectrum of 
most molecules lies in the range between 500 and 2000 wavenumbers (cm−1). 
Typically, Raman scattering is measured using laser illumination because of 
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15.1 Schematic of Rayleigh (elastic) scattering and Raman (inelastic) 
scattering. Raman scattering can be Stokes shifted (to the blue) or 
anti-Stokes shifted (to the red).
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the narrow linewidth required to obtain the requisite resolution for Raman 
scattering.

After Raman’s 1928 description of this scattering phenomenon, conven-
tional Raman spectroscopy developed alongside the technology of spec-
troscopy throughout the mid-20th century. With the advent of modern 
grating spectrometers in the 1950s, it was possible to obtain detailed Raman 
spectra of organic molecules in the ‘fi ngerprinting’ region of 500–2000 wav-
enumbers for the fi rst time. The other key development in Raman spectros-
copy was the invention of the laser in 1960, allowing much improved signal 
intensity, precision, and resolution in measurements of scattering. Around 
the same time, Raman spectroscopy was combined with confocal micros-
copy in the technique termed Raman microspectroscopy or hyperspectros-
copy. This allows the useful correlation of high-resolution spatial images 
with spectral information. In the 1960s and 1970s Raman spectroscopy was 
applied to many problems in chemistry and solid-state physics, including 
assigning the vibrational modes of countless organic molecules, measuring 
the temperature and phonon modes of solid crystals, and sensing gases in 
real time. In many of these cases, Raman spectroscopy was used as a com-
plementary method to IR spectroscopy – the two techniques probe the 
same spectral region but detect different subsets of modes. The main limita-
tion of Raman spectroscopy is the fact that Raman scattering produces a 
relatively low signal, necessitating high analyte concentrations. Also, the 
Raman scattering signal is sometimes overwhelmed by fl uorescence of the 
analyte.

The next major development in the fi eld was the discovery in the mid-
1970s of surface enhanced Raman scattering or SERS (Albrecht and 
Creighton, 1977; Jeanmaire and Van Duyne, 1977). In SERS, molecules 
adsorbed to a nano-structured metal surface show enhanced Raman 
scattering, by as much as 11 orders of magnitude. While the effect was 
originally reported on electrochemically roughened noble metal fi lms, 
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SERS substrates now range from metal island fi lms to controlled nanopar-
ticle arrays. The SERS phenomenon on all of these varied substrates is due 
in large part to the excitation of a localized surface plasmon in the metal, 
wherein the free electrons oscillate collectively in response to the electric 
fi eld of incident light (see Fig. 15.2) (Willets and Van Duyne, 2007). The 
localized surface plasmon resonance (LSPR) results in strongly enhanced 
electromagnetic fi elds at the metal surface; these enhanced electromagnetic 
fi elds are greatest at sharp nanoscale features and in small gaps between 
adjacent nanostructures (Halas et al., 2005; Hao et al., 2007; Kelly et al., 
2003). These regions of greatest enhancement are known as ‘hot spots.’ (The 
exact mechanisms by which plasmonic E-fi eld enhancements lead to 
increased Raman scattering cross-sections, as well as chemical contributions 
to the increased scattering, will be discussed in Section 15.2.1.) After the 
initial discovery of SERS in the 1970s, interest plateaued until the early 
2000s, when SERS saw a resurgence in research interest due to the dramatic 
improvements in the synthesis and fabrication of metallic nanomaterials. 
SERS has now been demonstrated for a wide variety of analytes and nano-
structured substrates, and has shown detection sensitivities down to the 
single molecule level.

15.1.2 Role of SERS in the fi eld of optoelectronics

In order for the development of new optical and optoelectronic devices 
incorporating organic materials to proceed, scientists need a detailed fun-
damental understanding of processes happening at the metal–organic inter-
face. For example, do organic molecules adsorbed to a metal surface have 
different conformations from those in bulk solids or free in solution? In the 
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15.2 Metal nanoparticles support a localized surface plasmon 
resonance (LSPR) in which the delocalized electrons oscillate in 
response to light. (Adapted from Willets & Van Duyne, Ann. Rev. 
Phys. Chem., 2007.)
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case of biomolecules adsorbed or linked to a surface, do they retain their 
functions? To what extent do electron transfer and other chemical processes 
between molecule and metal occur? SERS is an ideal tool for studying such 
processes because it is a relatively non-perturbative, label-free, far-fi eld 
optical technique that can be used on a wide range of analytes, and espe-
cially because it can be used on low-concentration or even single-molecule 
samples.

In addition to its importance as a fundamental tool for the study of 
metal–organic interactions, SERS signals from organic materials have been 
incorporated into several interesting prototype devices and applied tech-
niques, which will be discussed in Sections 15.3 and 15.4.

15.2 Surface enhanced Raman scattering 

(SERS) background

15.2.1 SERS theory

In experimental practice, the SERS enhancement factor (EF) is described 
as the intensity ratio between SERS and normal Raman scattering for a 
given analyte normalized by the number of molecules probed:

EFSERS s
SERS s surf

NRS s vol

ω ω
ω

( ) = ( )[ ]
( )[ ]

I N
I N

 [15.1]

Here, ISERS and INRS are the scattering intensities of SERS and normal 
Raman scattering, respectively; Nsurf is the number of molecules adsorbed 
onto the SERS substrate in the area being probed; and Nvol is the number 
of molecules in the excitation volume of the laser used in normal Raman 
scattering. Note that to determine this type of quantitative enhancement 
factor, conventional Raman measurements must always be taken in parallel 
with SERS. The measurement of Nsurf remains an experimental challenge, 
due to its dependence on the available surface area of the metal substrate, 
the adsorption probability of the analyte, and the geometry of the adsorbed 
analyte. As such, reported SERS EF values can vary wildly based on esti-
mates of Nsurf, although EF values typically range from 106 to 109.

There are two main sources of the enhancement seen in SERS: electro-
magnetic (plasmonic) enhancement and chemical (charge transfer) 
enhancement. It is thought that the electromagnetic enhancement gives an 
electric fi eld enhancement on the order of E4, and that any additional 
enhancement, which varies greatly among different combinations of sub-
strate and analyte, depends on the particular chemical interaction between 
the adsorbed molecule and the metal substrate.

Electromagnetic enhancement in SERS, as mentioned above, arises 
from excitation of surface plasmons in the metal. The presence of 
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plasmon-enhanced electric fi elds in the region of a metal particle will 
enhance both the incident and Raman scattered fi elds; therefore let us write 
the enhancement factors for each of these (EFinc and EFsca) as follows, 
keeping in mind that intensity is defi ned as the magnitude of the electric 
fi eld squared:

EF EFinc
SPR

sca
SPR s

=
( )

=
±( )E

E

E

E

ω ω ω2

0
2

2

0
2

,  [15.2]

Here ω is the frequency of the excitation laser, ωs is the frequency of the 
Stokes or anti-Stokes (Raman) light, ESPR is the E-fi eld in the neighborhood 
of the plasmonic particle, and E0 is the E-fi eld of the incident laser. To cal-
culate the total electromagnetic enhancement factor (EFEM), we multiply 
the expressions above:

EFEM s
SPR SPR sω

ω ω ω
( ) =

( ) −( )E E

E

2 2

0
4

 [15.3]

It is because both the incident and scattered fi elds are enhanced (and there-
fore both the absorption and scattering from nearby molecules) that the 
electromagnetic effect enhances Raman scattering so powerfully. Also, the 
maximum enhancement has been shown to occur when the substrate is 
chosen such that the plasmon resonance matches the laser wavelength 
(Willets and Van Duyne, 2007). Because ω and ωs are typically separated 
by only 500–2000 cm−1, the enhancement terms for the excitation and 
Raman scattered light (e.g. E(ω)2 and E(ω − ωs)2 respectively) are often 
approximated to be the same, leading to the E4 dependence often associated 
with SERS.

When additional scattering enhancement beyond what is predicted by 
EFEM is measured, it is attributed to chemical enhancement. Two main 
factors contribute to this chemical enhancement: charge transfer (CT) and 
molecular resonances (Jensen and Morton, 2009). In the fi rst case, light at 
the laser wavelength excites not only the surface plasmon of the metal 
substrate, but also a metal/molecule CT interaction. In the other case, 
termed surface enhanced resonance Raman scattering (SERRS), a separate 
chemical enhancement arises from resonance of the laser with an electronic 
transition in the analyte. There has been some debate in the literature as to 
whether these two factors can account for the entirety of the chemical 
enhancement observed in SERS, or whether there is a third, non-resonant 
source of chemical enhancement (Jensen et al., 2008; Lombardi and Birke, 
2008). Therefore it is very important to use clear and consistent terminology 
when describing the various contributions to SERS, and to report EFs in 
the standardized form of Equation 15.1.

Lombardi and Birke (2008) have described a ‘unifi ed approach’ to SERS 
that takes into account the EM, CT, and SERRS contributions. The EM 
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enhancement in this approach is determined by Equation 15.3 above, with 
electric fi elds calculated from appropriate dielectric functions. The latter 
two factors are calculated through a Herzberg–Teller expansion of the 
polarizability. The resulting frequency-dependent expression for the total 
SERS enhancement (where the EF is proportional to |RIFK(ω)|2) is:

R
h i Q f

IFK
KI FK IF k

FK FK

ω μ μ
ε ω ε ε ω ω γ

( ) = < >
( ) +( ) +⎡⎣ ⎤⎦ −( ) +[1 0

2
2
2 2 2 22 ]] −( ) +[ ]ω ω γIK IK

2 2 2
 [15.4]

Here, the three factors in the denominator express the resonance conditions 
for EM, CT, and molecular enhancements, in that order. ε1 and ε2 are the 
real and imaginary parts respectively of the dielectric function of the metal, 
and ε0 is the dielectric constant of the surrounding medium. ωFK and ωIK are 
the frequencies of the charge transfer resonance and the molecular reso-
nance, respectively. γFK and γIK are the damping terms associated with these 
resonances. The dipole transition moments μKI and μFK describe the allowed 
molecular transition from the molecule’s ground state I and excited state 
K, and the charge-transfer transition from the metal’s Fermi level F to 
K. hIF is the Herzberg–Teller coupling term between I and F (see Fig. 15.3). 
|i> and |f> are vibrational states of the system and Qk are its normal modes.

15.2.2 SERS examples

SERS vs. normal Raman

SERS has been carried out on a wide range of substrates including electro-
chemically roughened silver electrodes, island fi lms, metal fi lms deposited 
over nanospheres (FONs) (Dick et al., 2002), and synthetically and litho-
graphically prepared nanoparticles, but the most successful substrate for 
SERS measurements to date is randomly assembled silver colloid clusters. 
It is thought that the tight junctions between nanoparticles in a cluster 
produce extremely high electric fi elds at hot spots, leading to signifi cant 
Raman scattering enhancements. For the example SERS spectrum in Fig. 
15.4, silver colloids were aggregated with NaCl and incubated with berber-
ine (Lombardi and Birke, 2008). By comparing the resulting SERS spec-
trum with the conventional solution-phase Raman spectrum of berberine, 
also shown in the fi gure, we can identify several interesting features. First, 
the SERS spectrum clearly shows greater signal-to-noise than the conven-
tional Raman spectrum, even though the intensities between the two spectra 
cannot be directly compared, as the spectra are not normalized to the 
number of molecules sampled (see Equation 15.1). In addition, the relative 
intensity of different modes varies widely among the spectral peaks from 
normal Raman to SERS. For example, the peak at 729 cm−1 becomes domi-
nant in the SERS spectrum, while showing only mid-level intensity relative 
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15.3 Energy level diagram describing all possible transitions in the 
metal–molecule SERS system. I and K are the ground state and 
excited states of the molecule, respectively. F is the Fermi level of the 
metal. Columns A and B show the possibilities of a molecule → metal 
and metal → molecule charge transfer, respectively. The μ terms are 
electronic transition moments and the h terms are vibronic coupling 
terms, connecting the energy levels as shown. (Reprinted with 
permission from John R. Lombardi et al., A unifi ed approach to 
surface enhanced Raman spectroscopy, Journal of Physical Chemistry 
C. Copyright 2008 American Chemical Society.)

to the other peaks in the normal Raman data. On the other hand, the peak 
at 1203 cm−1 is barely observed above the noise in the SERS data, despite 
a strong signal in the normal Raman spectrum. These differences are 
because different Raman modes originate from different bonds within the 
analyte molecule, and those closer to the metal surface are more strongly 
enhanced (via both electromagnetic and charge transfer processes) than 
those further away. Also, for some modes, the frequencies are shifted slightly 
between the normal Raman and SERS spectra. This is explained by slight 
differences in molecule conformation and bond lengths when the molecule 
is adsorbed on a surface versus free in solution.

SERRS (resonance Raman)

As discussed in Section 15.2.1, one of the contributions to the SERS signal 
is from electronic resonances of the analyte at the laser wavelength; this is 
referred to as surface enhanced resonance Raman scattering or SERRS. In 
resonance Raman scattering, rather than being excited to an instantaneous 
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15.4 Comparison of surface-enhanced and normal Raman spectra for 
berberine on silver colloid clusters. Note the differences in relative 
peak heights and peak positions. (Reprinted with permission from 
John R. Lombardi et al., A unifi ed approach to surface enhanced 
Raman spectroscopy, Journal of Physical Chemistry C. Copyright 2008 
American Chemical Society.)

virtual state by the laser (as shown in Fig. 15.1), the molecule is excited to 
an electronic excited state. As the molecule relaxes back to the ground state, 
vibrational energy levels in the neighborhood of the excited electronic state 
are probed, and the emitted photons have corresponding energy shifts. 
Thus, the enhancement due to resonance Raman is actually not related to 
the presence of a metal surface at all, even though it is taken into account 
when calculating the total EF in SERS. The main advantage of resonance 
Raman is generally that it greatly enhances a small subset of vibrational 
modes of the molecule, allowing specifi c structures to be targeted. The 
combination of resonance Raman and SERS has proven to be a powerful 
technique. For example, SERRS has been used to study photobleaching of 
R6G (Maher et al., 2002) and to probe the vibrational modes of carbon 
nanotubes (CNTs) (Kneipp et al., 2001).

Single molecule SERS

The enhancement offered by SERS can be signifi cant enough to enable 
detection of Raman scattering from even a single molecule. To date, the 
only substrate on which single-molecule SERS detection has been reliably 
shown is silver colloid clusters (Michaels et al., 2000; Nie and Emery, 1997). 
When Raman spectra are taken from a molecule (or few molecules) 
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adsorbed to a single cluster, fl uctuations are seen in both the total intensity 
of the scattering and the relative intensities among the various peaks. This 
‘blinking’ behavior is very indicative of single or few-molecule activity. 
Single molecule SERS can be further proven by employing a bi-analyte 
technique, in which a silver colloid cluster substrate is incubated with a 
mixture of two analytes at suffi ciently low concentration that only one 
analyte should adsorb to a single cluster (Le Ru et al., 2006; Van Duyne 
et al., 2007, 2011). In the single molecule regime, spectral signatures are 
observed from either one or the other analyte, but rarely both; through 
statistical analysis, single molecule behavior can be confi rmed. See Fig. 15.5 
for an example of such data for benzotriazole (BTZ) and rhodamine dyes 
(Le Ru et al., 2006).
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15.5 Bianalyte SERS. (a) Averaged SERS spectra for R6G alone, BTZ 
alone, and mixtures of the two analytes. (b) Single SERS spectra from 
a sample with both analytes present, showing the characteristics of 
BTZ only, R6G only, and both. (Reprinted with permission from E. C. 
Le Ru et al., Proof of single-molecule sensitivity in surface enhanced 
Raman scattering (SERS) by means of a two-analyte technique, The 
Journal of Physical Chemistry B. Copyright 2006 American Chemical 
Society.)
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15.3 Surface enhanced Raman scattering 

(SERS) applications

15.3.1 Fundamental studies of metal–organic interfaces

As a tool for the fundamental investigation of metal–organic interfaces, 
SERS can provide a wealth of information. For example, SERS has been 
used to study the adsorption geometry of 1,4-benzenedithiol (BDT) on the 
surface of gold and silver colloids (Joo et al., 2001). While BDT forms two 
Ag–S bonds on the surface of the silver, resulting in a planar geometry of 
the molecule with respect to the surface, the molecule can access both a 
planar and perpendicular orientation on gold surfaces, depending on the 
concentration of BDT. SERS has also been used to study how surface 
charge affects the orientation of molecules such as cytochrome-c at a gold 
surface (Yu and Golden, 2007). Using self-assembled monolayers (SAMs) 
terminated with different functional groups, the authors tuned the surface 
charge of the gold and followed how the orientation of the cytochrome-c 
was modulated by measuring changes in the SERS intensity ratio between 
totally symmetric and non-totally symmetric modes of the molecule. 
SERS has also been used to follow the surface-induced photoreduction of 
4-nitrobenzenethiol (NBT) to 4-aminobenzenethiol (ABT) on nitric acid 
etched copper fi lms (Shin et al., 2007). While adsorbed NBT has stable SERS 
peaks on gold and silver fi lms, a signature NBT SERS peak at 1330 cm−1 
disappears over time and the fi nal spectrum matches ABT, indicating sur-
face-induced photoconversion of NBT to ABT on the copper surface.

In addition to probing adsorbate geometry and photoconversion at inter-
faces, SERS is also useful for following analyte dynamics at the metal–
molecule interface. For example, by combining SERS with super-resolution 
imaging, the diffusion behavior of a single dye molecule within the tightly 
confi ned volumes of a SERS hot spot can be followed in real time (Willets 
and Stranahan, 2010). (See Fig. 15.6.) These studies revealed analyte mobil-
ity on the surface of the metal nanoparticles and showed that the SERS 
intensity depends strongly on the spatial position of the mobile analyte on 
the nanoparticle surface.

15.3.2 Detection of explosives

One of the most promising applications of SERS is in the detection of trace 
amounts of explosives such as trinitrotoluene (TNT). For example, P. C. Ray 
et al. reported detection of TNT with picomolar sensitivity via SERS of 
cysteine-modifi ed gold nanoparticle clusters (Ray et al., 2009). In this 
method, the presence of TNT causes particle aggregation due to complexa-
tion of TNT with cysteine; the aggregation then induces a great SERS 
enhancement (up to 9 orders of magnitude). (See Fig. 15.7.) The fact that 
the sensor is aggregation-based causes an easily seen color change with 
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15.6 Super-resolution imaging applied to SERS. (a) Time trace of 
SERS intensity at a single hot spot. (b) Trajectories of the point from 
which scattering originates for each of the three on-events in (a). 
(c) Histogram of the intensity of SERS scattering at each location. 
(Reprinted with permission from Sarah M. Stranahan et al., Super-
resolution optical imaging of single-molecule SERS hot spots, Nano 
Letters. Copyright 2010 American Chemical Society.)

TNT detection. The sensor is specifi c; i.e., the high SERS response is seen 
only for TNT and not for other explosives or heavy metals. Later, Tsukruk 
et al. (2009) demonstrated an explosives sensor based upon porous alumina 
membranes coated with CTAB-capped gold nanoparticle clusters. This 
sensor was not aggregation-based, so it lacked the colorimetric aspect of 
the sensor discussed above, but it was sensitive to as little as 15–30 mole-
cules of TNT or DNT (a related explosive). This great improvement in 
sensitivity was attributed to the increased gold surface area made available 
by using the porous membranes with densely deposited nanoparticles, and 
to the waveguiding effect of the alumina.
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15.7 Explosives detection using SERS. (a) LSPR/colorimetric and 
(b) Raman spectral response upon exposing cysteine-modifi ed gold 
nanoparticles to TNT. The TNT induces particle aggregation, 
producing both an LSPR shift and enhanced Raman scattering. 
(Reprinted with permission from Samuel S. R. Dasary et al., Gold 
nanoparticle based label-free SERS probe for ultrasensitive and 
selective detection of trinitrotoluene, Journal of the American 
Chemical Society. Copyright 2009 American Chemical Society.)

15.3.3 Detection of small bioanalytes

Another important application of SERS related to metal–organic interac-
tions is the detection of small bioanalytes. For example, Liz-Marzan and 
coworkers have demonstrated SERS detection of drug metabolites for 
application to drug testing (Correa-Duarte et al., 2009). Their sensor was 
based upon carbon nanotubes (CNT) coated with silver nanoparticles, and 
then modifi ed with an antibody specifi c to the target, benzoylecgonine 
(BCG), the main metabolite of cocaine. The authors detected BCG down 
to the nM range through a combination of BCG’s unique Raman modes 
and shifts in the Raman modes of the antibody that occur when BCG binds.
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As another example, Van Duyne et al. have carried out several studies of 
glucose sensing both in vitro and in vivo by SERS. The authors designed 
sensor chips based on gold FONs coated with a self-assembled monolayer 
of mercaptooctayltri(ethylene glycol) (EG3). The glucose can reversibly 
partition within the EG3 monolayer and the SERS from the glucose can 
be measured over time. The authors created a calibration curve for the 
SERS spectrum over a range of glucose concentrations and could reliably 
detect glucose from 5 to 44 mM (10–800 mg/dL), in the meaningful range 
for diabetes monitoring (Stuart et al., 2005). Later, these sensors were 
implanted under the skin in rats and the signal monitored through spatially 
offset Raman spectroscopy (SORS), in which the scattering is measured at 
a distance offset from the laser incidence. In SORS, the signal originates at 
a greater depth, allowing scattering to be collected from under the skin. In 
this case, the glucose concentrations measured were in the correct range 
but did not quantitatively agree with established methods; however, this 
should be possible with improved sensor design (Van Duyne et al., 2010).

15.3.4 SERS of DNA and proteins

Many SERS applications have been developed for DNA detection and 
identifi cation. Perhaps the best-known of these is the DNA sensor of Mirkin 
and coworkers (Cao et al., 2002). This sensor is based on single-stranded 
DNA sequences A1 and A2 that are complementary to the two ends of 
target sequence B. A1 is immobilized on a substrate, while A2, modifi ed 
with a SERS probe molecule, decorates the surface of gold nanoparticles 
in solution. If B is introduced into the solution, one end of the target hybrid-
izes to the tethered A1 sequence, while the other end hybridizes to the 
SERS-tagged A2 sequence, effectively tethering the SERS probe and the 
gold nanoparticles to the surface. Silver nanoparticles are then grown on 
the surface of the tethered gold nanoparticles to induce SERS from the 
attached probe. This method has been shown to detect specifi c DNA 
sequences at fM concentrations and can be easily multiplexed to sense 
multiple DNA sequences, simply by introducing different SERS probes.

SERS has also proven effective for protein detection, for example in the 
work of Porter et al., who have reported an immunosensor for prostate 
specifi c antigen (PSA), sensitive to the pg/mL level (Grubisha et al., 2003). 
In this scheme, anti-PSA is immobilized on a gold surface and the sample 
is fl owed over the surface to capture PSA. Then, gold nanoparticles labeled 
with both a SERS probe dye and a second antibody specifi c to the target 
are added, forming SERS-active junctions between the gold nanoparticles 
and substrate. SERS spectra were then measured via a scanned fi ber bundle 
and the concentration of PSA was determined from the intensity of the 
SERS peaks of the probe dye. SERS measurements on proteins have also 
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helped to elucidate aspects of the SERS mechanism itself. For example, 
Hofkens and coworkers have measured single molecule SERS of green 
fl uorescent protein (GFP) on silver colloid clusters (Habuchi et al., 2003). 
They were able to observe single-molecule blinking as well as transitions 
between the protonated and deprotonated forms of individual molecules. 
This experiment also revealed important information about the size of 
SERS hot spots. Because GFP is ∼4 × 8 nm in size, whereas previous single-
molecule SERS studies were carried out with small dyes (<1 nm in size), 
the size of hot spots was shown to be larger than previously believed. Etch-
egoin et al. (2003) have used SERS to monitor photoinduced oxygen release 
from hemoglobin, identifi ed by transient increases in certain relative peak 
heights in the SERS spectrum. The authors attribute this to a chemical 
enhancement often seen in organic molecules in the presence of oxygen – 
using hemoglobin allows for a better understanding of the charge transfer 
mechanism at play because it produces a single oxygen molecule at a known 
location in the structure.

15.3.5 SERS applied to thin fi lms

SERS has also been used to characterize thin fi lm materials used in opto-
electronic devices. For example, Muraki and Yoshikawa (2010), among 
others, have used SERS to characterize tris (8-hydroxyquinoline) aluminum 
(Alq3) fi lms with gold and silver fi lms deposited on top. They were able to 
measure the stability of the fi lms, the effects of several different spacer 
layers between Alq3 and gold, and the presence of the Alq3- anion that 
appeared when silver fi lms were used. Hesketh and coworkers have used 
SERS to characterize fi lms of HKUST-1, a metal–organic framework com-
posed of copper ions linked by benzenetricarboxylate. SERS spectra were 
measured on both extended gold fi lms and gold-coated cantilevers to be 
used in gas sensing, and compared with normal Raman (Allendorf et al., 
2008). Finally, Paez and coworkers have used SERS to investigate the for-
mation of thin fi lms of perylene tetra-carboxylic dianhydride (PTCDA) 
coated with silver, indium, and magnesium (Salvan et al., 2004). By examin-
ing the peaks associated with the outside of the fi lm, the authors found that 
PTCDA forms sharp boundaries with Ag and Mg, but that In actually pen-
etrates the fi lm. They also observed that certain modes indicating charge 
transfer were enhanced in the cases of Ag and In, but in the case of Mg, 
they found evidence that the metal had formed bonds to the fi lm.

15.4 Active and passive control of surface enhanced 

Raman scattering (SERS) signals

While much of the SERS literature is focused on sensing applications, as 
described above, recent work has addressed the passive and active control 
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of light emission via SERS. As the understanding of SERS phenomena has 
increased, researchers have recognized the potential for SERS signals to be 
modulated, opening the door for controlling SERS emission properties, 
which is an important fi rst step towards the realization of SERS-based 
optical devices.

15.4.1 Controlling the polarization of SERS emission

An important feature of SERS is that the Raman scattering from a molecule 
is not radiated directly by the analyte, but is instead coupled to and re-
radiated by the plasmon modes of the nanoparticle. The result of this 
plasmon re-radiation is that the polarization of the emitted light is control-
led by the orientation of the nanoparticle, rather than the orientation of the 
molecule. For example, in SERS-active nanoparticle dimers, studies have 
shown that the polarization of the emitted light will be aligned along the 
longitudinal (long) axis of the dimer (Xu et al., 2009). This polarization 
alignment of the SERS emission is observed even when the SERS excitation 
and emission are resonant with the transverse (short-axis) plasmon mode 
of the dimer (Shegai et al., 2011). Thus, by fabricating arrays of SERS-active 
nanoparticle dimers with controlled orientation, it is possible to control the 
output polarization of the emitted light on the nanometer length scale.

This effect can be further exploited through nanoparticle trimers (Shegai 
et al., 2008; Xu et al., 2009). In this case, a third nanoparticle is introduced 
to the original dimer pair. By changing the position of the third nanoparticle 
relative to the original dimer, the polarization of the emission can be rotated 
away from the alignment of the dimer long axis. The extent to which the 
output polarization is rotated by the third nanoparticle is extremely sensi-
tive to the emission wavelength, due to coupling of the plasmon modes of 
the third nanoparticle with the original dimer. However, unlike nanoparti-
cle dimers, in which the output polarization is independent of the number 
of adsorbed analytes, the use of nanoparticle trimers requires analyte to be 
preferentially adsorbed in a single junction. In the case when multiple ana-
lytes are adsorbed to the nanoparticle trimer, the emission appears iso-
tropic, due to labeling of all junction regions within the aggregate (Shegai 
et al., 2011). Thus, single-molecule SERS is favored for controlling emission 
polarization using nanoparticle trimers, because an individual molecule can 
only occupy one junction region within the nanostructure.

15.4.2 Active control of SERS intensity through 
nanoparticle structure modulation

The sensitivity of the SERS signal intensity to the structure of the underlying 
metal substrate is well established and is the subject of active investigation. 
In particular, nanoparticle aggregates are targeted as SERS substrates 
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because of the strong relationship between the size of the gap between 
adjacent nanoparticles and the intensity of the SERS response. Recent work 
has exploited elastometric substrates to actively control the gap spacing, and 
thus the SERS intensity, between adjacent nanoparticles (Alexander et al., 
2010). By fabricating nanorod dimers on pre-strained silicone rubber fi lms, 
Lopez and coworkers were able to modulate the SERS signal from adsorbed 
analytes, simply by stretching and relaxing the underlying elastomer. The 
authors noted that the SERS signal intensity disappeared at nanoparticle 
gaps greater than 20 nm and reached a maximum when the gap size was 
close to 15 nm. Thus, the authors demonstrated a simple ‘on-off’ optical 
switch based on controlling the strain applied to an elastomeric substrate.

Plasmon-enhanced optical force gradients in highly focused laser beams 
offer another strategy for controlling the distance between adjacent nano-
particles and thus, the resulting SERS signal. Käll and coworkers have used 
optical tweezers to capture silver nanoparticles in a microfl uidic cell and 
form SERS-active aggregates at the laser focus (Käll et al., 2009). By pre-
mixing the nanoparticles and an analyte of interest at a T-junction within 
the microfl uidic cell, the aggregates show a strong spectral signature associ-
ated with the analyte. Upon shuttering the trapping laser, the nanoparticles 
are released and the SERS signal drops. The experiment can be repeated 
multiple times, varying the analyte identity at the T-junction, and forming 
and releasing nanoparticle aggregates with the trapping laser.

15.4.3 Electrochemical control of SERS intensity

Another approach for actively controlling the intensity of SERS signals is 
to use electrochemical modulation of SERS analytes (Brolo et al., 2009; 
Cortes et al., 2010; Flood et al., 2011; Haran et al., 2009). Two major strate-
gies have been described, the fi rst relying on changes in the electronic reso-
nance of adsorbed analyte during reduction and oxidation, and the second 
based on structural changes that lead to new vibrational modes as the 
potential is scanned.

Figure 15.8 shows an example of a simple ‘on-off’ SERS switch, based on 
the reduction and oxidation of Nile Blue (Cortes et al., 2010). In the oxi-
dized form, Nile Blue has an electronic resonance in the red region of the 
spectrum, leading to strong SERRS. However, as the potential is scanned 
negative, the reduced form of the dye is produced, and the electronic reso-
nance – as well as the SERRS signal – disappears. The SERRS signal can 
be modulated between high and low intensity by simply sweeping the 
potential from negative to positive as shown in the fi gure. Interestingly, 
this experiment also provides a means of identifying single molecule 
SERS because the intensity goes from high to low in a single, digital step 
in the single molecule case (reminiscent of single-step photobleaching in 
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single-molecule fl uorescence, Fig. 15.8a). In the case of multiple Nile Blue 
molecules on the nanoparticle surface, the SERRS intensity changes gradu-
ally as the potential is swept, due to the heterogeneity in the oxidation/
reduction potentials of the different dyes on the surface (Fig. 15.8b).

A second example of electrochemically modulated SERS is shown in Fig. 
15.9 (Flood et al., 2011). In this case, the original analyte can undergo two 
oxidation steps (Fig. 15.9a), each of which generates a new species with a 
distinct SERS spectrum (Fig. 15.9b). The authors demonstrated that the 
three electrochemically dis tinct vibrational modes at 529, 508 and 1640 cm−1 
could represent molecular logic gates and encode AND, XOR, and NOR 
gates, respectively. This work represents the fi rst example of a molecular 
logic device based upon SERS and also demonstrates the potential of SERS 
for future optical and optoelectronic device applications.

15.5 Conclusion

Owing to its capacity to probe the detailed interactions between organic 
materials and metal surfaces in a sensitive and label-free manner, SERS 
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15.8 Electrochemically switchable SERS. (a) As the sample potential 
is ramped, Nile Blue is oxidized and reduced. Because the oxidized 
form has a signifi cant added SERS enhancement due to molecular 
resonance but the reduced form does not, the SERS intensity 
undergoes switching. (Reprinted with permission from Emiliano 
Cortés et al., Electrochemical modulation for signal discrimination in 
surface enhanced Raman scattering (SERS), Analytical Chemistry. 
Copyright 2010 American Chemical Society.)
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15.9 Electrochemically modulated SERS measured via distinct spectral 
peaks appearing in the oxidized and reduced forms of the analyte. 
(a) Overlay of 40 cyclic voltammograms, showing two oxidation/
reduction steps. (b) SERS spectra at each oxidation state. Applied 
voltages: 0 V (bottom), 0.6 V (middle) and 0.9 V (top). (Reprinted with 
permission from Edward H. Witlicki et al., Molecular logic gates using 
surface-enhanced Raman-scattered light, Journal of the American 
Chemical Society. Copyright 2011 American Chemical Society.)

can be very useful for the characterization of materials to be used in opto-
electronic devices. In the coming years, we expect to see the development 
of more sophisticated SERS substrates (Banholzer et al., 2008) and an 
increasingly detailed understanding of the effects of plasmonic and molecu-
lar resonance, charge transfer (Zhou et al., 2006, 2007), and molecular ori-
entation (Joo et al., 2001; Yu and Golden, 2007) on SERS signals. SERS has 
already been incorporated in some proof-of-concept devices, including 
switches actively controlled through polarization (Shegai et al., 2008, 2011, 
Xu et al., 2009), force modulation (Alexander et al., 2010; Käll et al., 2009), 
or electrochemical reaction (Brolo et al., 2009; Cortes et al., 2010; Flood 
et al., 2011; Haran et al., 2009).
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Abstract: Optical second harmonic generation (SHG) is a powerful 
technique to study nonlinear optical properties of materials. SHG is 
notable for its requirement for the absence of a material inversion 
center. In an electric fi eld induced SHG (EFISHG) experiment, 
symmetry is broken by an electric fi eld allowing SHG. Hyper-Rayleigh 
scattering (HRS) is another technique that probes incoherent SHG in 
isotropic solution. Both EFISHG and HRS are used to study molecular 
nonlinear optical mechanisms and characterize new materials.

Key words: electric yield induced second harmonic generation 
(EFISHG), hyper-Rayleigh scattering (HRS), Kleinman symmetry.

16.1 Introduction

The invention of high-intensity pulsed lasers around 1960 paved the way 
for the observation of optical harmonics. Franken and co-workers fi rst 
observed second harmonic generation (SHG) in crystalline quartz using a 
Q-switched ruby laser (Franken et al., 1961). While SHG was of interest in 
its own right for extending the tuning range of lasers, it also became a 
favored method to characterize the second order nonlinear optical (NLO) 
response in new materials for use in the linear electro-optic effect as well 
as for SHG. In particular, optical SHG has become an important tool in the 
study of organic NLO materials (Singer et al., 1998). Because a very large 
number of possible molecular structures for organic second order nonlinear 
optics have been investigated, SHG is routinely used to measure the NLO 
response both at the molecular level and in condensed media. More recently, 
the important symmetry constraints on second order NLO processes has 
opened the way for a number of applications including biomedical and 
other imaging and to probe bulk structure and dynamics of molecules.

A paramount consideration in SHG, and any even order NLO process, 
is that the material must not exhibit an inversion center. This requirement 
of noncentrosymmetry applies at both the molecular and condensed phase 
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levels. For organic nonlinear optics, dipolar molecules arranged in a polar 
condensed phase have received the most attention as they do meet this 
requirement. At the molecular level, a two-level quantum model indicates 
that the dipolar NLO response is largely dependent on the inner product 
of the molecules permanent dipole and transition dipole. Compounds with 
donor and acceptor substituted conjugated π-electron systems are the staple 
of investigations into new nonlinear optical materials (Zyss, 1994). A 
number of approaches for generating polar macroscopic structures from 
polar molecules have been investigated. Nonlinear molecules are grown 
into a crystal usually by solution or melt techniques with the resulting 
crystal formed by dipolar (van der Waals) or hydrogen bonding interactions. 
Owing to the high molecular density and the highly polar structure, in some 
cases, a very high optical nonlinearity can result. These high nonlinearities 
surpassed previously studied inorganic crystals, and sparked interest in the 
potential application of organic materials. Other approaches to forming 
polar materials include monomolecular growth or deposition, and poled 
polymer fi lms. Poled polymers have received the most attentions of these 
approaches (Singer et al., 1986; Dalton et al., 2010). In this case, NLO mol-
ecules are dissolved or covalently attached in amorphous polymers. In a 
state of high molecular mobility (usually the polymer is heated above its 
glass transition temperature), a strong DC electric fi eld is applied to break 
the center of symmetry and impart polar order. With the fi eld applied, the 
polymer is put into an immobile state by cooling or chemical reaction, thus 
locking in the polar order.

Other important symmetry aspects have driven research in SHG. Most 
notably, the lack of inversion symmetry at dielectric discontinuities has sug-
gested the importance of second harmonic as probe of surfaces and other 
interfaces (Heinz et al., 1982). Recently, more exotic forms of noncentro-
symmetric materials have been investigated including chiral and octupolar 
media (Zyss, 1993; Verbiest et al., 1994; Ostroverkhov et al., 2000b; Sioncke 
et al., 2003; Haupert and Simpson, 2009).

16.2 Second harmonic generation (SHG) 

in bulk media

There are several experimental techniques studied for measuring the 
NLO response of molecules and materials. Intense fundamental optical 
beams and sensitive detection of SHG signal are always the key to these 
measurements.

The second harmonic coeffi cient dij (i = 1–3, j = 1–6) can be determined 
through absolute and relative measurements. Absolute measurements 
include second harmonic phase matching and parametric fl uorescence 
(Kurtz, 1975). While such measurements were needed in the early days, the 
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reference materials studied by these methods have been used almost exclu-
sively since to carry out measurements relative to accepted standard 
materials.

Two relative techniques, slab rotation Maker fringes (Maker et al., 1962) 
and the wedge translation technique, are typically favored. In relative tech-
niques, high-powered laser pulses are incident on the sample while the 
intensity of the transmitted frequency-doubled light is monitored with a 
sensitive detector (e.g., photo multiplier tobe (PMT). Band-pass fi lters are 
carefully placed in the beam path in order to block the fundamental and 
pass the SHG to the detector.

The wedge technique has been fully detailed previously by Chemla and 
Kupecek (1971). In this technique, measured samples are shaped as a wedge, 
where the relative phase between the free and bound harmonic waves is 
varied by thickness variation upon translation. During the experimental 
run, the fundamental light normally incidents on the sample and the SHG 
signal against the sample translation distance is recorded. The wedge tech-
nique is useful in the infrared region where the long coherence lengths 
prevent the observation of the fringes in the Maker fringe technique and it 
is also very convenient to analyze (Kurtz, 1975). Another advantage of the 
wedge method is that multiple refl ections of the fundamental and second 
harmonic waves are eliminated.

Jerphagnon and Kurtz (JK) (Jerphagnon and Kurtz, 1970) presented in 
detail a method, Maker fringe technique, for determination of the SHG 
coeffi cients, with the assumption of isotropic media with no absorption or 
dispersion. In this technique, samples are slabs or thin uniform fi lms. The 
SHG signal versus the angle of incidence is recorded. Over the years, this 
technique has been applied to inorganic and organic materials. However, 
many of the second order NLO organic materials under investigation today 
such as liquid crystals, Langmuir–Blodgett fi lms, poled polymers, and 
organic crystals absorb at the wavelength of the typical SHG experiment, 
exhibit a fair degree of anisotropy and have dispersion in the index of 
refraction. Further development or correction to this technique has been 
done later (Kuzyk et al., 1989).

A complete description of Maker fringe experiments has been given 
(Herman and Hayden, 1995), and recently updated to include multiple 
refl ections in multilayer materials (Park and Herman, 2012). Nonlinear 
measurement taken at far from resonance of the nonlinear material is 
always preferred in order to minimize the absorption. Otherwise, one 
should have an accurate measurement of the thickness and absorption 
coeffi cient in order to get meaningful results in the case of absorption of 
the SHG. Absorption at the fundamental frequency is even more compli-
cated. Concomitant with the lack of inversion symmetry, most of the NLO 
materials exhibit birefringence. Ignoring birefringence of the materials can 
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result in signifi cant error in the nonlinear coeffi cient with even modest 
dispersion (Herman and Hayden, 1995).

In a poled system, the molecules are aligned in a polar manner along the 
external fi eld having C∞v symmetry. This symmetry group yields a third-rank 
χ(2) tensor with a limited number of terms. In addition, second harmonic 
implies permutation symmetry in the last two Cartesian indices. As a result, 
only the d31 and d33 terms in the reduced tensor notation are independent 
(Boyd, 2003). When considering poled polymers, JK’s model, the ratio of 
d31/d33 decreases as the dispersion increases. This can lead to errors in the 
determination of the induced molecular alignment distribution. In the 
standard rigid-gas model (Williams, 1987) describing the electric fi eld 
induced orientation of dipoles predicts d31/d33 = 1/3 for low poling fi elds and 
ratios smaller than 1/3 for high poling fi elds. In general, this ratio provides 
information on the orientational distribution and ratios of d31/d33 < 1/3 are 
generally attributed to more order (Singer et al., 1987). In these cases, 
correct analysis of the SHG experiments taking absorption and birefrin-
gence into account is necessary; otherwise the orientational distribution 
derived may be subject to systematic errors, and the degree of order over-
estimated. Even with the correct consideration of dispersion, large errors 
occur as the thickness approaches an integer multiple of twice the coher-
ence length. Thus, a complete angular scan in Maker fringes experiment 
and subsequent fi t of the data to the theory is the only way to ensure 
accuracy.

We focus now on molecular hyperpolarizability measurements involving 
SHG relating to macroscopic material measurements. Two important tech-
niques for measuring molecular nonlinearities: electric fi eld induced second 
harmonic generation (EFISHG) and hyper-Rayleigh scattering (HRS) will 
be described. The nature of the susceptibilities, the method for deducing 
the molecular susceptibility tensor components, measurement conventions, 
the role of local fi elds, and experimental techniques are described in the 
limit of weakly interacting molecules. We will also discuss the application 
of the NLO techniques in bulk material structure and molecule dynamics 
studies.

16.3 Electric fi eld induced second harmonic 

generation (EFISHG)

EFISHG is a well-established technique to determine the fi rst-order NLO 
response of dipolar molecules. The schematic of a typical EFISHG experi-
ment is shown in Fig. 16.1. A strong external electric fi eld is applied to a 
liquid solution in order to re-orient the dissolved molecules. As a result, 
the center of inversion of a gas or liquid is broken allowing bulk second 
harmonic generation. Original EFISHG experiments were carried out on 
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16.1 Schematic layout of a typical EFISHG experiment. The SHG 
from a quartz crystal is usually used as reference. Alternating or static 
electric fi eld is introduced by applying high voltage on the sample 
while performing SHG measurement. The SHG from quartz crystal 
is used as a reference to monitor the fl uctuation of the intensity of 
the laser.

molecules in the gas phase (Finn and Ward, 1974; Ward and Bigio, 1975). 
Though the contributions of local fi elds and interactions are minimized in 
the gas phase, many compounds of interest cannot develop the necessary 
vapor pressure for such measurements. The technique was then adapted 
for use in measurements in liquid phase (solution of molecules) (Levine 
and Bethea, 1975; Oudar, 1977; Singer and Garito, 1981). Such measure-
ments can give reliable results, but care must be taken to minimize the 
effects of local fi elds and interactions. The solvent is usually carefully 
selected to minimize both absorption and second harmonic response. The 
relevant third order macroscopic polarization density at frequency 2ω is 
given by,

P E E EI IJKL J K L
2 2 0ω ω ω ω= Γ  [16.1]

where ΓIJKL
2ω  is the EFISH susceptibility.

The microscopic contributions contributing to Γ include the two lowest 
order hyperpolarizabilities. Isotropic averaging of the molecular quantities 
is performed because only dilute liquid solution is involved. An infi nite 
dilution technique was developed to address the effects of solvent–solute 
interactions (Singer and Garito, 1981). Later developments of this tech-
nique included dispersion measurements (Teng and Garito, 1983), determi-
nation of the real and imaginary parts of the response (Kajzar et al., 1987), 
and simultaneous measurement of the third harmonic coeffi cient (Cheng 
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et al., 1991). Recently, this has been used for probing the structure and sym-
metry of bulk material or molecules (Xiao et al., 2006; Lim et al., 2009; Satou 
et al., 2011)

16.3.1 Characterizing the molecular hyperpolarizability

The macroscopic susceptibility, ΓIJKL
2ω  can be related to the molecular quanti-

ties of interest. Since EFISHG measurements involve dilute liquid solu-
tions, isotropic averaging of the molecular quantities is performed. Thus, the 
macroscopic polarization density is given by:

P t N p tI i I( ) = ( )  [16.2]

where 〈pi(t)〉I is the ensemble average of all the dipolar molecules, indices 
I and i denote dimensions of the laboratory frame and molecular frame. 
Assuming a Boltzmann distribution, we can write:

p t
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where Ω denotes the solid Euler angles, a is the rotation matrix that con-
nects the molecular dipole frame to the laboratory frame, μ is the dipole 
moment, β, γ are second- and third-order molecular optical susceptibilities 
(two lowest-order hyperpolarizabilities), and E0, Eω are the static fi eld and 
optical fi eld. The orientation average then becomes the average of products 
of the direction cosines. These have been tabulated by Cyvin, Rauch and 
Decius (1965). Having the expressions for the macroscopic polarization, we 
can now defi ne a macroscopic susceptibility, ΓIJKL:

ΓIJKL L IJ k IK J JK IE N E E E= + +( )χ δ χ δ χ δ1 2 3  [16.4]

where,
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kT

 [16.7]

In order to select the component of the polarization density oscillating 
at the optical second harmonic, a Fourier transform is applied. We also 
assume the optical waves are quasi-monochromatic. Experiments generally 
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measure only the Γ1111 component of the EFISH susceptibility, which can 
be written as:

Γ1111

0 2

15
3
2

2
1
2

1
2= +( ) + +( )⎡

⎣
Nf f f f

kT
uuvv uvvu uuv v uvv u

ω ω ω

γ γ β μ β μ⎢⎢
⎤
⎦⎥

 [16.8]

where u and v are summed over the molecular coordinates. The numerical 
factors inside the parentheses can be different if a different convention is 
used (Singer et al., 1998). The additional factors, f coeffi cients, are local fi eld 
factors and will be discussed below. To simplify the expression, we defi ne 
the scalar part of γuvwx as:

γ γ γ= +( )
=
∑1

15
2 uuvv uvvu

u v x y z, , ,

 [16.9]

and the inner product of the vector part of βuvw and μu as:

βμ β μ β μ= +( )
=
∑1

3
2 uuv v uvv u

u v x y z, , ,

 [16.10]

With these new defi nitions:

Γ1111
0 2 3

2
1

10
= +⎛

⎝
⎞
⎠Nf f f f

kT
ω ω ω γ βμ  [16.11]

It is usually assumed that the contribution from γ is negligible compared 
with the other term. This, however, is not routinely tested, but should be 
reasonable to assume given the trend toward molecules with increasingly 
larger values of βμ. In any case, the magnitude of this term can be assessed 
using third harmonic generation or other third-order processes.

16.3.2 Local fi eld effects

The electric force between the external fi eld and the polar molecules is 
affected by the ambient dielectric, which is also polarized by the external 
fi eld, creating local fi eld effects. In order to extract the nonlinear coeffi cients 
correctly from EFISHG measurement, local fi eld effects should be consid-
ered (Singer and Garito, 1981). The effects of local fi elds can be accurately 
determined experimentally by carrying out concentration-dependent meas-
urements on dilute solutions of the molecule of interest. A related and 
equivalent technique was introduced by Burland et al. (1991). To measure 
β accurately, we will require concentration dependent measurements of not 
only the NLO susceptibility but also the static dielectric constant and linear 
polarizability, and develop a concentration extrapolation procedure. As 
local fi elds increase with dielectric constant, taking these into account is 
most important in high dielectric solvents. Even more important, molecular 
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associations in liquid solution between solute molecules can occur at higher 
concentration. The concentration extrapolation technique described below 
will reveal this through nonlinear dependence and minimize by infi nite 
dilution extrapolation. Consider the EFISHG susceptibility corresponding 
to a two component solution:

Γ1111 0
0 2

0 1
0 2

1= ′ + ′N f f f f N f f f fω ω ω ω ω ωγ γ  [16.12]

where ′ = +γ γ βμ3
2

1
10kT

.

It has been shown that good results are obtained when one chooses 
Debye type local fi eld factors at optical frequencies and Onsager type in 
the static limit (Singer and Garito, 1981). With Onsager model, we have 
result of local fi eld factors
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where, ni refers to a ‘index’ of refraction for the species. Normally, this will 
apply to the solute. One need not use the crystal index of refraction; this 
number can be determined by the extrapolation procedure explained below. 
For the Debye-type local fi elds,

f
n

i
∞ = +2 2

3
 [16.15]

where this applies to optical frequencies and n is the refractive index.
By measuring the concentration dependence of the EFISHG susceptibil-

ity, the static dielectric constant, and the index of refraction, one obtains 
linear dependence at low concentration. From the slopes and intercepts of 
the curves, μ and γ′ can be determined. The quantity γ can be measured 
independently using four-wave mixing, third harmonic generation, or some 
other third-order process, but as pointed out above, the term is often 
neglected. With this, β can be determined using the reported techniques 
(Singer and Garito, 1981).

16.3.3 Limitations

The EFISHG technique has been widely used for characterizing uncharged, 
dipolar chromophores. As an external fi eld interacts only with molecules 
having permanent dipole moment, it is limited to such molecules. Because 
of the presence of a high-voltage direct current (DC) fi eld, this technique 
is not applicable for measuring conducting or ionic materials.
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In the EFISHG experiment, the external fi eld aligns the nonlinear optical 
molecules to remove the inversion symmetry of the solution being studied. 
The measured quantity is the scalar product of the dipole moment and 
the vector portion of the susceptibility tensor, which are assumed to be 
parallel. This limitation has made the technique mainly useful for determin-
ing a single hyperpolarizability component, βzzz, appropriate for linear 
dipolar chromophores having C2v symmetry, where the z-direction is along 
the molecular dipole. The HRS technique has much more general 
applicability.

16.4 Hyper-Rayleigh scattering (HRS)

HRS, incoherent second harmonic scattering from an isotropic material, is 
an alternative to EFISHG as a method of measuring the second-order 
molecular susceptibility of NLO molecules. As mentioned earlier, SHG is 
not normally allowed in liquid with inversion symmetry; however, local 
fl uctuations can result in small amounts of incoherent second harmonic 
scattering whose polarization and angle dependence contain a signifi cant 
amount of information on the β tensor. This nonlinear optical phenomenon 
was fi rst reported in 1965, soon after the development of high peak power 
lasers. In HRS experiment, the second harmonic yield is much smaller than 
other techniques mentioned above. Thus, ultra-high powered laser pulses 
are tightly focused on a liquid solution in order to create a very strong 
optical fi eld. The practical application of this technique only came after 
development of the theoretical work. Most recently, the HRS technique has 
been successfully used in characterizing the nonlinearity of the dipolar and 
multipolar molecules (Clays et al., 1991; Zyss and Ledoux, 1994; Hubbard 
et al., 1996; Ostroverkhov et al., 2000b). In the basic HRS experiment, the 
scattered SHG signal is collected at 90° with respect to the propagation 
direction of the fundamental light (Fig. 16.2). In this scheme, only few terms 
of the β tensor are measured (Clays et al., 1991). In more sophisticated HRS 
experiments, where the SHG is collected at arbitrary direction, the incoher-
ent scattered SHG signal can be decoded and the six rotational invariants 
can be calculated.(Hubbard et al., 1996; Ostroverkhov et al., 2000b; Wu 
et al., 2008)

HRS is applicable for measuring both dipolar and multipolar molecules 
in uniform phase. Prior to 1990, EFISHG was the standard method of 
measuring molecular nonlinear coeffi cients, with HRS gaining use thereaf-
ter (Clays et al., 1991). HRS has important distinctions from EFISHG, most 
of which arise from the lack of an externally applied electric fi eld in HRS. 
This allows measurements with molecules that lack a permanent dipole 
moment but have only higher order moments such as octupolar (Zyss, 
1993). It also allows experiments with ionic or conductive species which are 
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16.2 Typical experiment layout of the hyper-Rayleigh scattering at 90 
degrees and 45 degrees (KD-HRS, dashed confi guration for sample 
signal collection). Elliptically polarized fundamental light is tightly 
focused on sample solution in quartz cuvette in order to generate 
very intense fi eld. The polarization of the fundamental laser light is 
controlled by a polarizer and a waveplate. The harmonic scattering 
is collected with lens and checked with ¼ waveplate and polarizer. 
The SHG from quartz crystal is used as a reference to monitor the 
fl uctuation of the intensity of the laser.

not suitable for an EFISHG experiment. HRS can measure several of the 
tensor components of the susceptibility while EFISHG can measure only 
the portion parallel to the dipole moment. The HRS technique can also 
measure nonlinear response close to resonance, where the Kleinman sym-
metry is no long valid. The two techniques combined can determine the 
angle between the dipole moment and the vector portion of the nonlinear 
susceptibility.

In isotropic media, the average value of second order response, BIJK, 
vanishes because the scattering units are randomly oriented, and fi elds 
emitted from each individual source (the NLO molecules in solution) inter-
fere destructively. However, fl uctuations in orientation can generate a 
measurable amount of incoherently scattered second harmonic light. 
Assuming that values of BIJK are correlated only over distances much 
smaller than the wavelength, the SHG intensity is proportional to the 
average value of the square of BIJK as follows

I B B x E E E E xIL IJK LMN J K M N
2

1 2
3

1
3

2
ω ∝ < > ∫∫ , ,

* * *d d  [16.16]

where the brackets indicate averaging over all orientations. The subscripts 
1 and 2 on BIJK refer to different positions within the scattering media. The 
assumption that BIJK is uncorrelated over long distances allows those sub-
scripts to be dropped. If the scatterers are randomly oriented molecules, 
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the total intensity, I2ω, is the sum of the contributions from individual mol-
ecules and can be written as

I GN B B I IIJK LMN
IJKLMN

2ω ω ω= < >∑ *  [16.17]

where N is the number density of scattering units, β the molecular second 
harmonic coeffi cient, Iω the incident intensity, and G is a factor that incor-
porates corrections for local fi elds and experimental geometry. According 
to Zyss and Ledoux (1994),
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2 4
2

2π
λ

ω ω  [16.18]

where the n’s are the refractive indices of the solvent at the indicated fre-
quencies, λ the wavelength, and R the distance from the scattering center 
to the detector. Internal referencing to the solvent or to a solution of known 
nonlinearity determines G. Eq. (16.18) can be extended to include scatter-
ing from two species in the limit of low absorption:

I G N N I2 2 2 2ω ωβ β= < > + < >( )( )solvent solvent dye dye  [16.19]

which predicts a linear relationship between I2ω and Ndye in the limit of a 
dilute solution (Ndye < < Nsolvent). It is important to note that the values of 
〈β2〉 in Eq. (16.19) are defi ned with respect to laboratory-fi xed axes. The 
transformation to molecule-fi xed axes, i, j, and k as well as the method for 
determining βijk will be reviewed later.

In an HRS experiment, it is easier to determine the linear relationship 
described in Eq. (16.19) by using alternating half-wave plates and linear 
polarizers to set the polarization and continuously vary the incident inten-
sity of Iω. It is worth pointing out that at very high fundamental intensities, 
additional NLO processes such as self-focusing lead to subquadratic behav-
ior in the intensity of the scattered light (Mao et al., 2007). Right angle 
scattering is the favored geometry, where the SHG signal is collected per-
pendicular to the direction of the incident fundamental light (Fig. 16.2). This 
confi guration measures the Kleinman symmetric contributions to the β 
tensor (Hubbard et al., 1996; Ostroverkhov et al., 2000b; Wu et al., 2008). 
With incident light polarized perpendicular to the plane of incidence, an 
analyzer with the same orientation will measure

I GN IZ ZZZ
2 2 2ω ωβ= ( )  [16.20]

where Z indicates the laboratory axis perpendicular to the plane of the 
incidence. In the case of an analyzer parallel to the direction of travel of 
incident beam, the signal will be

I GN IX ZXX
2 2 2ω ωβ= ( )  [16.21]
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Although local fl uctuation model for SHG in uniform solution has suc-
cessfully explained many experiments or observations, some discrepancy 
was found in some experiments. Recently, a non-local model was discussed 
by Shelton (2010) in order to solve the discrepancy.

16.4.1 Dipolar materials

According to group theory, the third-rank β tensor can be decomposed into 
rotational invariants. In an HRS experiment, the incident fi elds are indis-
tinguishable, so β is symmetric with respect to the interchange of two 
indices. In this case, the tensor decomposition has six rotational invariant 
components: two vectors, one rank-2 pseudotensor, one rank-3 tensor, and 
a complex term describing the interference between the vectors.

β ~ ~ ~1 1 1 1 0 2 1 1 2 3⊗ ⊗( ) ⊗ ⊕( ) ⊕ ⊕ ⊕sym  [16.22]

According to the result of the dipole oscillator model, if all of the fre-
quencies are much smaller than any resonant frequency, the dispersion of 
the susceptibility can be neglected, and permutation symmetry among all 
three of the tensor Cartesian indices holds. This is known as Kleinman sym-
metry. In this case, only the vector and rank-3 tensor in β tensor decomposi-
tion are non-zero, leaving the Kleinman-symmetric terms. That is,

βKleinman ~ ~1 1 1 1 3⊗ ⊗( ) ⊕sym  [16.23]

The vector component is a dipolar contribution measurable with EFISHG 
technique while the tensor part has multipolar symmetry measurable only 
with HRS. Many HRS measurements have been carried out for molecules 
that can be approximated as being one-dimensional dipolar molecules, pos-
sessing C∞v symmetry. If the π-electrons in a molecule are conjugated in one 
dimension, Kleinman symmetry is automatically satisfi ed since all the β 
terms vanishes except βzzz obviously symmetric in all three indices. There-
fore, the measurement directly gives the value of βZZZ

2 . Conversely, mul-
tidimensional molecules will generally be Kleinman nonsymmetric given 
that most measurements include visible second harmonic in visible-absorb-
ing chromophores.

Recall that in EFISHG, the second-order NLO polarizability is linearly 
proportional to the local fi eld factors and permanent dipole moment of the 
molecules (Eq. (16.11)). Comparison of the HRS data and EFISHG data 
has been shown to verify the theory (Clays et al., 1991). In the EFISHG 
measurement of a dipolar solution, attention should be paid to the increase 
of effective molecular dipole moment caused by the dipole moments them-
selves (Clays et al., 1991). However, the HRS signal is directly proportional 
to β2, the knowledge of the dipole moment is not required at all, but the 
sign of β can only be determined with EFISHG.
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16.4.2 Multipolar materials

Dipolar molecules usually tend to form an anti-parallel molecular arrange-
ment when the density of the solution is high and there is no external 
aligning fi eld. This arrangement, where dipoles tend to cancel, inhibits the 
second order nonlinear process and thus limits its application to electro-
optical confi gurations. However, researchers have expanded their investiga-
tions on NLO molecules whose nonlinearity origins from octupole or other 
multi-pole contributions. These materials are called multipolar materials, 
but possessing structures that are noncentrosymmetric.

There has been considerable interest in HRS experiment in two-
dimensional octupolar molecules, which can provide a different route to 
non-centrosymmetric second-order nonlinear optical materials (Verbiest 
et al., 1994; Zyss and Ledoux, 1994). Schematic structures are shown in 
Fig. 16.3. These effects arise from the third order Kleinman symmetric term 
(3) in Eq. (16.22). As discussed above, the HRS measures the rotational 
invariants in tensor decomposition.

According to Eq. (16.23), only the 3rd rank tensor is allowed in β if all 
dipolar-like quantities vanish. A molecule or material which has such prop-
erties belongs to an octupolar group, that is, a point group consistent with 
octupolar symmetry. Some examples are shown in Fig. 16.3. In this case, 
there is no dipole moment, but the structure is noncentrosymmetric, 
nonetheless. From analysis of the symmetry, certain point groups, such as 
C2v, D3h, Td, orthorhombic 222 group are octupolar groups. When a non-
centrosymmetric molecule belongs to a multipolar group of order strictly 
higher than 3, the β tensor must strictly vanish. For example, a 5-fold sym-
metry molecule cannot have nonzero β although it is noncentrosymmetric. 
The octupolar planar symmetric (i.e., disk-like molecule, e.g. crystal violet) 
tensors under rotation can be generalized to lower order tensors. However, 
octupolar molecules can also have out-of plane structures, such as chiral 
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16.3 Schematic structure for two- and three-dimensional octupolar 
nonlinear optical response.
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geometries. The average value of the rank-6 tensor β ⊗ β is measured in 
the HRS experiment.

We note that one must carefully consider the applicability of Kleinman 
symmetry in order to determine the type of HRS to perform. Much work 
has focused on approximately one-dimensional dipolar molecules. In this 
case, donor and acceptor substitution on a bridging conjugated π-electron 
system yields such a one-dimensional dipolar molecule. In this case, Klein-
man symmetry applies regardless of the relationship of the experimental 
wavelengths to the electronic states. In the more general case, of multidi-
mensional molecules the nominal far-from-resonance requirement for 
Kleinman symmetry to hold must be assessed. The cases of two- and three-
dimensional conjugated electron systems of octupolar or other symmetry 
can yield Kleinman-disallowed (KD) contributions to the scattered signal. 
Given the fact that many of the nonlinear optical chromophores of interest 
absorb in the visible, it may not be possible to perform HRS measurements 
in Kleinman symmetric regime with visible second harmonic light. The 
conditions for far-from-resonance Kleinman symmetry for HRS are much 
more diffi cult to attain than is widely appreciated. This being the case, 90° 
scattering measurements may, in fact, have KD contributions in the meas-
ured signal. The degree to which this is the case will determine systematic 
errors in determination of the β tensor for multi-dimensional molecules.

This is a particular issue with the reports of octupolar molecules in the 
literature. As noted above, the octupolar tensor invariant (3 ss), is a Klein-
man symmetric contribution, and it is likely that HRS measurements on 
chromophores with obvious octupolar symmetry contain negligible Klein-
man non-symmetric components. In this case, 90° scattering depolarization 
ratio measurements are appropriate. Indeed, the fact that many of these 
measurements obtain depolarization ratios expected for octupolar mole-
cules refl ects this (Zyss and Ledoux, 1994). However, HRS measurements 
in multidimensional molecules without octupolar symmetry may contain 
non-Kleinman symmetric contributions. This can result in systematic errors 
in reported values.

Axially ordered chiral media can exhibit second-order nonlinear optical 
properties arising from the electric-dipole coupling (Hubbard et al., 1998; 
Ostroverkhov et al., 2001a, 2001c). Such media require breaking of Klein-
man symmetry at both the molecular and supramolecular levels. However, 
while chirality is required at the supramolecular level, it is not at the 
molecular level. A chiral arrangement of non-chiral molecules is suffi cient. 
The mixed symmetry fi rst rank tensor (1) and the second rank (2) pseudo-
tensor terms in Eq. (16.22) are the KD components. The second rank tensor, 
of particular interest, requires a molecule of two or three dimensions as 
one-dimensional molecules are necessarily Kleinman symmetric. Such 
multidimensional molecules aligned in a chiral manner with a symmetry 
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axis exhibit second-order nonlinear optical effects. Two-dimensional mol-
ecules with C2v symmetry, as well as chiral disk-like chromophores could 
contribute to large nonlinear optical response in chiral axial materials 
(Ostroverkhov et al., 2000a, 2000b, 2001b; Sanguinet et al., 2005, 2006).

When measuring the Kleinman allowed components (the vector and 
rank-3 tensor components), the HRS scattering output is perpendicular to 
the incident beam. In order to study the KD and cross terms, a scattering 
experiment, where the signal collection is at 45° to the incident beam 
(Fig. 16.2), has been developed (Hubbard et al., 1996; Ostroverkhov et al., 
2000b; Wu et al., 2008). The SHG signal can be collected at any angle, but 
45° is a convenient value.

In this case, careful selection of the input and output polarizations enables 
one to measure the complete collection of the relevant nonlinear optical 
fi gures of merit applicable in the most general case. As was shown, one 
measures six fi gures of merit, one for each of the six rotationally invariant 
tensor components of the molecular hyperpolarizability, namely (Ostro-
verkhov et al., 2000b):

I GN Ii o L L i o
L

2 2 2ω ωω ω β ω ω, ,( ) = ( ) ( )∑ Δ  [16.24]

where βL
2  are the tensor invariant fi gures of merit (where L = 1 ss, 1 mm, 

1 sm+, 1 sm−, 2 mm, 3 ss). These components are 1 ss, 1 mm, 1 sm+, the 
vector contributions that are symmetric (s) or of mixed symmetry (m), the 
second-rank pseudotensor of mixed symmetry (2 mm) and the third rank 
symmetric tensor (octupolar). The ΔL are the corresponding invariant 
tensors. We note that the 1 ss and 3 ss are the Kleinman symmetric parts 
normally measured in 90° HRS, where the two components can be assessed 
from the depolarization ratio. In this case, Eq (16.24) then becomes Eqs 
(16.20) and (16.21) regarding different polarization.

In this general case, one measures elliptically polarized incident light and 
scattered second harmonic light. In principle, either the incident or outgoing 
relative phase can be varied during the experiment. An analysis of the 
information on the tensor invariant fi gures of merit reveals that continu-
ously varying the elliptical input polarization for a fi xed HRS elliptical 
polarization yield the most information. The six invariants can be obtained 
by varying the input polarization (or relative phase) continuously for two 
different settings of the output polarization. The two sets of polarization-
dependent data can be simultaneously fi t to yield the six invariants. The 
optimum output ellipticity and orientation of the outgoing fi elds have been 
derived (Hubbard et al. 1998; Ostroverkhov et al. 2000b). The illustration 
of the polarization of the fundamental and SHG is shown in Fig. 16.4.

The polarization of the incident light can also be controlled either by 
rotating a waveplate or, better yet, electrically through a liquid crystal 
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16.4 Illustration of light polarization in KD-HRS experiment. The 
fundamental light is elliptically polarized by employing polarizer, 
waveplates or retarder. The scattered SHG is collected at 45 degrees. 
Combination of polarizer and ¼ waveplate is used to analyze the 
polarization of the signal.

retarder in order to remove the possible mechanical errors. This method 
has improved the measurement reproducibility and sensitivity (Wu et al., 
2008).

As an example, consider the chromophores in Fig. 16.5. The chromo-
phores’ p-NA is quasi-one-dimension and would be expected to exhibit 
small KD components (1 mm and 2 mm in Table 16.1), while crystal violet 
(CV) could exhibit substantial response in all components since it is two-
dimensional. These properties are indeed refl ected in the results of HRS 
shown in Table 16.1 (Ostroverkhov et al. 2000a, 2001a).

Crystal violetpNA

NH2

CH3 CH3

CH3

CH3H3C

H3C
N N

N+

O–

O

N+

16.5 Molecular structure of a quasi-one-dimensional chromophore 
(pNA) with approximate Kleinman symmetry and crystal violet, a two-
dimensional chromophores not expected to be Kleinman symmetric.
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Table 16.1 Rotationally invariant fi gures of merit for two chromophores in Fig. 16.5

Material ⎮⎮β1ss⎮⎮ ⎮⎮β1mm⎮⎮ ⎮⎮β2mm⎮⎮ ⎮⎮β3ss⎮⎮ Depolarization ratio

(esu × 10−30) 90° exp 45° exp

pNA (ref) 7.12 ± 0.16 0.0 ± 2.1 3.0 ± 2.6 4.95 ± 0.23 0.20 ± 0.01 024 ± 0.01

Crystal 
violet

83.5 ± 2.1 72.2 ± 2.1 84.1 ± 6.5 76.0 ± 4.2 0.63 ± 0.01 0.65 ± 0.06

16.4.3 Experimental issues

As we pointed out earlier, the HRS process is extremely ineffi cient. It 
largely depends on the peak intensity of the light pulse. Typically, the 
number of scattered photons is a factor of about 10−14 lower than the 
number of incident photons. Thus, it requires very high incident power of 
the fundamental beam. For this reason, high peak power lasers such as 
Q-switched Nd:YAG, modelocked Ti:sapphire lasers, and chirped paramet-
ric amplifi er lasers, were employed as the fundamental light. Tunable optical 
sources are very desirable to conduct experiments such that the second 
harmonic light is not in the linear absorption band of the chromophore or 
to probe resonant behavior of NLO chromophores. Similar to the EFISHG 
technique, the HRS experiment is also a relative experiment which requires 
a known reference. This can be accomplished using an external or internal 
(solvent) reference (Hubbard et al., 1998).

Since a very intense optical fi eld is used, other nonlinear process such as 
multi-photon fl uorescence occurs in many dyes across the visible spectrum 
and has an (Iω)2 dependence which competes with HRS. In some cases, 
fl uorescence can be separated from HRS either temporally or spectrally 
(Olbrechts et al., 1999; Wu et al., 2008). However, when the fl uorescence is 
largest near the two-photon absorption maximum of the molecule, the 
hyper-Rayleigh signal can be completely extinguished due to dephasing of 
the molecule’s virtual excited state. A tunable band-pass fi lter, such as a 
grating monochromator, in front of the detector allows spectral isolation of 
the narrow hyper-Rayleigh line from broad-band fl uorescence when dephas-
ing is not too severe. High-intensity tunable sources such as optical para-
metric oscillator (OPO) and optical parametric amplifi er (OPA) can be 
used to minimize fl uorescence by conducting experiments in far-off reso-
nant regimes.

Recently, a single photon detection technique was successfully used in an 
HRS experiment. For molecules that have nano-second fl uorescence, time-
correlated single photon HRS can easily differentiate the SHG and two-
photon fl uorescence (Wu et al., 2008). In the KD HRS scheme, it has also 
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shown that method of using a liquid crystal retarder to control the polariza-
tion of fundamental wave improves data reproducibility compared to con-
ventional rotating quarter wave method (Wu et al., 2008). It should be noted 
that it is possible that the fl uorescence decay is very fast, so that multipho-
ton fl uorescence and SHG occur on similar time scales, in which case tem-
poral separation methods are not suffi cient (Olbrechts et al., 1999; Wu et al., 
2008). In this case, a combination of techniques is required (Wu et al., 2008).

16.4.4 New applications

Since HRS is an instantaneous process, it can be useful for monitoring ultra-
fast processes. It is possible to attain temporal resolution at the same order 
of the pulse duration of the incident light using a pump-probe technique or 
similar optical methods. Moreover, because the HRS polarization factor is 
very sensitive to the local symmetry, it is a very powerful optical method 
for determining the structure and dynamics of the molecules or particles.

Self-assembly/aggregation of the molecules in equilibrium solution is 
important for understanding many biological phenomena such as the for-
mation of protein. The size and symmetry of the formed supramolecular 
structure (e.g. the cluster of melamine, cyanuric acid, or sym-triphenyl cya-
nuric acid) can be detected effectively by measuring the HRS signal (Ray 
and Das, 1997). For example, the HRS technique was used to determine the 
critical micelle concentration (CMC) of surfactants that contain an NLO 
chromophore in solution (Ghosh et al., 2003).

The NLO responses of metallic nanoparticles have been extensively 
investigated over the past years (Dadap et al., 1999; 2004). Free electron 
in the conduction-band, or surface plasmas, are generated on the nano-
particles, where the free election model of linear and nonlinear index of 
refraction applies. Related linear optics can be explained by Mie scattering 
theory. Recently, a report showed that aggregation of metallic particles 
exhibits a strong NLO effect due to the quadrature contribution to the fi rst 
hyperpolarizability. Zhang et al. (2003) have investigated by HRS the aggre-
gation of protein-modifi ed gold nanoparticles. Russier-Antoine et al. (2008a, 
2008b) used a different protein aggregation method and further confi rmed 
that HRS could become a potential powerful technique in determining 
small aggregation of proteins in aqueous samples. Aggregations of gold 
and Au-Ag alloy nano-particles were both studied. The enhancement of 
SHG is attributed to both the size and surface inhomogeneity of the nano-
particles. The non-uniformity breaks down the local inversion symmetry.

A new kind of fl uid, ionic liquid, which is usually composed of asymmetric 
organic cations (usually, imidazolium, pyridinium, pyrrolidinium, or alky-
lammoniumion derivatives) with bulky inorganic anions, has attracted 
interest. Understanding the local structure and interaction is necessary for 
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knowing the potential application of such liquids. HRS spectroscopy on 
such a system was recently reported (Rodriguez et al., 2010). The HRS 
measurement results have provided signifi cant physical insights into the 
local structure (orientation, cluster size, etc.) of the ionic liquids (Revillod 
et al., 2009; Rodriguez et al., 2010).

Inter-molecule charge transfer can possibly enhance the nonlinear 
response of the system because the change of the electronic structure of 
each individual molecule. Study of charge transfer between aromatic π 
donors (methyl substitute benzenes) and archetypical organic π acceptors 
was reported (Pandey et al., 2011).

The HRS technique was also reported to be an effective method for 
determining the fl uid partition coeffi cient (Ray and Das, 1996). A solute has 
different concentration in two immiscible liquids if the two liquids are 
combined. The ratio between the two concentrations tends to be constant. 
HRS can be used to determine this ratio by measuring the SHG signal in 
different liquids because SHG signal has a well-defi ned relationship with 
the concentration. HRS technique was also used to measure the ferroelec-
tric molecular order in liquids and their relaxation time (Shelton, 2005, 
2008), monitoring real-time nucleation and growth of nonparticles (Segets 
et al., 2009), investigating the conformation of polymers (Vandendriessche 
et al., 2009), etc.

16.5  Second harmonic generation (SHG) probing 

structure and dynamics

16.5.1 Molecular orientation at surfaces and interfaces

Because of the dielectric discontinuity, the inversion center is necessarily 
broken at surfaces and interfaces. As a consequence, the interfacial region 
between two uniform (centro-symmetric) media is expected to have an 
SHG signal. It has been theoretically shown by Heinz et al. (1982), that the 
SHG signal generated from the surface provides information on the molec-
ular orientation at the surface (Heinz et al., 1983). Since then, surface SHG 
has become an important technique for studying surfaces, interfaces, and 
surface-deposited materials (Shen, 2000; Simpson, 2001; Madden et al., 
2011).

One application has been for the study of liquid crystals deposited on 
surfaces. The orientation of molecules depends largely on the treatment of 
the substrate and is the extremely critical in liquid crystal devices. A variety 
of techniques (pretransitional optical birefringence, contact angle measure-
ment, anchoring energy measurement, etc.) have been employed to study 
the liquid crystal alignment in different situations (surface treatments, 
external fi eld, etc.). Optical SHG has been demonstrated to be a powerful 
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method for probing the orientation distribution of the molecules adsorbed 
at an interface (Chen et al., 1989; Marowsky et al., 1990; Feller et al., 1991). 
This technique was successfully applied to the study of liquid crystal mon-
olayers at various interfaces. At the interface of the substrate and the liquid 
crystal, it is obvious that the symmetry is broken. Thus, SHG is allowed and 
determined by the macroscopic nonlinear susceptibilities of both the sub-
strate and the molecules. The coherent SHG signal relates not only to the 
effective second-order susceptibility but also to the incident angle (Feller 
et al., 1991). Nonlinear measurements performed on quartz substrate 
covered with nematic liquid crystal 5CB have been presented and the tilt 
angle of the molecules was determined from the low anisotropy and large 
birefringence of the observed SHG signal (Reznikov et al., 2000). NLO 
ellipsometry and applications to microscopy provide a powerful tool for 
studying interfaces (Madden et al., 2011).

16.5.2 Molecular orientation in the bulk

In the development of new second-order NLO materials, a great deal of 
work has involved the study and optimization of molecular orientation 
within the bulk NLO material. Crystal engineering optimization includes 
the crystal is grown with the constituent molecules oriented favorably for 
second-order NLO processes (Sutter et al., 1988; Kondo et al., 1989). On the 
other hand, SHG can also be a probe technique for studying the orientation 
and symmetry of the molecules in bulk materials. Studies of third-order 
NLO susceptibilities have been carried out on liquid crystals, and the rela-
tionship between molecular and bulk susceptibilities has been enumerated 
for some susceptibility components. Theoretical calculation of the second-
order nonlinear susceptibility in unpoled liquid crystals has been conducted 
(Zhong-Can and Yu-Zhang, 1985). Symmetry breaking associated with 
molecular reorientations can dramatically increase in non-crystalline mate-
rials, such as liquid crystals and polymer glasses. The relationship between 
the second-order NLO susceptibility of the oriented bulk material and 
molecular constituents was derived for orientationally ordered materials 
belonging to the point group ∞mm (Singer et al., 1987). The nonlinear sus-
ceptibility was shown to depend on microscopic order parameters for the 
isotropic system. All nonzero tensor components of χijk can be related to 
components of the molecular hyperpolarizability and the microscopic order 
parameters corresponding to the statistical average of the fi rst three even-
order Legendre polynomials (Singer et al., 1987). These oriented gas models 
have been subsequently extending to other types and orders of nonlinearity 
(Kuzyk, 1998) and to include the effects of anisotropy. The optical measure-
ment technique used to determine orientation is the polarization depend-
ence of the Maker fringe technique. This technique was applied to measure 
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the molecular distribution of poled chromophores under stress (Kuzyk 
et al., 1989).

16.5.3 Orientational dynamics

Poled polymer systems normally exhibit orientational relaxation which 
decreases the NLO susceptibility over time. The ultimate applicability of 
polymers for second-order nonlinear optics may depend on the ability to 
produce polymers whose orientation has suffi cient stability for extended 
use in photonic and electronic systems.

In the poled polymer fi lm, although the fi lm is already in solid state when 
the external fi eld is removed, the molecular orientation relaxes because it 
is in a metastable glass state. In order to understand the relaxation mecha-
nisms, SHG has been used as a probe (Hampsch et al., 1990). In fact, the 
relaxing SHG from such system can be used in studying the dynamics of 
the molecules (Singer and King, 1991; Sugihara et al., 1996; Dureiko et al., 
1998; Herman and Cline, 1998). Early studies on the isothermal decay of 
the second-order nonlinear optical susceptibility of a guest–host azo–dye 
(disperse red 1) poly methy methacrylate (PMMA) fi lm show that a common 
underlying process involving a distribution of local relaxations governs the 
fi lm behavior during temperature changing (Singer and King, 1991).

The relaxation of orientation of chromophores in a polymer is closely 
related to the general relaxation mechanisms in the polymers, which have 
been the subject of much study using both mechanical and dielectric spec-
troscopy. Nonlinear optics provides another approach to these spectro-
scopies, which directly probes the orientational dynamics of the NLO 
chromophores by second harmonic generation. These measurements, 
in the frequency domain are called chielectric spectroscopy (Sugihara 
et al., 1996; Dureiko et al., 1998; Herman and Cline, 1998). Temperature-
dependent chielectric spectra provide information on the relevant time 
and energy scales for relaxation processes and were found to be consistent 
with previously derived models describing relaxation in thermoplastic 
polymers. The time dependence of the isothermal decay is modeled by use 
of chromophore-reorientation models. The statistical physics is applied in 
deriving the temperature dependence of the chromophore-reorientation 
parameters (Dureiko et al., 1998). In practice, the Dissado–Hill (D-H) 
model was chosen for the chromophore reorientation and the Adam–
Gibbs model for the relaxation. The temperature dependence of the 
parameters that describe the chromophore reorientation is obtained 
through a fi t to the isothermal time dependent data. Chielectric spectros-
copy near the glass transition temperature of the host polymer has also 
been shown and agreement between theory and experiment was found 
(Dureiko et al., 1998).
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Photorefractive (PR) polymers are potentially interesting for a number 
of image processing and display technologies (Christenson et al., 2010). A 
general requirement for a PR material is that the material must exhibit a 
linear electro-optic effect, that is, that the material lacks inversion symmetry 
(Moerner et al., 1997). The fi gure of merit of PR material is the diffraction 
effi ciency. The centrosymmetry of the polymer is broken through applying 
an electric fi eld above the glass transition temperature of the polymer 
resulting electro-optic response. NLO chromophores will rotate inside the 
polymer liquid. The Debye rotational diffusion model was adapted to 
describe the reorientation of chromophores, which can be treated as a rigid 
dipolar molecule in an isotropic medium. Both the EFISHG and FWM 
(four-wave mixing) experimental data show that onset (i.e., external fi eld 
turned on) in the diffraction effi ciency has contributions from photocon-
ductive (induces charge distribution, i.e. electric fi eld) and molecular reori-
entation (breaks symmetry) (Ostroverkhova et al., 2002). The EFISHG 
signal is quadratically proportional to the electric fi eld. Thus, the average 
signal is sensitive to space charge distribution. Polymers with different 
glass transition temperature were studied with EFISHG technique 
(Ostroverkhova et al., 2002).

16.5.4 Chirality (second harmonic ellipsometry)

In the mid-1990s, very large circular and linear chiral dichroic ratios in 
optical SHG measurements of chiral surface fi lms were reported (Petralli-
Mallow et al., 1993; Kauranen et al., 1994). A new nonlinear spectroscopy 
method, second harmonic ellipsometry, was developed based on this effect. 
Similar to the linear circular dichroism experiment, left- and right-circularly 
polarized light, in this case, intense fundamental laser pulses, is incident on 
the sample through a prism coupler. The SHG is collected at the direction 
of the specular refl ection of the fundamental. Rich information of the struc-
ture of the chiral material and chiral molecules can be inferred with proper 
analysis of the SHG signal, such as including null ellipsometry, rotating 
quarter wave plate ellipsometry, and rotating halfwave plate ellipsometry 
(Plocinik et al., 2005). Orientational effects were shown to be the dominant 
factor for generating large SHG chiral dichroic ratios (40% in magnitude) 
in several distinct uniaxial surface systems (Burke et al., 2003). Compared 
with the traditional linear optical methods (including absorbance circular 
dichroism and optical rotary dispersion), the new NLO technique is several 
orders of magnitude more sensitive to chirality in oriented systems (Burke 
et al., 2003). Second harmonic ellipsometry has been applied in probing 
surface anisotropy and biological imaging (Haupert and Simpson, 2009; 
Madden et al., 2011).
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16.5.5 Electron/charge dynamics

We know that second harmonic generation of the bulk material is affected 
by an electric fi eld through EFISH. Such an electric fi eld can be generated 
either outside or inside the material through charge redistribution. There-
fore, the SHG can be used as a tool to study the internal electric fi eld. 
Solid-state EFISHG is thus useful in measuring charge carriers in semicon-
ductors (Miragliotta and Wickenden, 1996; Manaka et al., 2007; Taguchi et 
al., 2011). For example, in one study of organic solar cells, SHG in specular 
refl ection was used as a probe of photogenerated carriers. Analysis from 
the data suggests that the SHG is actually induced from the internal electric 
fi eld (Taguchi et al., 2011). Therefore, this method provides a direct way to 
investigate the electric fi eld, i.e. carrier distribution, inside the organic solar 
cells. The time-resolved SHG technique was also used to measure the relax-
ation rate of the hot-electron transfer from lead selenide (PbSe) nanocrys-
tals to a titanium dioxide (TiO2) electron acceptor (Tisdale et al., 2010). A 
pump light generates charge carriers and a probe beam (fundamental) is 
used to study the χ(2) change by looking at the SHG. The same experimental 
technique was also used to study multiexciton generation in pentacene 
(Chan et al., 2011).

16.6 Conclusion

Second harmonic generation, the fi rst nonlinear optical effect discovered 
after the invention of Q-switched lasers, remains an important technique 
for tunable lasers and as a tool for understanding materials. Second har-
monic generation techniques are still widely used in the development of 
new second order nonlinear optical materials and will continue to be as 
long as new nonlinear optical materials are being sought. The requirement 
for an absence of inversion center is at the core of the power of second 
harmonic techniques for studying materials. Because of this, we expect it to 
continue to be a powerful technique for biological membrane and material 
interface studies, especially imaging and nonlinear ellipsometry. In addition, 
EFISHG has been shown to be a powerful method for probing electric 
fi elds surrounding charges in electronic materials. Thus, we expect that 
EFISHG both in the imaging and dynamics modalities will become increas-
ingly important tools for studying semiconductors and devices in the future.
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Abstract: The organic solar cell (OSC) is the only solar cell technology 
that fully addresses the challenges of manufacturing on a scale 
corresponding to an energy production capacity of 1 GWpeak per day 
based solely on abundant elements. This ability arises through the use of 
printing techniques and photoactive layers comprising carbon-based 
conjugated polymer materials. The technology is briefl y reviewed in this 
chapter by describing the common device structures and materials. The 
second half of the chapter gives an overview on suitable roll-to-roll 
(R2R) processing techniques for the fabrication of OSCs. Finally some 
demonstration projects and future trends are illustrated.

Key words: organic solar cell (OSC), roll-to-roll (R2R) processing, inks, 
materials, polymer solar cells, devices.

17.1 Introduction

Organic solar cells (OSCs) are one of the emerging photovoltaic (PV) 
technologies and are classifi ed as third-generation solar cells with organic 
polymer material as the light absorbing layer. This chapter gives a brief 
review of OSCs with a short classifi cation of the application. In addition, 
the working principles and device structures are described. The main organic 
materials in the active layer of the photovoltaic devices are summarized as 
well. Solubility of the organic material is the key advantage in the produc-
tion of OSCs. Solution processing by roll-to-roll (R2R) techniques under 
ambient conditions makes it possible to fabricate OSCs at low cost and in 
large quantities. The fi rst part of this chapter gives an overview about OSCs, 
how they work and which materials are used. The second part is focused 
on the production of OSCs and shows demonstration projects and future 
trends as well.

17.2 Organic solar cells (OSCs)

The Earth receives more energy from the sun in one hour than humankind 
uses in one year. On a cloudless day, 1000 W of solar radiation per square 
meter reaches the surface of the Earth according to the ASTM G173-03 
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standard reference for the AM1.5G spectrum (ASTM Standard G173 2008). 
The utilization of this reliable and renewable energy source is one oppor-
tunity to overcome the present and future human energy demand. PV 
devices can convert solar radiation directly into electrical energy and the 
most common known systems are mono- and polycrystalline PN-junction 
silicon solar cells with effi ciencies up to 25% on laboratory scale (Green et 
al. 2011). Despite these fi rst-generation PV systems, so-called thin fi lm solar 
cells or second-generation PV emerged with amorphous silicon, cadmium 
telluride (CdTe) or copper indium-gallium diselenide (CIGS) as major 
material systems, with best effi ciencies of 19.6% for CIGS (Green et al. 
2011). The newest third-generation solar cells are characterized by their 
main material component based on organic matter. The various technolo-
gies are dye-sensitized solar cells (DSSC or Grätzel cell), small molecule 
organic solar cells prepared by evaporation under vacuum and polymer 
solar cells. The latter is often called organic solar cell as well, but you have 
to keep in mind that polymeric material is part of the light-absorbing layer 
and can be prepared by solution processing. The focus of this chapter is on 
polymeric OSCs, which are characterized by their simple, fast, low-cost and 
high-volume processability.

Today’s polymer solar cells with record effi ciencies of 8.3% (Green et al. 
2011) are based on a bulk heterojunction of polymer and carbon fullerene 
derivatives. The history of OSCs goes back to 1986 with fi rst reports on 
small molecule heterojunction PV (Tang 1986), followed in 1991 with the 
fi rst dye/dye bulk heterojunction PV by Hiramoto and later in 1993, the 
fi rst polymer-C60 heterojunction PV was made (Sariciftci et al. 1993). A brief 
history on the development organic PV was published by Spanggaard & 
Krebs (2004) and numerous reviews, progress reports and books have been 
published that cover the broad spectrum and development of OSCs (Brabec 
et al. 2001; Coakley & McGehee 2004; Hoppe & Sariciftci 2004; Dennler & 
Sariciftci 2005; Brabec et al. 2008; Krebs 2008, 2010; Thompson & Frechet 
2008; Deibel & Dyakonov 2010; Helgesen et al. 2010; Po et al. 2010; Nelson 
2011; Servaites et al. 2011; Zhang et al. 2011).

The advantage of OSCs based on polymers is the possibility of solution 
processing using coating and printing techniques (Krebs 2009b; Sønder-
gaard et al. 2012) such as slot-die coating (Krebs et al. 2010c), screen (Krebs 
et al. 2009a), gravure (Kopola et al. 2011) and inkjet printing (Eom et al. 
2010) on fl exible substrate. The fabrication with vacuum-free R2R proc-
esses on fl exible substrates under ambient conditions is a major subject 
of this chapter which will lower the cost of production dramatically. 
Modules costs of less than 1 €/Wp (watt peak) are expected (Nielsen et al. 
2010). The main disadvantages of solution processed OSCs are still present 
and can be seen in low power conversion effi ciency (PCE) and limited 
operational stability compared to silicon solar cells. As already written, the 
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effi ciency of lab-scale devices reached 8.3% but modules are still only at 
3.5% (Green et al. 2011). Theoretical limits for single junction cells are in 
the range of 10% and 15% for tandem (multi-junction) solar cells (Koster 
et al. 2006; Scharber et al. 2006; Dennler et al. 2008). The published lifetimes 
of OSCs are in excess of 1000 h including reports of more than one year 
of outdoor stability (Krebs & Spanggaard 2005; Hauch et al. 2008; Zim-
mermann et al. 2009; Voroshazi et al. 2011). Achieving combination of 
large-scale processing, effi ciency, and stability for the same material is the 
main challenge for OSCs to fi nally leave the lab and niche markets for 
industrialization.

17.3 Working principle and device structures

The fi eld of solution-processed OSCs covers various types of polymer : accep-
tor material systems and device structures where the acceptor part can be 
fullerenes, polymers, semiconductor nanoparticles, or metal oxides. The 
latter are often named hybrid solar cells. In this chapter we only focus on 
the widely studied polymer : fullerene material system based on the bulk 
heterojunction concept. In short, the soluble donor and acceptor material 
is mixed in an organic solvent and deposited on the substrate with conduc-
tive layers. After evaporation of the solvent and post-treatment steps, an 
interpenetrated network is formed by microphase separation. The large 
interface area between donor and acceptor is important for charge separa-
tion after the exciton generation due to illumination. The interconnected 
domains with continuous paths to the electrodes allow effi cient charge 
transport to anode and cathode. Material combination and generation of a 
stable network confi guration with several treatment processes is critical for 
increasing the effi ciency of OSCs.

The working principle of an OSC (Blom et al. 2007; Deibel & Dyakonov 
2010) can be described in four fundamental steps and is illustrated in Fig. 
17.1 for bulk heterojunction devices:

1. Exciton generation: Upon illumination of the active material, a photon 
is absorbed and promotes the electron to the lowest unoccupied molecu-
lar orbital (LUMO). The same time, a positive charge carrier, or so-
called hole, stays in the highest occupied molecular orbital (HOMO). 
Both charge carriers are attracted to each other and bound by Coulomb 
forces forming an exciton, also referred to as electron–hole pair.

2. Exciton diffusion: The generated exciton diffuses inside the donor phase 
to the interface of the donor and acceptor material. Exciton decay or 
charge carrier recombination can appear if they are generated too far 
from the interface. The BHJ concept of two intermixed materials 
decreases the diffusion length compared to a stacked bilayer structure 
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17.1 Left: Simplifi ed band diagram of photocurrent generation due to 
photon absorption, exciton generation, exciton diffusion, exciton 
dissociation and charge carrier transport to the electrodes in a BHJ 
solar cell. Right: corresponding BHJ structure with charge carrier 
transportation paths.

and reduces the decay rate of the exciton. Ideally, the dimensions of the 
two phases should be in the range or smaller than the diffusion length 
of 4–20 nm (Halls et al. 1996; Haugeneder et al. 1999; Pettersson et al. 
1999; Piris et al. 2009).

3. Exciton dissociation: The exciton dissociates into a free electron and 
hole at the interface of donor and acceptor material.

4. Charge carrier transport: The free charge carriers are separated by an 
internal electric fi eld caused by electrodes with different work functions. 
They are transported through the donor and acceptor material, where 
the electrons are collected at the cathode and the holes at the anode. 
The photocurrent is generated by short circuiting or applying a load to 
an external circuit.

Each step is important for effi cient power generation. Hereby, the differ-
ence between HOMO and LUMO, or optical band gap is a crucial param-
eter. Organic materials with a large absorption range (low band gap) can 
be synthesized and do directly infl uence the fi rst step of the working prin-
ciple. The microphase separation can be largely affected by processing 
parameters.

Fig. 17.2 shows the current density–voltage characteristics (J-V curve) for 
a typical solar cell with the key parameters, which are the open-circuit 
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17.2 Characteristic J-V curve of an OSC with its open circuit voltage 
Voc in V, short circuit current density Jsc in mA/cm2 and fi ll factor FF 
in %.

voltage Voc, short-circuit current density Jsc, the fi ll factor FF and the 
maximum power point MPP.

The power conversion effi ciency (PCE, η) is the most important param-
eter and shows the ratio of the maximum electrical power ( = IMPP·VMPP)
produced by the cell and the power of the incident light Pin on a given active 
area A:

η = ⋅
⋅

= ⋅
⋅

= ⋅I V
P A

FF
I V
P A

J V
P

MPP MPP

in

SC OC

in

SC OC
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where FF is defi ned as:

FF MPP MPP

SC OC

MPP MPP

SC OC

= ⋅
⋅

= ⋅
⋅

I V
I V

J V
J V

The FF is a value for the practical produced power compared to the theo-
retically possible value and should be in the range of 60–65% for a good 
performing organic solar cell. It is highly infl uenced by parasitic resistances 
Rs and Rsh. The series resistance Rs includes all the resistances at the inter-
faces in the layers, the conductivity of the semiconductors and the elec-
trodes. It needs to be low for a good performance of the device. The shunt 
resistance Rsh needs to be high and includes all the leakage of current 
through shunts as a result of defects in the layers. Shunting should be 
avoided for a highly effi cient cell.

The quantum effi ciency (QE) is another parameter for the energy con-
version performance in solar cells. The external quantum effi ciency (EQE) 
defi nes the ratio of collected charge carriers at the electrodes and the 
number of incident photons on the solar cell at a given wavelength. The 
ratio of the collected charges carriers to all absorbed photons at a given 
wavelength is defi ned as internal quantum effi ciency (IQE).

The design of an OSC comprises a layer stack of two electrodes with a 
sandwiched photoactive layer in between. At least one of the electrodes 
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must be transparent and is typically made of indium tin oxide (ITO) sput-
tered or evaporated on a transparent substrate such as glass or polyethylene 
terephthalate (PET). The history of the active layer design began with 
single layer, then double layer (bilayer heterojunction), and today inter-
mixed layers (bulk heterojunction of donor and acceptor, Fig. 17.1) are 
widely used. The latter one largely improves the charge separation and 
transport by its nanoscale morphology in the range of the diffusion length 
of the excitons. Recombination losses of the charge carriers are successfully 
decreased. The design of structures with pillars in the distance and size of 
the diffusion length is the next step in optimizing the effi ciency of OSCs 
(Kim et al. 2011). An additional buffer layer between the active layer and 
the electrodes serve as charge selective transport layer, either blocking 
holes or electrons.

Two reference device geometries, namely normal and inverted geometry, 
are actually used to build OSCs in lab-scale size and full solution processing. 
Fig. 17.3 illustrates the layer stacks with the most common materials, 
whereas their specifi c function is summarized in Table 17.1. The normal 
geometry has been used as the traditional device structure for a long time 
and is known for relative effi ciencies and its relatively simple production 
(Li et al. 2005; Ma et al. 2005). One drawback is the use of vacuum steps to 
evaporate the cathode electrode on top of the active layer and its limited 
operational lifetime. Flipping the layer stack and introducing a charge trans-
port layer allows full solution processing of the anode. This inverted struc-
ture avoids vacuum steps, except for ITO, and has been proved a better 
choice for large-scale processing (Krebs et al. 2009b). Therefore this chapter 
focuses more on the inverted geometry and its fabrication.

Inverted geometryNormal geometry

Al

P3HT:PCBM

PEDOT:PSS

Glass

LightLight

ITO
ZnO

+

+

–

–

Ag

P3HT:PCBM

PEDOT:PSS

Glass or PET

ITO

e– e–

17.3 OSC devices with a bulk heterojunction active layer in normal 
and inverted geometry. In the normal geometry the transparent ITO 
electrode acts as anode, whereas it is a cathode in the inverted 
structure.
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Table 17.1 The function of common materials in normal and inverted device 
geometries. The materials in bold are widely used standard combinations for 
each geometry

Normal geometry

Substrate Anode Hole transport 
layer

Active layer Electron 
transport layer

Cathode

Glass ITO PEDOT:PSS P3HT:PCBM TiOx LiF / Al

PET MoO3 ZnO LiF / Au
V2O5

Inverted geometry

Substrate Cathode Electron 
transport layer

Active layer Hole transport 
layer

Anode

Glass ITO ZnO P3HT:PCBM PEDOT:PSS Ag

PET Ag-solid TiOx Ag-grid
PEN Al/Cr Cs2CO3

PET = polyethylene terephthalate; PEN = polyethylene naphthalate; ITO = indium 
tin oxide;
PEDOT:PSS = poly(3,4-ethylenediooxythiophene):poly(styrenesulfonate); MoO3 = 
molybdenum trioxide; V2O5 = vanadium pentoxide;
P3HT = poly(3-hexylthiophene); PCBM = [6,6]-phenyl C61 butyric acid methyl 
ester (fullerene derivate);
TiOx = titanium oxide; ZnO = zinc oxide; LiF = lithium fl uoride; Cs2CO3 = cesium 
carbonate;
Al = aluminum; Au = gold; Ag = silver; Cr = chromium.

17.4 Materials

The active photoconversion layer and the hole transport layer PEDOT:PSS 
are in principle the only organic layers in an OSC. The active layer can be 
polymer-based, small molecule-based or a hybrid organic–inorganic struc-
ture. All other layers, except the substrate, are metals or metal oxides. Here 
we briefl y describe the several layer materials and focus on the organic 
polymer-based photoactive layer at the end.

17.4.1 Substrate and front electrode

Glass or polymeric materials such as polyethylene terephthalate (PET) or 
polyethylene naphthalate (PEN) are the basic substrates to built on the 
subsequent layer structure. PET or PEN is thin and fl exible and makes 
it the fi rst choice in large-scale R2R processing. Indium tin oxide (ITO) 
is widely used as a transparent electrode on glass or PET because of its 
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excellent properties as a hole conductor. The drawback is the price and 
scarcity of indium. In addition, it uses vacuum-based processes for deposi-
tion, which shows up in an huge embodied energy of more than 80% in the 
fi nal device (Espinosa et al. 2011). Avoiding indium and fi nding alternative 
transparent conducting electrodes is highly demanding. One promising 
approach without using vacuum steps is the use of printed silver grids in 
combination with highly conductive poly(3,4-ethylenedioxythiophene) : 
poly(styrenesulfonate) (PEDOT:PSS) (Galagan, et al. 2011a). The chemical 
structure of PEDOT:PSS is shown in Fig. 17.4.

17.4.2 Intermediate layers (ILs)

The intermediate layer (IL) between the active layer and the electrodes 
acts as a charge selective conductor, either blocking electrons or holes and 
conducting the opposite charge and vice versa. It might also improve the 
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17.4 Chemical structure of organic material used in OSC.
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alignment of the energy levels and compensate for the roughness of the 
underlying surface to remove some of the shunts. A myriad of different 
materials have been studied, but it is beyond the scope of this chapter to 
mention them all (Po et al. 2011). In normal geometries, PEDOT:PSS is the 
most used electron-blocking material and is dissolved or dispersed in 
aqueous solution. It is spin-coated on ITO, forming a thin layer with thick-
ness of 60–100 nm and is dried at approximately 150 °C for 5–10 min.

Most of the R2R produced OSCs are based on inverted structures, where 
electron-conducting materials are necessary as fi rst IL. Typical materials are 
TiOx or ZnO. They can easily be coated from solution-based nanoparticles 
or precursors of the metal oxides. An environmental side effect is obtained 
by using aqueous ZnO solution and additionally it alleviates the infl ection 
point in the J-V curve caused by photodoping (Søndergaard et al. 2010). 
The layer thickness of the aqueous ZnO is in the range of 20 nm and needs 
heat treatment for 5–40 min at 140 °C to become insoluble and obtain 
electron-conducting characteristics.

The second IL between active layer and back electrode acts as charge 
selecting layer similar to the fi rst IL and has to have the opposite blocking 
characteristics than the fi rst one. In OSCs with normal geometry a second 
IL is not mandatory but materials like TiOx and ZnO improve the effi ciency 
and act as environmental barrier, inducing stability (Gilot et al. 2007; Hay-
akawa et al. 2007; Lee et al. 2007). At the same time, the thin oxide layer 
can improve the optical absorption by shifting the fi eld distribution inside 
the cell. Hole conducting PEDOT:PSS has been typically used in OSCs with 
inverted geometry, but MoO3 and V2O5 have also been reported (Krebs 
et al. 2009b; Huang et al. 2010). Applying water-based PEDOT:PSS on top 
of a hydrophobic PCBM:PCBM fi lm, which causes dewetting and inhomo-
geneous layers is almost impossible. Therefore, a special screen-printing 
formulation of PEDOT:PSS diluted in isopropanol is used for R2R coating 
(Krebs et al. 2009b). For P3HT:PCBM-based OSCs, the interface between 
the active layer and PEDOT:PSS was found to be the weakest (Dupont 
et al. 2012). Delamination and thermomechanical stresses may result in 
poor device performance. Annealing time and temperature increase the 
adhesion in this interface.

17.4.3 Back electrode and encapsulation

A metallic back electrode completes the OSC structure and acts as either 
anode or cathode depending of the geometry. The most commonly used 
electrode material is aluminum, silver and gold, but calcium has been 
reported too. Aluminum is often applied with a thin layer of lithium fl uoride 
(2–10 nm), which improves contact to the active layer. Furthermore it pro-
tects the active layer from damage during the evaporation (Brabec et al. 
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2002). In normal devices the electrode is thermally evaporated and there-
fore not well suited for R2R processes. Silver electrodes can be easily 
applied by screen printing on inverted devices. The silver paste is commer-
cially available and easy to process, but the infl uence of different solvents 
in the ink on the active layer has to be considered (Krebs et al. 2011).

Encapsulation is necessary to prevent exposure to humidity and oxygen. 
A barrier material with a suffi cient oxygen transmission rate (OTR) of at 
least 10−3 cm3 m−2 day−1 atm−1 and a water-vapor transmission rate (WVTR) 
of at least 10−4 g m−2 day−1 are required (Dennler et al. 2005; Lungenschmied 
et al. 2007). Devices prepared on rigid substrate are typically encapsulated 
with glass or metal using epoxy. Flexible barrier foils are used for large-scale 
fl exible encapsulation and can be applied by lamination with pressure-
sensitive adhesives (PSA) (Krebs et al. 2010c; Tanenbaum et al. 2012). 
Alternating layers of inorganic oxides such as SiOx and polymers in the 
barrier foil are used to achieve high OTR and WVTR.

17.4.4 Active layer

Light absorption and charge carrier generation happens in the photoactive 
layer and therefore huge research efforts are being made to develop high-
performance donor and acceptor materials. The main challenges are good 
stability, material abundance, cost effi ciency and large-scale processability, 
although not everything is fulfi lled by one material at the moment. The 
following section outlines some of the more successful materials for OSCs 
extracted from countless reports. Table 17.2 summarizes current state-of-
the-art OSC lab-scale devices and shows the solar cell parameters for dif-
ferent materials and device structures.

Table 17.2 Solar cell performance parameters of state-of-the-art bulk 
heterojunction OSC. Active layer is highlighted in bold

Structure VOC

(V)
JSC

(mA/cm2)
FF
(%)

PCE
(%)

Reference

ITO/PEDOT:PSS/P3HT:[60]

PCBM/Al
0.63 9.5 68 5 Ma et al. 

(2005)
ITO/PEDOT:PSS/PCDTBT:[70]

PCBM/BCP/Al
0.91 11.8 66 7.1 Chu et al. 

(2011)
ITO/PEDOT:PSS/PCDTBT:[70]

PCBM/TiOx/Al
0.88 10.6 66 6.1 Park et al. 

(2009)
ITO/PEDOT:PSS/

P3HT:bisPCBM/Sm/Al
0.724 9.14 68 4.5 Lenes et al. 

(2008)
ITO/PEDOT:PSS/PTB7:[70]

PCBM/Ca/Al
0.74 14.5 68.97 7.4 Liang et al. 

(2010)
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The bulk heterojunction, interpenetrating network by blending donor 
and acceptor material was introduced in 1995 and showed great improve-
ments in charge separation and effi ciencies (Yu et al. 1995). They 
used 2-methoxy-5-(2-ethylhexyloxy)-polyphenylenevinylene (MEH-PPV) 
as electron donor and the soluble fullerene derivate [6,6]-phenyl C61 
butyric acid methyl ester (PCBM) as electron acceptor in the intermixed 
active layer (Fig. 17.4).

A bulk heterojunction active layer with material combinations of poly(3-
hexylthiophene) (P3HT) (Fig. 17.4) and [60]PCBM or [70]PCBM is state-
of-the-art and well studied. Effi ciencies are in the range of 5% (Li et al. 
2005; Ma et al. 2005). The mismatch of the absorption spectrum of P3HT 
with the solar emission spectrum limits further improvement in effi ciency. 
P3HT has a band gap of around 1.9 eV and absorbs only wavelength below 
650 nm. The photon fl ux reaching the surface of the Earth has a maximum 
of approximately 1.8 eV (700 nm) and therefore P3HT can harvest only 
22.4% of available photons (Bundgaard & Krebs 2007).

A way to overcome this physical barrier is the synthesis of polymer mate-
rial with low band gaps collecting as many photons as possible. The offset 
of the HOMO and LUMO levels between donor and acceptor becomes 
important as well, whereas the open circuit voltage of the device is defi ned 
by the difference between the energy level of the HOMO in the donor and 
the energy level of the LUMO in the acceptor. The lowest band gap of the 
two materials defi nes the maximum current. In case of PCBM as acceptor, 
the optimum band gap has to be in the range of 1.2–1.7 eV. Absorption of 
more photos leads to potentially higher effi ciencies.

The preparation of low band gap (LBG) polymers follows the donor–
acceptor approach, in which the polymer backbone has electron-rich 
and electron-poor domains. One of the most promising and effi cient LBG 
polymers is poly[2,6- (4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]-
dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] (PCPDTBT) (Fig. 17.4), 
which is based on a benzothiadiazole unit (acceptor) and a 4,4-bis
(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]dithiophene unit (donor). That 
band gap is around 1.46 eV. Reported power conversion effi ciencies are up 
to 4.5% in combination with [60]PCBM and 6.5% with [70]PCBM (Boland 
et al. 2010). High effi ciencies of up to 7.1% were achieved with the LBG 
polymer poly[N-9″-hepta-decanyl-2,7-carbazole-alt-5,5-(4′,7′-di-2-thienyl-
2′,1′,3′-benzothiadiazole)] (PCDTBT) (Fig. 17.4) and [70]PCBM dissolved 
in dichlorobenzene and 13% dimethyl sulfoxide (Chu et al. 2011). The cell 
had very good characteristics with VOC of 0.91 V, JSC of 11.8 mA/cm2 and a 
FF of 66%. Further LBG polymers are reviewed in detail in Bundgaard & 
Krebs (2007) and Kumar & Chand (2011).

The active layer is processed out of a blend solution of donor and accep-
tor. In case of P3HT:PCBM the optimal ratio is around 1:1 (Li et al. 2005) 
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with concentration of 20–40 mg/ml. The range of solvents is large, but chlo-
robenzene or dichlorobenzene is typically used (Dang et al. 2011). A certain 
dry layer thickness is achieved after deposition of the ink and evaporation 
of the solvent. The theoretical maximum JSC with a 5 μm thick active layer 
is calculated with 15.2 mA/cm2 for an IQE value of 100%. For more realistic 
thicknesses of 400 nm and an IQE value of 80% the JSC decreases to 
10.2 mA/cm2 (Dennler et al. 2009).

Improving the effi ciency of the device is done by thermal annealing the 
active layer. This can drastically change the structure and morphology of 
the material (Padinger et al. 2003; Benanti & Venkataraman 2006). P3HT 
can crystallize when the temperature is above the glass transition tempera-
ture. The concentration of PCBM has also an infl uence on the morphology 
upon annealing (Chirvase et al. 2004). It can improve the phase separation 
due to PCBM cluster growth. Other possibilities to improve the morphol-
ogy of the active layer are solvent vapor treatment (Zhao et al. 2007) and 
additives in the active layer ink.

Polymers are made soluble by attaching solubilizing side chains such 
as alkyl groups onto the conjugated polymer backbone. They do not con-
tribute to the light harvesting and make the material soft, which is related 
to the instability of OSCs (Krebs & Spanggaard 2005). After solution 
processing and drying, the side chains are in principle useless and can be 
removed. This interesting application can be achieved with thermocleavable 
materials. Thermocleavable ester groups are attached to the polymer 
backbone with a branched alkyl chain as solubilizing group. After heating 
to 200 °C the solubilizing groups are eliminated leaving the polymer 
insoluble. Heterojunction devices with poly-3-(2-methyl-hexan-2-yl)-oxy-
carbonylbithiophene (P3MHOCT) and C60 showed an improved stability 
after thermal treatment (Krebs & Spanggaard 2005). The P3MHOCT 
is converted to the more rigid and insoluble poly-3-carboxydithiophene 
(P3CT) at 200 °C and with a further heating at 300 °C it converts to native 
polythiophene (PT) (Fig. 17.5). The cleaving is visible due to a color 
change from red over orange to purple-blue. OSC devices prepared with 
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17.5 Preparation of OT via a themolytic reaction.
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P3MHOCT:PCBM showed a large improvement in effi ciency from 
P3MHOCT over P3CT to PT yielding at 1.5% for PT:[70]PCBM (Gevor-
gyan & Krebs 2008). Thermocleaving can be seen as a breakthrough in 
processing of polymers and adopting this technique to other polymers 
offers several advantages such as only having the active components are in 
the fi nal layer. Detailed information about thermocleavable polymers can 
be found in Helgesen et al. (2010); Petersen et al. (2008) and Jørgensen 
et al. (2009).

Polymer material development and new active layer concepts such as 
polymer–polymer solar cells, inorganic–organic hybrid solar cells and 
nanostructured inorganics fi lled with polymer are extremely fast moving 
fi elds of research. Tandem OSCs improve the cell effi ciency by stacking 
different band gaps materials on top of each other. The challenge is not only 
to fi nd good material combinations to harvest as much photos as possible. 
From the processing point of view, the solvents and solubility of each sub-
sequent material must match to prevent negative interaction like dissolving. 
Thermocleaving and protecting intermediate layer can improve the devel-
opment of these multijunction solar cells. Covering all of the further tech-
nologies in this chapter is not possible and we refer the reader to extensive 
review reports (Deibel & Dyakonov 2010; Sista et al. 2011; Weickert et al. 
2011).

For the sake of completeness it shall be mentioned that small-molecule 
organic solar cells (Peumans et al. 2003; Rand et al. 2007) are another group 
of organic solar cells and typically fabricated by vacuum processing in the 
preferred p-i-n structure (Maennig et al. 2004; Riede et al. 2008, 2011), 
employing either exciton blocking layers, or p-doped and n-doped electron 
transport layers. The intrinsic active layer is either a stacked planar hetero-
junction or a bulk heterojunction of donor and acceptor materials. The 
acceptor is typically the fullerene C60. Donor materials used are polyacenes 
(Yoo et al. 2004), oligothiophenes (Schulze et al. 2006), and metal phthalo-
cyanines as benchmark materials (Rand et al. 2007). Copper phthalocyanine 
(CuPc) and zinc phthalocyanine (ZnPc) are the most studied materials. 
Red-absorbing fl uorinated ZnPc (F4-ZnPc) can lead to 0.1–0.15 V higher 
open circuit voltage than standard ZnPc. Combined with green-absorbing 
dicyanovinyl-capped sexithiophene (DCV6T) in a tandem-cell structure it 
can lead to an absorption over the whole spectrum with effi ciencies up to 
5.6% (Riede et al. 2011). Effi ciency of more than 8% in a tandem structure 
has already been achieved (Green et al. 2011). A drawback of small-mole-
cule OSCs is the energy-intensive vacuum processing. Recent developments 
demonstrate solution-based small-molecule solar cells (Zhang et al. 2012). 
Effi ciency of 6.7% was achieved with 5,5′-bis{(4-(7-hexylthiophen-2-yl)
t h i o p h e n - 2 - y l ) - [ 1 , 2 , 5 ] t h i a d i a z o l o [ 3 , 4 - c ] p y r i d i n e } - 3 , 3 ′ - d i - 2 -
ethylhexylsilylene-2,2′-bithiophene, DTS(PTTh2)2 as donor and [70]PCBM 
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as acceptor dissolved in chlorobenzene. The normal structured bulk hetero-
junction device still comprises an evaporated Al cathode.

17.5 Roll-to-roll (R2R) processing of organic solar 

cells (OSCs)

Solubility of the photoactive polymers is the biggest advantage in compet-
ing against other solar cell technologies. The low-cost and high-throughput 
production capabilities can compensate for the shorter lifetime and lower 
effi ciencies compared with traditional silicon solar cells. This section briefl y 
describes the structure of serial interconnected solution processed OSCs 
and then introduces common coating and printing techniques used in fab-
ricating OSCs in large scale. Table 17.3 lists performance parameters of 
P3HT:PCBM solar cells, in which the active layer is fabricated with various 
process technologies, either full R2R or R2R-compatible.

Standard single solar cells are usually prepared in the lab by spin coating 
and printing or evaporating of the electrodes. The active area is small in the 
range of square millimeters to square centimeters and the material lost 
during spin coating is high. Using spin-coated cells in electrical applications 

Table 17.3 Solar cell parameters of OSCs with P3HT:PCBM layers fabricated by 
coating and printing processes

Process 
(active layer)

Active area
(cm2)

VOC

(V)
ISC

(mA)
FF
(%)

PCE
(%)

Reference

Slot-die (a) 4.8 3.62 6.86 44 2.33 Krebs et al. (2009b)
Slot-die (b) 96 7.56 60 37.9 1.79 Krebs et al. (2010c)
Slot-die (c) 13.2 6.47 >6 64 2.2 Zimmermann et al. 

(2011)
Gravure (d) 9.65 3.02 13.91 44 1.92 Kopola et al. (2011)
Gravure (e) 0.045 0.56 0.216 45 1.21 Voigt et al. (2011)
Screen 

printing (f)
1.44 0.59 21.07 29.78 2.59 B. Zhang et al. (2009)

Inkjet (g) 0.09 0.628 0.9612 55.27 3.71 Eom et al. (2010)
Inkjet (h) 0.16 0.573 1.49 45 2.4 Lange et al. (2010)

a) Inverted structure, full R2R, module of 8 serial connected cells.
b) Inverted structure, full R2R, module of 16 serial connected cells, average value 
over 600 modules, max. PCE 2%.
c) Flatbed process, 11 serial connected cells, ITO-free, Cr/Al/Cr on fl exible plastic 
substrate, evaporated Au grid.
d) Flatbed process, normal geometry, 5 serial connected cells.
e) Flatbed process, inverted structure, single cell, evaporated Au electrode.
f) Flatbed process, normal structure, evaporated Al electrode.
g) Normal structure, evaporated LiF/Al electrode.
h) Normal structure, evaporated Al electrode.
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is not suitable because of its limited size, productivity, and an open circuit 
voltage below 1 V. Increasing the size of the cell is infl uenced due to the 
conductivity of the electrodes and therefore the collection of photocurrent 
is limited. To increase the output of OSCs and use them for powering practi-
cal applications, the cells have to be interconnected and produced in a larger 
scale. R2R coating and printing techniques allow deposition and patterning 
of the necessary layers and utilize the materials to a maximum. The inverted 
layer structure allows the printing of silver electrodes without using vacuum, 
unlike the evaporation of aluminum or silver in normal structured OSCs. 
Almost all materials of the complete solar cell are soluble and available as 
printable paste or ink. Only the normally used transparent conductive elec-
trode ITO is evaporated or sputtered on the fl exible substrate. ITO is costly 
and life cycle assessment (LCA) analyses revealed that the embodied 
energy in OSC modules is more than 80% (Espinosa et al. 2011). A lot of 
research is going on to avoid ITO and replace it with alternative materials, 
such as silver or grids and highly conductive polymers (Krebs 2009a; 
Galagan, et al. 2011a). The use of fl exible substrates is essential for R2R 
processing and transparent foils like polyethylene terephthalate (PET) and 
encapsulation with fl exible barrier material makes the fi nal device light-
weight and thin.

17.5.1 Serial interconnected device structure

A typical R2R produced OSC module consists of numerous serial intercon-
nected single cells to sum up the open circuit voltages of each cell, as illus-
trated in Fig. 17.6. For example, if an application requires around 8 V to 
charge a battery, 16 single cells with an estimated open circuit voltage of 
0.5 V have to be connected. On the other hand, the extracted current is 
equally to the photogenerated current of a single cell. The cell with the 
smallest short-circuit current weakens the total module performance. The 
serial connection of solar cells is only suitable for cells with equal short-
circuit currents. The coating and printing allow homogeneous layer quality 
continuously in web- and cross-direction of the production process. The 
similarity in the single cells is given under fi xed process conditions and 
changes during the fabrication should be avoided – at least in an industrial-
ized process. A R2R process with continuously changing parameters is 
useful for research purposes and will be described later.

The width of a single cell is limited to the conductivity and ohmic loss of 
the electrode material and upscaling minimizes the photogenerated current. 
The stripe width of R2R produced OSCs is in the range of 5–18 mm for 
ITO as electrode material (Krebs et al. 2010c), and calculations of the size 
dependence are published in Hoppe et al. (2012). On the other hand, the 
small cell width and the slightly shifted subsequent layers decrease the 
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17.6 A serial connected OSC is illustrated for two single cells. The 
inverted structure consists of the substrate PET (0), ITO (1) ZnO (2), 
Active layer (3), PEDOT:PSS (4) and fi nally the Ag layer (5) for serial 
connection. Only a certain proportion of the module is generating 
photocurrent (active area).

overall relative active area of the module and a lot of the deposited material 
does not generate photocurrent. By using highly conductive electrode mate-
rial, a monolithic design architecture with a high active to total area ratio 
is feasible and a lot of research is going on (Galagan et al. 2011a; Manceau 
et al. 2011). An advantage of such a device structure is that no patterning 
is required and the manufacturing is simplifi ed with less registration effort.

17.5.2 Printing and coating processes

The availability of polymers and other essential materials for solution 
processing makes it optimal to convert the lab-scale spin coating process to 
large-scale industrial like R2R coating and printing processes. Patterning 
and additive deposition of material where it is needed is a requirement for 
cost-effective production of OSC devices. The adaptation of known thin 
fi lm formation technologies from other industrial sectors such as photo-
graphic fi lm fabrication or graphical printing is a feasible route to upscale 
to fabrication of OSCs.

The OSC is based on various layers as shown in prior sections, which may 
require different processing technologies, intermediate treatments, or dif-
ferent parameters like drying time and web speed. To avoid slow and costly 
vacuum steps, an inverted layer structure with printable electrodes is 
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preferred. Integrated R2R processing on a single factory line is desired, but 
the varying requirements for each step induce discrete processing steps for 
the multilayer OSC, as shown in Fig. 17.7. The advantage of single step 
processing is the specifi c optimization and quality control. A sudden failure 
during the run would not have impact on subsequent steps and eventually 
ruin the whole production.

Commercially available coating and printing machines can be optimized 
and upgraded to the needs of OSC manufacturing. In principle every print-
ing method is compatible to R2R processing and several technologies can 
be combined parallel or sequentially in a plant to fulfi ll the fabrication 
requirements for all layers, inks and process parameters. A machine used 
for R2R processing of OSCs based in the labs of DTU Energy Conversion 
is shown in Fig. 17.8 and comprises fl exographic printing, slot-die coating, 
rotary screen printing and two ovens each of 2 m length.

Discrete

Integrated

1

1

2

2

3

3

17.7 Comparison of a discrete and integrated R2R process with 
multiple steps as it is necessary for OSCs.

17.8 Inline R2R processing machine with unwinder, edge guide, 
cleaning station, corona treatment, fl exographic printing unit, slot-die 
coating, rotary screen printing, two ovens and a rewinder.
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The most suitable and commonly used coating and printing processes 
with their application in OSCs are now described. The main requirement 
for the deposition of the thin fi lm functional layer is homogeneity without 
pinholes over large area. For detailed views on the technologies we refer 
to specialized books such as Gutoff & Cohen (2006), Krebs (2008), Tracton 
(2007), Kipphan (2001) and Krebs (2009b).

17.5.3 Slot-die coating

Slot-die coating belongs to the premetered coating technologies and pro-
vides smooth layers with homogeneous thicknesses in web direction and 
cross-direction. The operation of the coating and the system itself is quite 
simple as shown in Fig. 17.9. The wet layer thickness is controlled by the 
fl ow rate of the supplied ink and the coating speed. The coating head is 
precision engineered and can be quite complex to provide the same pres-
sure distribution along the coating width.

Being a one-dimensional coating technique, it can enable patterning in 
the form of continuous stripes of functional material for the OSCs. Multi-
layer structures are produced by displacing the head perpendicular to the 
web direction to align the stripes of subsequent materials in each discrete 
process step. The stripes are formed by inserting stripe masks into the head, 
building a stripe-wide meniscus at the outlet of the ink. The thickness of 
the mask depends on the ink viscosity and is in the range of 10–200 μm. 
Low-viscous polymer solutions for OSCs with viscosities below 20 mPa s 
require masks with thicknesses of 20–50 μm. The masks may also be varied 
in case of different wetting behaviors of the ink. The coating head lip is 

Ink inlet

Meniscus

Dryer

17.9 Schematic illustration of a slot-die coating process and images of 
the disassembled head including the stripe mask (right).
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never in contact with the substrate. Pre-coated layers or the substrate itself 
cannot be infl uenced of contact-pressure like in other printing technologies. 
The ink is pumped precisely into the head with either piston, gear or syringe 
pumps. Higher viscous inks above 100 mPa s may require pressure vessels 
with equipment for fl ow control. The whole coating system with the ink 
reservoir is a closed systems, making it ideal for critical solvents. The ink is 
not exposed to the environment except for the moment it is applied to the 
moving substrate. Web speed and ink fl ow defi ne the wet layer thickness. 
The fi nal dry layer thickness can be estimated with the following formula:

d
f

Sw
c= ⋅
ρ

where d is the thickness in cm, f is the ink fl ow rate in cm3/min, S is the web 
speed in cm/min, w the coated width in cm, c is the solid concentration in 
the ink in g/cm3 and ρ is the density of the dried ink material in g/cm3.

Typical coating speeds for the fabrication of OSCs with slot-die coating 
are in the range of 0.5–2 m/min, depending on the viscosity and wetting of 
the ink. The drying time has an impact on web speed as well, because the 
maximum drying temperature is limited to the substrate properties and 
the length of the oven, which itself is limited by the machine size and 
processiblity.

Extensive efforts were made in the processing of OSCs with slot-die 
coating. The deposition of the hole blocking layer (ZnO), photoactive layer 
(P3HT:PCBM, Fig. 17.10) or the hole injection layer (PEDOT:PSS) in dis-
crete steps is reported in Krebs, et al. (2009b, 2010c), Zimmermann et al. 

17.10 Slot-die coating of P3HT:PCBM solution for the active layer of 
OSCs. 32 stripes of 5 mm width are coated parallel. The gap between 
each stripe is 1 mm.

�� �� �� �� �� ��



492 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

(2011) and Galagan, et al. (2011b). For instance, the process known as Proc-
essOne developed at Risø DTU (now DTU Energy Conversion) uses a 
pre-patterned ITO-PET substrate and all three subsequent layers, ZnO, 
P3HT:PCBM, and PEDOT:PSS, are slot-die coated. ZnO solution was 
coated on top of ITO at a speed of 2 m/min with a wet layer thickness of 
3.125 μm and a dry layer thickness of 23 nm. The active layer was coated 
at a speed of 1.4 m/min with a wet layer thickness of 4.85 μm and a dry 
layer thickness of 127 nm. The PEDOT:PSS layer with a viscosity of 
270 mPa s was coated at 0.3 m/min, resulted in a wet layer thickness of 
75 μm and a dry layer thickness of 20 μm. After each individual coating the 
layers were dried using hot air convection ovens at 140 °C installed in the 
R2R machine. The modules had 16 individual stripes and the fi nal intercon-
necting silver electrode layer was screen-printed. The best effi ciency of 2% 
was achieved on a module size of 96 cm2, with interconnected stripes of 
13 mm width (Krebs et al. 2010c). A photograph of slot-die coated OSC 
modules with screen-printed silver electrodes is shown in Fig. 17.11.

Slot-die can also be used for the coating of silver nanoparticle ink to form 
electrode layers as a substitute for ITO (Krebs 2009a). In principle, the 
majority of functional solutions or dispersions, such as nanoparticle inks, 
can be coated through slot-die coating technology. The ink properties and 
coating parameter may have to be optimized against each other to achieve 
a satisfying layer quality.

R2R slot-die coating can also be deployed as a research tool to study ink 
and material compositions in the entire processing parameter space (Alstrup 
et al. 2010). Gradients of donor, acceptor, and solvents can be applied by 
differential pumped slot-die coating using two pumps and a miniaturized 
slot-die head, as shown in Fig. 17.12. This method allows the material screen-
ing and characterization of OSCs with very small amounts of material in a 

17.11 A roll of fl exible OSCs modules fabricated by R2R slot-die 
coating with screen-printed silver electrodes. The area of each module 
is 360 cm2 having 16 serial connected stripes. The OSCs were 
produced at DTU Energy Conversion, Roskilde, Denmark.
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P3HT

P3HT

P1 P2

PCBM

PCBM

17.12 Principle of differential pumped slot-die coating for material 
screening of ink compositions. The small coating head is shown on 
the right.

R2R process. Finding optimum material ratios, such as P3HT to PCBM, and 
best working layer thicknesses is much faster than individual spin coating. 
Processing parameters from spin coating studies cannot directly be trans-
ferred to the R2R fabrication process, whereas the differential pumped 
slot-die coating exactly simulates the fi nal R2R fabrication process.

17.5.4 Screen printing

Screen printing is a low-cost production technique which is suitable for 
lab-scale research activities but also as an industrial process with high 
throughput in the form of rotary screen printing or continuous fl atbed 
screen printing. The process itself is relatively simple, and the equipment 
comprises a screen and a squeegee. The screen is a woven fabric made out 
of polyester, nylon or stainless steel covered with an emulsion layer. It is 
mounted to a metal frame under tension. The printing pattern in the screen 
is developed by photochemical processes and kept open (without emul-
sion). During the printing process (Fig. 17.13), the screen is placed above 
the substrate at a certain snap-off distance of a few millimeters. The ink is 
placed on the screen and is spread by moving the squeegee. The squeegee 
moves over the screen with a suffi cient pressure downward to the substrate, 
forcing the ink through the open areas of the screen. The ink is left behind 
on the substrate as the screen snaps back. In rotary screen printing the 
screen has a cylindrical form and rotates around a fi xed squeegee.

The resulting wet layer thickness is large compared to other printing 
techniques and the paste-like ink needs to be high viscous with thixotropic 
behavior. The large exposed area of the ink to the environment requires a 
low volatility of the solvents to prevent clogging of the screen. The main 
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17.13 Schematic illustration of fl atbed and rotary screen printing 
process. Images of corresponding screen are shown on the right.

parameters of a screen are the mesh number (wire per unit length), mesh 
opening and the wire diameter. The theoretical paste volume Vscreen defi nes 
the wet layer thickness of the printed fi lm in fi rst approximation. It is char-
acterized by the volume between the threads of the mask and the thickness 
of the emulsion. The volume of ink per open screen (cm3/m2) that is trans-
ferred to the substrate is infl uenced by process parameters such as squeegee 
force, squeegee angle, snap-off distance, and ink rheology, summarized by 
the pick-out ratio, kp. The fi nal dry layer thickness d can be calculated with 
the relationship:

d V k
c= ⋅ ⋅screen p ρ

where c is the solid concentration in the ink in g/cm3 and ρ is the density 
of the dried ink material in g/cm3.

Screen printing is widely used in the industry for graphical applications, 
but also for printing of conductors for fl exible electronics. Furthermore it 
is used to print electrodes in the traditional silicon solar cell industry. In the 
fi eld of OSCs, screen printing of the active layer polymer MEH-PPV with 
a suitable rheology was successfully demonstrated (Krebs et al. 2007; Krebs 
2008). There are some publications utilizing screen printing for P3HT mix-
tures, which show the possibility of overcoming the challenges of ink rheol-
ogy and large wet thickness (Jørgensen et al. 2009; Krebs et al. 2009a; Zhang 
et al. 2009).

Nowadays, screen printing is used for the deposition of conductors such 
as PEDOT:PSS and in majority for silver ink in full solution processes 
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17.14 Flatbed screen printing of silver electrodes.

(Krebs et al. 2010c; Galagan, et al. 2011a). In stripe-based OSC modules, the 
printed silver electrodes are used for serial interconnection and current 
collection, as seen in Fig. 17.14. They may be printed in grid-like structure, 
be full layer or serve only for the serial connection in the form of a thin 
stripe. Screen printing is two-dimensional and so the printing image can 
have any shape. Thin lines are also possible, which can be used to pattern 
grid structures with a honeycomb-like design, as used for monolithic OSCs 
(Manceau et al. 2011). The silver inks can be solvent or water-based having 
a high solid load of silver fl akes or nanoparticles. They are typically dried 
using hot air convection ovens. Another type is ultra-violet (UV) curable 
ink using UV light to cure the printed layer in seconds. The infl uence of 
different types of silver ink on the performance of OSCs is reported in 
Krebs et al. (2011). Additionally, screen printing is used to pattern the ITO 
layer on PET by printing etch resist and further etching, stripping and 
washing of the ITO layer (Krebs et al. 2009b).

17.5.5 Gravure printing

Traditionally, gravure printing is used to print graphical products at very 
fast speeds of up to 15 m/s. The two-dimensional process offers possibilities 
for high-resolution patterning and homogeneous layers by using low-vis-
cosity ink. The technique comprises basically a chromium coated gravure 
cylinder, a doctor or chambered blade and a soft impression cylinder, as 
shown in Fig. 17.15. The patterned gravure cylinder with engraved cells of 
a certain pick-up volume (cm3/m2), depth, width, density, and screen angle 
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Printed pattern
Doctor blade

Gravure cylinder

Ink bath

Impression cylinder

17.15 Schematic illustration of gravure printing process (top). 
Photograph of the chromium coated gravure cylinder with engraved 
stripe pattern (bottom). The impression cylinder in the background 
has a soft rubber surface (black). The doctor blade is not visible.

can be adjusted to optimize the printing result. New pattern designs require 
a new engraved gravure cylinder and this is a time-consuming and costly 
process. The cells of the gravure cylinder are continuously fi lled in an ink 
bath or with a closed chambered doctor blade system, as illustrated in Fig. 
17.15. Excess ink is doctored off just before the nip of the gravure and 
impression cylinder. The nip pressure forces the transfer of the ink to the 
substrate. The cells are not emptied entirely which results in a certain ink 
transfer rate. The wet layer thickness is defi ned by the pick-up volume and 
ink transfer rate from the cells to the substrate. Optimization of the printing 
ink is quite important with respect to the viscosity, solid load, and surface 
tension. The printing quality is highly dependent on the printing speed, ink 
rheology, and pressure of the impression cylinder. As a rule of thumb, higher 
speeds are better.

Gravure printing was demonstrated as a suitable process for the deposi-
tion of P3HT:PCBM and PEDOT:PSS in OSCs with a normal structured 
geometry (Kopola et al. 2010, 2011). The printing was performed in a sheet-
fed gravure printability and the cathode electrode was thermally evapo-
rated. The printing speed was up to 18 m/min with highly concentrated inks 
for the photoactive P3HT:PCBM layer (up to 150 mg/ml in o-DCB). A 
power conversion effi ciency of 2.8% was obtained for a single cell and 
1.92% for module with fi ve connected stripes.

Inverted structured solar cells having three subsequent gravure printed 
layers were successfully manufactured too (Voigt et al. 2011). Solution 
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processed TiOx, P3HT:PCBM, and PEDOT:PSS were sheet-to-sheet gravure 
printed on patterned ITO-PET substrate with a speed of 40 m/min. The 
effi ciency was measured with 0.58% on a device area of 4.5 mm2 and gold 
evaporated contacts. Organic solar cells where only the P3HT:PCBM active 
layer was successfully processed using R2R gravure printing are described 
in Hübler et al. (2011). In this case, the substrate was paper with a ZnO/Zn/
ZnO layer as electrode and the active layer was gravure printed with a 
speed of 12 m/min. Later on, PEDOT:PSS was R2R fl exo printed and 
resulted in an effi ciency of 1.31% (area: 9 mm2) at an illumination level of 
600 W/m2.

In all cases, and especially the PEDOT:PSS ink was heavily optimized for 
gravure printing using surfactants, wetting agents and solvent mixtures. The 
fabrication was primarily sheet-to-sheet to show the compatibility of the 
R2R gravure process and electrodes were evaporated. The conversion to a 
full R2R process where all layers are gravure printed is still questionable 
because of the high speed and the oven length required for drying and 
annealing. Further research will show if the gravure printing process can 
compete against slot-die coating in the manufacturing of OSCs.

17.5.6 Flexographic printing

Flexography is a R2R printing technology with a cylindrical relief plate 
carrying the printing pattern. The image stands up from the printing plate, 
typically made from rubber or photopolymer. Printing speeds can be above 
100 m/min. The fl exo system comprises a fountain roller that fi lls the ceramic 
anilox roller with ink, which has engraved cells all over the surface. The 
anilox roller has a certain cell volume and meters the ink in a uniform 
thickness and equally to the printing plate cylinder. Excess ink is scraped 
off with a doctor blade. Afterwards, ink is transferred to the substrate 
running between the plate cylinder and impression cylinder, as illustrated 
in Fig. 17.16. A chambered doctor blade inking system can be used to avoid 
exposure of the ink to the atmosphere.

So far, fl exographic printing has not been used for the deposition of active 
layer ink in OSCs. It was shown as an application method for patterned 
PEDOT:PSS on top of P3HT:PCBM on a paper-based OSCs (Hübler et al. 
2011). The R2R printing of modifi ed PEDOT:PSS was performed a with 
speed of 30 m/min using an anilox cylinder with a volume of 25 cm3/m2. The 
cell had an effi ciency of 1.31%, as mentioned before in the gravure printing 
section. In Krebs et al. (2010b), fl exo technology was used for pre-wetting 
the surface of P3HT:PCBM with n-octanol prior the coating of PEDOT:PSS. 
The whole fl exographic process is highly applicable to organic photovoltaics 
with the requirement of low volatility of the inks. Chambered doctor blade 
systems for the application of the ink are benefi cial. Nevertheless, no further 
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17.16 Schematic illustration of the fl exographic printing process (top) 
and a photograph of a fl exo plate cylinder, here seen as sleeve design 
(bottom).

publications of fl exography with respect to OSCs were found. It might be 
used for electrode production, either grids or full layer, because it is capable 
of producing fi ne line structures and very thin layers. Silver grid structures 
with a line width of 20–50 μm and distance of 0.8–2 mm were successfully 
R2R printed at a speed of 5 m/min on PET (Deganello et al. 2010).

17.5.7 Inkjet

Inkjet printing is well known from home offi ce applications and recently 
found its way into high-throughput R2R industrial processes for graphical 
applications. The most used technology nowadays is the drop-on-demand 
inkjet head, where the ink droplets are generated according to demand. The 
drop generation can be induced thermally by heating up the ink and gen-
erating a tiny bubble pushing out a droplet. More often used, especially 
with respect to the choice of solvents, is the piezoelectric printhead. Here, 
the reverse piezoelectric effect is used to deform a piezo actuator in each 
single ink chamber of an ink nozzle to generate pressure, forcing out a drop, 
as illustrated in Fig. 17.17. The interaction of the inkjet head and ink is 
crucial to build perfect drops. In all cases, the ink requires a special voltage 
waveform driving the piezos. The inkjet printing process can reach high 
resolution over 1200 dpi and generates typical drop volumes of 1–80 pL, 
depending on print head type and manufacturer. The fi ring rate of a print-
head can easily reach tens of kilohertz. Inkjet ink must not dry at the nozzle 
and therefore it must have a low evaporation rate. Other parameters for 
ink formulations are viscosity (typically below 30 mPa s) and surface 
tension, which has to be in the range of 30 mN/m. The ink can either be 
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SubstrateInk Piezo

dV/dt

Drops

∼ 1 mm

17.17 Schematic illustration of the drop on demand inkjet printing 
process using a time-dependent voltage waveform. The piezo is 
deformed by the reverse piezoelectric effect, which generates pressure 
forcing out the ink.

aqueous, solvent-based, or UV curable and the inks are a complex mixture 
of many solvents and surfactants. Ink parameters can vary heavily and are 
dependent on the application and inkjet head manufacturer. Further infor-
mation about technology and the chemistry of inkjet ink can be found in 
Derby (2010), Pond (2000) and Magdassi (2010).

Inkjet technology has found its way into OSC fabrication, seen in an 
increasing amount of scientifi c reports (Hoth et al. 2007, 2008; Kim et al. 
2008; Lange et al. 2010). Effi ciencies of up to 3.71% were achieved with 
inkjet printed P3HT:PCBM and PEDOT:PSS layer (Eom et al. 2010). Addi-
tives dramatically affect the morphology and the solar cell performance of 
the device. So far, no R2R inkjet fabrication of OSCs has been reported, 
but it is just a question of time, especially for the fabrication of complex 
patterns.

17.6 Demonstration projects and conclusion

The development of organic solar cells is relatively young compared with 
traditional silicon solar cell technologies. The learning curve for manufac-
turing costs with targets of 1 €/Wp and below is very steep (Nielsen et al. 
2010). The OSC material development and process upscaling is rapidly 
moving forward, which is obvious in the amount of publications, research 
collaborations, funded R&D project and a growing number of companies 
trying to commercialize OSC technology. Some of the companies working 
in the fi eld of OSC fabrication are Solarmer (http://www.solarmer.com), 
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Plextronics (http://www.plextronics.com), Mekoprint (http://mekoprint.dk/
electronics/solar), Eight19 (http://www.eight19.com) and Heliatek (http://
www.heliatek.com), where the last one is strongly focused on small mole-
cule organic solar cells. Flexible but low-effi ciency OSC modules are already 
commercially available and the companies trying to leave niche markets. 
Applications like building integrated photovolatics (BIPV) are seen as 
promising possibilities.

A lot of R&D demonstration projects have been made to make the OSC 
and their benefi ts public. For example, fully R2R processed OSC modules 
were manufactured and combined with printed circuits, blocking diode, 
light-emiting diode (LED) and battery for the ‘Lighting Africa’ initiative 
in Zambia (Krebs et al. 2010a). A solar cell module of size 22.5 × 30.5 cm 
can be easily folded together and the integrated lithium ion battery is 
charged by the sun during daylight. The LED could be used to light the 
workspace at night. Furthermore, organic solar cells were prepared in large 
numbers using R2R methods and integrated into the Organic Electronic 
Association (OE-A) (http://www.oe-a.org) demonstrator, which is shown 
in Fig. 17.18. The credit card sized lamp contains a full R2R processed OSC 
module built by DTU Energy Conversion. The whole thin package includes 
R2R printed circuitry, a lithium-ion battery, a LED and diodes and was 
assembled in partnership with Mekoprint. More than 10 000 units were 
manufactured and handed out at the Large Area Organic and Printed 
Electronic Conference (LOPE-C) 2011 in Frankfurt, Germany. The dem-
onstration showed the possibility of producing OSCs and the package with 

17.18 Credit card sized lamp with build in organic solar cell, lithium 
ion battery, diodes and LED. Danish research institute Risø DTU (now 
DTU Energy Conversion) and Mekoprint built the demonstrator in 
more than 10 000 units.
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a high technical yield of 89% at reasonable prices. The demonstration was 
a huge success.

Despite demonstration projects, a lot of research has to be done to leave 
niche markets and make OSCs more valuable. Some of the main research 
areas that have already been addressed are higher effi ciencies, improve-
ments in operational stability and lifetime, multijunction and hybrid struc-
tures, low band gap polymers, thermocleavable polymers, controlled 
morphology, aqueous processing, indium-free electrodes, process upscaling, 
minimizing of embodied energy, and the reduction of energy payback time. 
Especially the synthesis of countless new organic materials leads to steady 
progress in effi ciency and solar cell performance. A strategy to narrow the 
band gap of the polymer is the use of polyisothionaphthene (PITN) that 
favors a quinoid structure. Alternating copolymers of electron-accepting 
unit and electron-donating units is another way to promote the quinoid 
character. The energy levels can be fi ne-tuned by fl uorine substitution on 
the polymer backbone as demonstrated on low band gap copolymers 
benzo[1,2-b:3-4,b′]dithiophene and thieno[3,4-b]thiophene (PTBs). A 
deeper insight and further strategies in the development of new polymers 
for effi cient OSCs are reviewed in Son et al. (2012). All record cell effi cien-
cies around 8% that are published are manufactured under special condi-
tions and on very small cell sizes. Achieving high effi ciencies on large areas 
under full R2R processed and ambient conditions is a very challenging task. 
But hopefully in the near future, the strong research efforts will make this 
happen, so that OSC can compete against other solar cell technologies.
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Abstract: The basics of highly effi cient, organic light-emitting diodes 
(OLEDs) based on small molecules are discussed. All factors infl uencing 
OLED effi ciency are explained and the benefi ts of pin-type OLEDs are 
discussed. It is shown how the pin concept can be used to realize highly 
effi cient monochrome and white OLEDs. An extensive list summarizing 
the current state-of-the-art in emitter material systems for these devices 
is provided. The analysis of light modes in OLEDs is discussed in detail 
and experimental methods to enhance the outcoupling effi ciency are 
introduced. Finally, a short overview on the different microscopic 
mechanisms of OLED degradation and techniques to study these 
mechanisms is given.

Key words: organic light-emitting diodes (OLEDs), pin-type, highly 
effi cient, outcoupling, degradation.

18.1 Introduction

Ever since the invention of organic light emitting diodes (OLEDs) by Tang 
and VanSlyke in 19871, the fi eld has developed rapidly. The effi ciency of 
OLEDs has increased steadily, making OLEDs a promising alternative to 
many of today’s display and lighting technologies.

Tang and VanSlyke were not the fi rst to observe electroluminescence of 
organic materials. In an early study in the 1950s, Bernarose studied light 
emission from a single crystal of an organic compound2,3. These early 
devices suffered from a high driving voltage and consequently a low power 
effi ciency4,5. The use of thin amorphous fi lms led to thinner active layers 
and lower driving voltages6,7, but it was not until Tang and VanSlyke used 
an organic hetero-structure that the power effi ciency of OLEDs reached 
reasonable levels of above 1 lm/W.

In recent years, two key developments drove OLED research. The dis-
covery of highly effi cient phosphorescent emitters led to a quadruplication 
of the achievable quantum effi ciency, and internal quantum effi ciencies 
of nearly 100%8,9 were reached. Furthermore, the use of electrically 
doped layers reduced the driving voltage and thus increased the power 
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effi ciency10,11. Nowadays, monochrome OLEDs with more than 50% exter-
nal quantum effi ciency and white OLEDs reaching the luminous effi cacy 
of fl uorescent tubes have been reported12,13.

The success of OLEDs has triggered signifi cant interest from industry. 
Currently, two main applications are envisaged: OLED displays and OLED 
lighting. Today, several companies such as Samsung, Sony, and LG are 
selling OLED displays for handheld devices or even small TV sets. The 
strengths of OLED displays compared with the established LCD technol-
ogy are high-contrast ratios, wide viewing angles, extremely thin displays, 
and lower power consumption. However, despite their advantages, OLED 
manufacturing turned out to be challenging, and the production technology 
is still much in its infancy and limited to rather small substrates.

For OLED lighting, OLEDs can profi t even more from their high power 
effi ciency. Currently, commercially produced OLEDs are more effi cient 
than a normal incandescent lamp by a factor of 2–3, and the effi ciency is 
still increasing. For example, OSRAM (ORBEOS lighting panels) and 
Philips (Philips lumiblade) are selling white OLEDs as demonstrator kits. 
Besides their high power effi ciency, OLEDs are truly fl at area devices 
generating soft high-quality light without further light distribution, can be 
made transparent, and can be produced on fl exible substrates, which enables 
many novel and exciting design opportunities.

In this chapter, the advances of pin-type OLEDs are described. Starting 
with a short introduction into the OLED technology (Section 18.2) and 
the pin concept (Section 18.3), highly effi cient monochrome OLEDs are 
described (Section 18.4). Emphasis is put on the optimization of the 
optical microcavity of the OLED and the improvement of the outcoupling 
effi ciency, which has the highest potential to improve OLED effi ciency. A 
detailed list of current state-of-the-art emitter material systems (guest/
host systems) and of the performance reached by devices based on these 
is also provided. In Section 18.5, the design principles used for mono-
chrome OLEDs will be applied to white OLEDs and one approach – the 
triplet harvesting OLED – is discussed in detail. Again, currently used 
material systems are listed, together with device characteristics and refer-
ences. The chapter closes with a short discussion of OLED degradation 
(Section 18.6).

18.2 Basics of organic light-emitting diodes (OLEDs)

In its simplest form, an OLED consists of a single layer of organic mate-
rial, contacted by a refl ecting (metal) contact – the cathode – and a trans-
parent anode, which often consists of indium doped tin oxide (ITO). Upon 
application of a positive voltage, electrons and holes are injected at the 
cathode and anode, respectively. The charge carriers drift towards the 
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center of the device, recombine and form excitons, i.e. bound electron–hole 
pairs. Usually, excitons in organic materials are of the Frenkel-type, i.e. due 
to the strong coulomb interaction both electron and hole are located on the 
same molecule. The exciton can relax towards the ground-state of the mol-
ecule and can emit a photon during this process.

To quantify the effi ciency of all these processes involved in light genera-
tion, several defi nitions have been proposed in the past. The most com-
monly used ones are the external quantum effi ciency (EQE or ηq) and the 
power effi ciency or luminous effi cacy (ηP). The EQE is defi ned as the ratio 
of the number of emitted photons to the number of injected charge carriers. 
It can be expressed as a product of the so-called electrical effi ciency γ, the 
exciton spin factor χ, the effi ciency of radiative decay ηr, and the outcoupling 
effi ciency ξ12,14:

η γχ η λ ξ λ λ λ
λ

q r PL d= ( ) ( ) ( )∫ s  [18.1]

where sPL (λ) denotes the normalized luminescence spectrum of the emitter 

sPL dλ λ
λ

( ) =
⎛
⎝⎜

⎞
⎠⎟∫ 1 .

The electrical effi ciency γ is defi ned as the ratio of injected charge carriers 
to the number of formed excitons, i.e. γ includes all electrical losses. A 
signifi cant parameter determining the electrical effi ciency is the charge 
carrier balance, which is the ratio of injected electrons to injected holes. If 
there is an imbalance between electron and hole injection, not all charge 
carriers will recombine with a charge carrier of opposite polarity and the 
energy is lost. Thus, for highly effi cient devices, the injection of holes and 
electrons has to be balanced.

The exciton spin factor χ is defi ned as the ratio of radiative excitons to 
the total number of excitons. Due to spin statistics, three out of four exci-
tons formed in the device are triplets and only one exciton is a singlet. In 
fl uorescent emitters, only singlets can radiatively relax to the ground state 
and thus χ equals 0.25. However, if phosphorescent molecules are used, all 
excitons can decay radiatively, and an exciton spin factor of unity can be 
reached8.

ηr is the effi ciency of radiative decay or photoluminescence (PL) effi -
ciency. It depends on the radiative (�rad) and non-radiative (�nrad) decay 
rates of the emitter as follows:

ηr
rad

rad nrad

=
+

Γ
Γ Γ

.  [18.2]

As the fl at OLED structure forms an optical micro-cavity, the radiative 
decay rate �rad depends strongly on the optical environment and, according 
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to Fermi’s golden rule, on the optical mode density at the position of the 
emitter15.

Γrad, ij ij ijM∝ ( )ρ ν  [18.3]

with �rad,ij: transition rate from state i to j, Mij the matrix element connecting 
state i and j, and ρ(vij) the photonic mode density at the transition frequency 
vij.

The photonic mode density can be infl uenced by the cavity length and 
the position of the emitter. If the cavity is in resonance at the peak wave-
length of the emission and if the emitter is placed into an antinode of the 
optical fi eld, the photonic density is large, resulting in an increase of radia-
tive rate (cf. Eq. 18.3) and radiative effi ciency (cf. Eq. 18.2)14. In contrast, 
if the cavity is detuned or if the emitter is placed in a node of the optical 
fi eld, the emission is inhibited.

This effect, known as Purcell effect16, can be described by the Purcell 
factor F, which is the ratio of the power radiated at the wavelength λ by 
the dipole in the cavity to the power radiated by the same emitter in infi nite 
space. It can be expressed as17

F K u u uK u uλ λ λ( ) = ( ) = ( )
∞ ∞

∫ ∫, ,d d2

0 0

2  [18.4]

where uK(λ, u) is the spectral power density, i.e. the power the emitter 
radiates in the cavity at a given wavelength. u is the in-plane wave vector, 
i.e. the photon wave vector k is split in an in-plane component u and an 

out-of-plane component v. If normalized to the full wave vector
 
k n= ( )2π

λ
λ , 

with n index of the material where photon generation occurs, the following 
relation holds for u and v:

1 2 2= +u v  [18.5]

Once the Purcell factor has been calculated, the radiative rate of the 
emitter inside the cavity �rad can be determined by

Γ Γrad rad= ( )F λ ,inf  [18.6]

i.e. the radiative rate of the emitter in infi nite space (outside the cavity) 
�rad,inf is multiplied by the Purcell factor. If the Purcell factor F is high – 
corresponding to a high photonic mode density (cf. Eq. 18.3) – the radiative 
rate increases. Thus, the radiative effi ciency ηr of the emitter depends 
strongly on the optical microcavity and the photonic mode density at the 
position of the emitter (cf. Eq. 18.2).

Finally, ξ is the outcoupling effi ciency, i.e. the ratio photons emitted to 
outer space to the total number of photons generated within the OLED 
cavity. In the general OLED stack, there are two interfaces with 
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signifi cantly differing refractive indices: the interface between the organic 
layers including the anode made of indium tin oxide ITO (n~1.7–1.8) and 
the glass substrate (n~1.5) and the interface between glass and air. A large 
share of photons is trapped in the cavity due to total refl ection at these 
interfaces. The critical angle for total refl ection at these interfaces can be 
expressed in terms of the in-plane wave vector ucrit(λ). Rewriting Snell’s law 
yields

u
n
ne

crit λ λ
λ

( ) = ( )
( )

0  [18.7]

i.e. only the part of the power spectrum with an in-plane wave-vector 
smaller than ucrit(λ) can be transmitted from the emitter material (refractive 
index ne(λ)) into the layer with refractive index n0(λ). Light refl ected at the 
interface between the OLED stack and the glass substrate feeds so-called 
organic modes, and light refl ected at the interface glass substrate/air is lost 
in substrate modes.

Therefore, only a fraction of the power emitted by the molecule escapes 
the OLED cavity. If U(λ) denotes the outcoupled power (normalized to 
the power emitted by the molecule in infi nite space), the outcoupling effi -
ciency can be written as

ξ λ λ
λ

( ) = ( )
( )

U
F

.  [18.8]

Simple calculations show that only approximately 20% of all light is 
extracted from the cavity, if no special measures are taken18.

The external quantum effi ciency is only a photon generation probability, 
i.e. the ratio between the fl ux of injected charge carriers and the fl ux of 
generated photons, and does not account for the power conversion effi -
ciency of the device. To obtain the power effi ciency or luminous effi cacy, 
the external quantum effi ciency has to be multiplied by the photon energy 
hν, where h is the Planck constant and ν the photon frequency, and divided 
by the energy of an injected electron eVa, where Va is the applied bias:

η λ γχη λ ξ λ ν λ
λ

p r
a

d= ( ) ( ) ( )∫K V
h
eV

.  [18.9]

As the luminous effi cacy is a photometric quantity, the effi ciency is 
weighted by the sensitivity of the human eye V(λ). K is a constant and 
amounts to 683 lm/W.

According to Eq. 18.9, OLEDs should be driven at the lowest possible 
operating voltage to optimize not only the quantum effi ciency, but also the 
power effi ciency of OLEDs. One concept that ensures both low driving 
voltage and high quantum effi ciency is the pin concept consisting of p- and 
n-doped charge carrier transport layers and intrinsic emission layers.
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18.3 Pin organic light-emitting diodes (OLEDs)

To reach higher effi ciency, an OLED usually needs more than one layer as 
described in the preceding section. The reason is that one layer cannot 
usually serve all functions involved in the light generation process, i.e. 
charge injection and transport, charge recombination, and optimized out-
coupling. In the pin concept discussed here, the OLED consists of at least 
fi ve organic layers (cf. Fig. 18.1), i.e. a p- and n-doped hole and an electron 
transport layer (HTL (p) and ETL (n)), an emission layer (EML (i)) and 
two blocking layers (hole blocking layer, HBL, and electron blocking layer, 
EBL). The charge transport layers ensure a good injection and transport 
of charge carriers towards the emission layer, where the excitons are formed 
and decay. To optimize the charge carrier balance, the EML is enclosed by 
two charge blocking layers, which confi ne the charges inside the EML and 
thus ensure that all charges recombine with a charge of opposite polarity.

p- and n-type doping of the HTL and the ETL leads to optimized charge 
carrier injection and transport19,20. Doping increases the number of free 
charges in the organic layers so that the conductivity rises by several orders 
of magnitude10. This minimizes the voltage drop across the transport layers 
and allows the OLEDs to be driven close to the thermodynamic limit11. 
Furthermore, the use of doped transport layers improves injection at the 
contacts signifi cantly21. A space charge region is formed at the interface, 
which leads to strong level bending and thin injection barriers, which can 
be easily be tunneled through by the charge carriers21. Thus, a quasi-ohmic 
contact is formed and charge carriers can be injected into the device without 
additional voltage loss.

Doped organic transport layers have a further advantage since they can 
be used to optimize the OLED optical cavity. As the doped transport layers 
have a much higher conductivity compared to the intrinsic emission and 
blocking layers, a very small voltage drops across the doped layers and the 
thickness of the doped layers can be adjusted to optimize the OLED cavity 

18.1 General setup of a pin OLED consisting of electron and p- and 
n-doped charge transport layer (ETL and HTL), electron and hole 
blocking layer (EBL and HBL) and the emission layer (EML).
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and to shift the emitter position into the antinode (i.e. maximum) of the 
optical fi eld with no infl uence on the electrical characteristics. Hence, the 
radiative rate of the emitter increases (cf. Eq. 18.6) and, as will be shown 
in the next section on monochrome OLEDs, the outcoupling effi ciency 
increases as well.

18.4 Highly effi cient monochrome organic 

light-emitting diodes (OLEDs)

The strength of organic electronics is based on the near endless number of 
different organic compounds. In particular, organic emitters span the whole 
visible spectrum and monochrome OLEDs in all colors are available.

For monochrome devices, external quantum effi ciencies beyond 20% are 
well established22–25. He et al. reached an EQE of close to 20% by using two 
different host materials – one electron and one hole conductive host25. 
Tanaka et al.22 even reached 29% external quantum effi ciency for a green 
OLED at a brightness of 100 cd/m2 or 26% at 1000 cd/m2. Tanaka et al. also 
reached 21% EQE for a phosphorescent blue device26 using matrix materi-
als with a high triplet level. Chopra et al. reported on an increase in EQE 
of blue OLEDs to 23% if the excitons are well confi ned in the EML by 
blocking layers with a high triplet energy24. Table 18.1 gives an overview of 
different monochromatic emitter systems currently used and lists the EQE, 
the luminous effi ciency and the color of the generated light for each mate-
rial system. Most emitter systems consist of a phosphorescent emitted mol-
ecule embedded in a matrix with suitable triplet energy. In blue-emitting 
devices, FIrpic is probably the most widely used emitter. Green emission 
is provided by Ir(ppy)3 and Ir(ppy)2(acac). In the red, Ir(MDQ)2(acac) is 
widely used. Phosphorescent emitter materials are thus dominated by irid-
ium-based complexes with platinum and osmium-based materials playing a 
relatively minor role. However, in particular for generation of blue light, 
fl uorescent emitter molecules are still frequently used (due to their often 
more favorable longevity and more saturated blue emission). We have thus 
listed a few particularly interesting fl uorescent systems as well, albeit they 
generally reach lower effi ciencies due to their inability to harvest triplet 
excitons.

Considering that only approximately one-fi fth of all generated photons 
are extracted from the device18, the EQEs listed in Table 18.1 show that a 
nearly perfect charge to photon conversion or internal effi ciency has been 
reached in monochrome devices, but that still a large amount of photons 
remain trapped in the OLED microcavity.

Thus, the largest improvement in OLED effi ciency can be reached 
by increasing the outcoupling effi ciency ξ. To increase the outcoupling 
effi ciency, a detailed understanding of the optical properties of the OLED 
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cavity is essential. Several reports on modeling of the different loss-
channels in OLEDs have been published63–65, which quantify the different 
loss mechanisms in OLEDs.

The results of such studies as published by Meerheim et al. are discussed 
in the following12. The simulation results for a monochrome red OLED, i.e. 
the different modes excited in the microcavity, are shown in Fig. 18.2. The 
pin-OLED consists of an ITO anode, 60 nm of NHT-5 doped with 4 
wt% NDP-2 (Novaled AG) as HTL, 10 nm of 2,2′,7,7′-tetrakis-(N,N-
diphenylamino)-9,9′-spirobifl uorene (Spiro-TAD) as EBL, 20 nm of N,N′-
di(naphthalen-2-yl)-N,N′-diphenyl-benzidine (NPB) doped with the red 
phosphorescent emitter iridium(III)bis(2-methyldibenzo-[f,h]quinoxaline)
(acetylacetonate) (Ir(MDQ)2(acac)) (10wt%) as EML, 10 nm of bis-(2-
methyl-8-quinolinolato)-4-(phenyl-phenolato)aluminum (III) (BAlq) as 
HBL, and fi nally BPhen doped with Cs as ETL. To study interference 
effects and the effect of the cavity on the effi ciency of the devices, the thick-
ness of the ETL has been varied between 30 and 260 nm.

The simulations are based on an optical model treating the emitting 
molecule as forced damped harmonic oscillator14. In Fig. 18.2 the normal-
ized radiated power, i.e. uK(λ, u) (cf. Eq. 18.4) of a dipole in the cavity at 
a wavelength of 610 nm for an ETL thickness of 70 nm is plotted vs. the 
normalized in-plane wave vector.

The normalized radiated power peaks at several in-plane wave vectors, 
which correspond to the various resonant modes of the cavity15. For normal-
ized in-plane wave vectors u in the EML larger than 1, the out-of-plane 

wave vector v is imaginary v u= −( )1 2 , which means that the waves are 
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18.2 Spectral power density as a function of the normalized in-plane 
wavevector for a red pin OLED.
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evanescent. In particular, there is one dominating mode at u ~ 1.1, which is 
the surface plasmon polariton localized at the cathode surface.

For in-plane wave vectors below 1, the out-of-plane wave vector is real 
and the corresponding waves are plane waves. However, as discussed in 
Section 18.2, due to total refl ection at the interface organic layers/glass 
substrate (at ucrit ~ 0.88) and at the interface glass substrate/air (at ucrit ~ 
0.6), not the whole in-plane wave vector range from 0 to 1 couples to exter-
nal modes. Only emission at wave vectors below the critical angle for total 
refl ection at the interface glass/air (cf. Eq. 18.7) can be eventually extracted 
from the device. In particular, there is one waveguided mode in the organic 
layers (u ~ 0.9), which limits the effi ciency of the device.

In conclusion, Fig. 18.2 shows that only a small fraction of the emitted 
power is coupled into the far-fi eld. In particular, coupling to the plasmonic 
mode is strong and thus much power is lost at the cathode. However, cou-
pling to these evanescent modes is a near-fi eld effect, i.e. an effect occurring 
only at relatively short distances from the emitter. If the distance between 
the emitter and the cathode is increased, coupling to the plasmonic mode 
is strongly reduced.

This effect is shown in Fig. 18.3. The optical simulation is repeated for 
varying ETL thickness, i.e. the distance between the emitter and the cathode 
is varied. In Fig. 18.3, the strength of the different loss modes (plasmons, 
waveguided and substrate, losses due to a radiative effi ciency ηr below 1 
(non-radiative losses, Eq. 18.2), and electrical losses) is summarized12.

Figure 18.3a shows that the number of outcoupled photons oscillates with 
ETL thickness, which is due to the different resonances of the OLED 
cavity. At the peaks of the plot of the fraction of outcoupled photons vs. 
the ETL thickness, the cavity is in resonance and the emitter is positioned 
at an antinode of the optical fi eld of the cavity, ensuring effi cient light 
outcoupling.

Furthermore, coupling to the plasmonic mode is strongly reduced if the 
thickness of the ETL is increased. However, due to the thicker cavity, cou-
pling to waveguided modes increases and, overall, the outcoupling effi -
ciency is only increased slightly.

To couple out waveguided modes, OLEDs can be processed on index-
matched glass, i.e. glass with a refractive index matching the refractive 
index of the organic layers (n~1.7–1.8, cf. Eq. 18.7). Index matching ensures 
that no interface where total refl ection can occur is present in the device 
and, as consequence, virtually all internally generated photons can reach 
the outer surface of the substrate. Furthermore, to avoid refl ections at the 
interface to air, a large outcoupling lens can be applied, so that all light can 
exit the substrate. The corresponding distribution of loss channels is shown 
in Fig. 18.3b. As the substrate is index-matched, all waveguide modes 
are suppressed and the outcoupling effi ciency increases signifi cantly. In 
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particular, the thickness of the ETL can be increased without increasing 
losses due to waveguided modes. Thus, the outcoupling effi ciency becomes 
larger for thicker ETLs, where coupling to plasmonic modes is weaker.

The comparison of these numerical results with measured EQE data is 
shown as black dots in Fig. 18.3. For both OLEDs on low-index (Fig. 18.3a) 
and high-index glass (Fig. 18.3b), the correspondence between experiment 
and calculations is excellent. For OLEDs on low index glass, the highest 
EQE is reached at 250 nm ETL thickness (second order cavity) and reaches 
21%. For the high-index glass the EQE is signifi cantly increased to 54%, 
i.e. more than half of the injected electrons generate a photon which is 
coupled out from the cavity.

In summary, highly effi cient monochrome OLEDs can be designed, if the 
optical structure of the OLED is optimized. However, although devices 
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with an EQE beyond 50% are reached, these results are lab results as 
the application of a large outcoupling lens to extract all substrate modes is 
not practicable for commercial applications. Therefore, great efforts is 
being made to fi nd other outcoupling enhancement solutions that avoid 
waveguided and substrate modes and will increase OLED effi ciency further. 
Concepts discussed in the literature are textured substrates66, microlens 
foils attached to the substrate67, layers in the OLED that scatter waveguided 
modes68, OLEDs on photonic crystals, or the use of horizontally aligned 
emitters69,70. For more details, the reader is referred to a review article of 
Saxena et al.71.

Finally, the same concepts as discussed for monochrome OLEDs can be 
applied for the generation of white light. However, to generate white light 
with a good color quality, emission from red, green and blue emitters has 
to be well balanced, which is described in the next section.

18.5 Highly effi cient white organic light-emitting 

diodes (OLEDs)

The fi rst white OLEDs were published by Kido et al.72,73. In these OLEDs, 
fl uorescent materials were used, limiting the overall effi ciency of these 
devices. The use of phosphorescent emitters signifi cantly increased the effi -
ciency74–76. In particular, the highest effi ciency can be obtained by using 
triplet emitters for all colors. Using this so-called all-phosphorescent setup, 
Sun and Forrest were able to reach an effi ciency of 68 lm/W by using a 
low-index grid to enhance the outcoupling effi ciency77. However, at a light-
ing relevant brightness (500 cd/m2) the power effi ciency dropped to 38 lm/W. 
Already in 2006, Konica-Minolta had announced an effi ciency of 64 lm/W 
at a brightness of 1000 cd/m2. In 2009, Reineke et al. used high-index glass 
substrates and a high-index outcoupling structure to increase the effi ciency 
of white OLEDs. An effi ciency of 90 lm/W at 1000 cd/m2 (70 lm/W at 
5000 cd/m2) was reached13. Recently, Sasabe et al. reported on a white 
OLED using a blue iridium carbene complex, which reaches without out-
coupling enhancement methods approximately 60 lm/W at low brightness 
and 43.4 lm/W at 1000 cd/m2.78

However, although stable phosphorescent red and green emitters are 
disclosed in the literature, there is a lack of stable phosphorescent blue 
emitters. In particular, the lifetime of the phosphorescent blue emitter 
FIrpic (iridium(III)-bis(4,6,-di-uorophenyl-pyridinato-N,C2)-picolinate) is 
rather low (1–2 hours). Therefore, there is a high need to fi nd alternative 
approaches, which avoid the use of unstable phosphorescent emitters.

One of these approaches are so-called hybrid white stacks combining 
fl uorescent blue with phosphorescent red and green emission79. Using an 
ambipolar interlayer between the fl uorescent blue and the phosphorescent 
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green emitter to avoid quenching of triplets, Schwartz et al. were able to 
reach high effi ciencies (14.4 lm/W at 1000 cd/m2 without outcoupling 
enhancement)80. However, these approaches are always limited in effi -
ciency since three out of four excitons formed on the blue emitter decay 
non-radiatively and are therefore lost.

To avoid these losses of excitons on the fl uorescent blue emitter, the 
triplet harvesting concept has been proposed81–85. The triplet harvesting 
concept is based on the idea that an internal quantum effi ciency of 100% 
is still possible in hybrid white OLEDs, if the triplets formed on the blue 
emitter are transferred to the phosphorescent red or green emitter (i.e. the 
triplets are ‘harvested’). To transfer the triplets from the blue emitter to a 
phosphorescent emitter, the triplet energy of the blue emitter has to be 
larger than the triplet energy of the phosphorescent emitter. A candidate 
for triplet harvesting is 4P-NPD (N,N′-di-1-naphthalenyl-N,N′-diphenyl-
[1,1′:4′,1″:4″,1�-quaterphenyl]-4,4�-diamine). It has a triplet level of 
2.30 eV81 and thus allows harvesting on yellow or red emitters.

A triplet harvesting OLED as proposed by Schwartz et al.82 and Rosenow 
et al.84 is shown in Fig. 18.4. The OLED is a normal pin OLED. The emission 
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18.4 (a) Red/blue triplet harvesting OLED (MeO-TPD: N,N,N′,N′-
tetrakis(4-methoxyphenyl)-benzidine). The excitons are formed at the 
interface between the undoped 4P-NPD layer and the hole blocker 
(BPhen). Starting from this interface, triplets diffuse towards the 
4P-NPD layer doped with the red emitter Ir(MDQ)2acac, where they are 
harvested84. (b) Spectrum of the triplet harvesting OLED for varying 
thickness of the intrinsic 4P-NPD layer. At a constant current density, 
the emission of the red emitter decreases, whereas the emission of 
the blue emitter remains constant. Reprinted with permission from 
Rosenow et al., Journal of Applied Physics 108, 113113 (2010). 
Copyright 2010, American Institute of Physics.

�� �� �� �� �� ��



522 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

layer consists of a neat layer of the blue emitter 4P-NPD with varying thick-
ness (0–30 nm) and a layer of 4P-NPD doped with the red emitter 
Ir(MDQ)2acac. 4P-NPD has a higher hole than electron conductivity, so that 
excitons are mainly formed at the interface between the undoped 4P-NPD 
and the hole blocking layer BPhen. Starting from this interface, the triplets 
diffuse towards the 4P-NPD layer doped with the red emitter, where the 
triplets can be harvested and can recombine radiatively. By plotting 
the spectrum in dependence of the undoped 4P-NPD layer thickness 
(Fig. 18.4b), triplet harvesting can be proven. For increasing undoped 
4P-NPD layer thickness, the red emission decreases as less triplets reach the 
doped layer, but the emission in the blue spectral region remains constant.

In the device shown in Fig. 18.4, the green part of the visible spectrum 
is missing and the emission is not white. As the molecule 4P-NPD does not 
allow harvesting onto green phosphorescent emitters directly, it is challeng-
ing to include a green emitter in the stack. However, it is possible to stack 
two OLEDs, one triplet harvesting blue/green and one green/yellow OLED 
as shown in Fig. 18.5.

The stack is shown in Fig. 18.5a. The two individual OLED units are 
connected by a p-n junction consisting of p-doped HTL (MeO-TPD:NDP2), 
a thin layer of Al and n-doped ETL (BPhen:Cs). Operated in the reverse 
direction, electrons and holes are generated in the ETL and HTL, respec-
tively, by Zener-Tunneling from the HOMO of the HTL to the LUMO of 
the ETL86. The complete stack can thus be seen as a simple series connec-
tion of the two individual OLEDs.

The spectrum shown in Fig. 18.5b consists of the emission of both OLED 
units and spans the whole visible range. A value of 90 lm/W is reached at 
a luminance of 1000 cd/m2, if the sample is prepared on high-index glass 
and measured with an outcoupling lens. If a scalable outcoupling solution 
consisting of a sheet of high index glass with small pyramid-structures on 
top is used, a fi gure of 47 lm/W is reached84.

Table 18.2 summarizes the key performance data for a selection of 
recently reported white-emitting material systems. Apart from the blue 
component, the emission is almost exclusively generated by phosphores-
cent emitters in state-of-the-art white OLEDs. The blue component is then 
either contributed through a hybrid, triplet harvesting arrangement or by 
adding a phosphorescent blue emitter. It remains to be seen which of the 
two approaches can achieve better device performance under practical 
conditions. Currently, triplet harvesting OLEDs hold the record in terms 
of EQE, whereas the highest luminous effi cacies in devices without addi-
tional optical outcoupling structures are observed in fully phosphorescent 
devices. These contain blue and orange emitters or a tri-layer emitters 
system comprising of different matrices doped with red, green, and blue 
phosophorescent emitters.
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18.5 Stacked white triplet-harvesting OLEDs (TCTA: 4,4′,4″ tris(N-
carbazolyl)-triphenylamine, TPBi: 2,2′2″-(1,3,5-benzenetriyl)-
tris[1-phenyl-1H-benzimidazole], Ir(dhfpy)2acac: 
bis(2-(9,9-dihexylfl uorenyl)-1-pyridine) (acetylacetonate). Two 
OLEDs – a yellow one and a blue/red triplet harvesting OLED – are 
stacked (a), so that a white spectrum is reached (b). On high-index 
glass, 90 lm/W are reached with a large outcoupling lense84. Reprinted 
with permission from Rosenow et al., Journal of Applied Physics 108, 
113113 (2010). Copyright 2010, American Institute of Physics.

In conclusion, it is possible to generate white light very effi ciently using 
OLEDs. The use of unstable phosphorescent blue emitters can be avoided 
by replacing them with fl uorescent emitters. However, it is still challenging 
harvesting on a phosphorescent green emitter, so that complex stacked 
OLEDs have to be used to reach a white spectrum. Therefore, further 
development has to be focused on either the development of stable phos-
phorescent blue emitters or on the development of fl uorescent blue emitters 
with a low singlet/triplet splitting that allows harvesting on a green emitter.

However, even for the triplet harvesting OLEDs discussed in this section 
the lifetimes are too short for commercial applications. Although white 
OLEDs with 100 000 h of lifetime have already been reported98, these high 
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lifetimes have only been reached for hybrid white approaches without 
triplet harvesting. Therefore, some mechanisms that lead to the low life-
times of OLEDs are discussed in the following section and it will be shown, 
how long-living OLEDs can be realized.

18.6 Degradation of organic light-emitting 

diodes (OLEDs)

Although much progress has been made and the lifetime of OLEDs has 
signifi cantly increased over the years, little is known about the precise 
degradation mechanism. There are many possible mechanisms of OLED 
degradation, related to intrinsic (such as degradation of emitter molecules) 
and extrinsic (such as contact delamination due to water vapor intake). Of 
particular interest are the intrinsic decay processes, for instance those 
related to chemical reactions occurring in the devices.

Techniques which provide microscopic information about these reactions 
are especially useful since they allow optimization of devices based on a 
detailed understanding of the degradation processes.

One technique, which has been shown to be highly valuable in determin-
ing degradation pathways and reaction products in OLEDs, is matrix-
assisted laser desorption/ionization time-of-fl ight mass spectrometry 
(MALDI-TOF-MS)99,100. Using this technique it is possible to deduce a 
common pathway for OLED degradation based on the dissociation of the 
Ir-emitter and the formation of complexes of the individual fragments with 
the hole blocking layer23,99. For example, the proposed reaction pathway of 
the degradation of the phosphorescent blue emitter FIrpic is shown in Fig. 
18.6. Two dissociation reactions are postulated – a reversible (pathway 1) 
and an irreversible one (pathway 2). The fragments can interact with the 
blocking materials, i.e. either with TPBi or with the charged complex 
BPhen+Cs, and build the fi nal degradation product100.

In red OLEDs, the strength of the complexation was shown to correlate 
with the lifetime99, presenting the possibility of fi nding optimized materials 
without the need to process full OLED structures for testing. Furthermore, 
it was shown that the lifetime of OLEDs can be increased signifi cantly, if 
blocking materials are used that do not form complexes with the Ir-emitter. 
For example, the use of an alternative hole blocking layer, BAlq (bis-(2-
methyl-8-quinolinolato)-4-(phenyl-phenolato) aluminum-(III)), instead of 
BPhen was shown to yield extremely long-living red OLEDs23. Extrapo-
lated lifetimes of more than 106 at an initial brightness of 100 cd/m2 were 
reached.

In conclusion, OLEDs can be made long-living. However, the lifetime of 
highly effi cient white OLEDs is still limited by the blue emitter. Further 
development has to be done to overcome these limitations.
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18.7 Future trends

The development of OLEDs has been impressive in all respects and both 
effi ciency and lifetime have signifi cantly improved over time. Currently, 
several companies are preparing for the mass-production of OLEDs for 
lighting or display applications or are already producing OLED devices. 
However, there are still challenges to be solved before OLEDs can reach 
their full potential.

One challenge is the improvement of outcoupling effi ciency. Still, the 
majority of light generated inside the device is trapped in the OLED cavity. 
Although the use of high-index glass combined with an outcoupling lens 
improves the outcoupling effi ciency signifi cantly, this approach is less suit-
able for commercial applications. Scalable and cost-effective solutions have 
to be found, which avoid total refl ection or scatter light inside the cavity to 
surpass the effi ciency limit.

A second limitation of OLED research is the lack of a stable and effi cient 
blue phosphorescent emitter. Although the triplet harvesting approach can 
avoid the use of a phosphorescent emitter, the available triplet harvesting 
molecules are also limited in their lifetime. Further materials development 
is thus necessary and novel emitters have to be designed.

F F F F F F

F F

F F
F F

FFFF

F

-CO2

+h+

F F

or e–/h+

F

N

N

N N

N N

N
N+

+

N

N N

NN
N

695.1 amu

[Flrpic]
695.1 amu

651.1 amu

[FIrpic-CO2]
+

573.0 amu

[lr(F2ppy)2]
+

573.0 amu

[lr(F2ppy)2]
+

122.0 amu

[picolinate]–

78.0 amu

[pyridin-2-yl]

pathway 1

pathway 2

O
O

O
O–

O–

huO
Ir Ir+ Ir+

C+ N
C+

Ir+
Ir+·

·

18.6 Proposed mechanism of the dissociation of the phosphorescent 
blue emitter FIrpic100. Reprinted from Moraes et al., Organic 
Electronics 12, 341–347 (2011), with permission from Elsevier.
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Finally, a predictive simulation of all physical processes of the OLED is 
still lacking. Up to now, all progress in device optimization was purely driven 
by experimental efforts, slowing down the development and hampering a 
deeper physical understanding of the OLED. The reasons for the lack of 
predictive modeling are manifold. The main reason is arguably the hopping 
transport occurring in the devices, which can only be described by mobility 
models depending on several unknown materials parameters. Combined 
with the large number of materials used in OLED research, the uncertainty 
in any simulation is large and forecloses a predictive simulation.

Nevertheless, OLED research has reached a level where OLEDs can 
compete with conventional technologies in both fi elds of application, 
display and lighting. In particular for lighting applications, OLEDs have 
some distinctive features such as a slim form factor, fl exible substrates and 
the possibility of producing OLEDs by roll-to-roll manufacturing that will 
lead to market success.
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Abstract: Recent advances in organic spin response have unraveled 
long polaron spin coherence time, substantive magnetic fi eld 
effect (MFE) in organic light emitting diodes (OLED) and fi lms, 
and spin-polarized carrier injection from ferromagnetic electrodes in 
organic spin valves (OSV). Here we compare spin response in fi lms, 
OLED and OSV devices based on π-conjugated polymers made of 
protonated, and deuterated (D-) hydrogen having weaker HFI 
strength. We show that the HFI plays a crucial role in determining the 
spin response in all devices. OLEDs (and fi lms) based on the 
D-polymers show substantial narrower MFE response, and the 
larger spin diffusion length leads to higher magnetoresistance. We also 
show that the dominant MFE (B) response in devices and fi lms is the 
polaron pair model.

Key words: organic spintronics, organic semiconductors, organic light-
emitting diodes (OLEDs), organic spin-valves (OSVs), spin-polarized 
carrier injection, giant magneto resistance (GMR), optically detected 
magnetic resonance (ODMR), hyperfi ne interaction (HFI), magnetic 
fi eld effect, magneto-electroluminescence (MEL), organic 
magneto-resistance.

19.1 Introduction

Over the past two decades the electron spin has transformed from an exotic 
subject in classroom lectures to a degree of freedom that materials scientists 
and engineers exploit in new electronic devices. This interest has been 
motivated from the prospect of using the spin degree of freedom in addition 
to the charge, as an information-carrying physical quantity in electronic 
devices; thus changing the device functionality in an entirely new paradigm, 
which has been dubbed spintronics (Wolf et al., 2001; Zutic et al., 2004). This 
interest culminated by awarding the 2007 Nobel Prize in Physics to Drs. 
Fert and Grünberg for the discovery and application of giant magneto 
resistance (GMR). More recently the spintronics fi eld has focused on 
hybrids of ferromagnetic (FM) electrodes and semiconductors, in particular 
spin injection and transport in the classic semiconductor gallium arsenide 
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(Awschalom and Flatte, 2007). However, spin injection into semiconductors 
has been a challenge because of the impedance matching problem between 
the FM and semiconductor (Yunus et al., 2008). In any case this research 
has yielded much original physical insight, but no successful applications 
yet. For a few years, interest has also risen in similar phenomena in 
organics.

The organic spintronics fi eld was launched via articles by Dediu et al. 
(2002) that suggested spin injection in organic semiconductors and Xiong 
et al. (2004) that demonstrated spin-polarized currents in thin fi lms of small 
organic molecule, namely Alq3. Organic semiconductors can absorb and 
emit light while transporting charge, and this leads to optoelectronic devices 
such as photovoltaic cells, organic light-emitting diodes (OLEDs), and 
organic fi eld-effect transistors (OFETs). It is thus expected that adding 
control of the electron spin to the multifunctional characteristics of these 
versatile materials should yield novel magnetic devices in the near future. 
However, there are serious challenges to be faced in understanding the 
properties of spin-polarized current in organic semiconductors and obtain-
ing high-quality devices. Most importantly the approach in studying spin 
injection and transport in organic thin fi lms is fundamentally different from 
that used for inorganic counterparts.

Organic semiconductors are composed of light elements that have weak 
spin–orbit interaction; consequently they should possess long spin relaxa-
tion times (Ruden and Smith, 2004; Pramanik et al., 2007; McCamey et al., 
2008). Moreover, hyperfi ne interaction (HFI) has been thought to play an 
important role in organic magneto-transport (Bobbert et al., 2009). For 
example, if the HFI constant, a determines the spin lattice relaxation time 
TSL of the injected carriers, and consequently also their spin diffusion length 
in a device setting, then the device performance may be enhanced simply 
by manipulating the nuclear spins of the organic spacer atoms. Moreover 
the HFI may also play an important role in other organic magneto-
electronic devices such as two-terminal devices (Pulizzi, 2009). In addition 
to spin polarized carrier injection into organic semiconductors, another 
fascinating effect has been observed when applying a small external mag-
netic fi eld to OLEDs that was dubbed ‘magnetic fi eld effect’, MFE (Hayashi, 
2004), in which both the current and electroluminescence increase by as 
much as 40% at room temperature in a relatively small magnetic fi eld of 
∼100 gauss. In fact, MFE in organics was discovered about four decades ago 
(Ern and Merrifi eld, 1968); however, renewed interest in it has recently 
risen since it was realized that the MFE in OLEDs has tremendous poten-
tial application. In spite of the recent research effort in organic MFE, the 
underlying mechanism and basic experimental fi ndings are still hotly 
debated. Finally, HFI can infl uence other spin response processes such as 
optically detected magnetic resonance (ODMR) in organic semiconductor 
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fi lms (McCamey et al., 2008). The ODMR is actually an MFE induced by 
microwave (MW) absorption that mixes the spin sublevels of polaron pair 
species. Therefore, understanding of ODMR in organic fi lms and electronic 
devices may shed light on the organic MFE phenomenon. Moreover, 
ODMR spectroscopy is unique in that it readily measures the spin relaxa-
tion time in organic semiconductors, and thus information may be obtained 
about the electronic spin interaction strength. We have therefore used this 
technique to obtain the HFI strength in the same materials that are used 
for spin injection and MFE studies.

In this chapter we review some of the research highlights achieved at the 
University of Utah in the fi eld of organic spintronics (Nguyen et al., 2010a, 
2010b, 2011a, 2011b; Wang and Vardeny, 2010); Specifi cally, we investigate 
the role of the HFI in various organic magneto-electronic devices and fi lms 
by replacing all strongly coupled hydrogen atoms (1H, nuclear spin I = ½ ) 
in the organic π-conjugated polymer poly(dioctyloxy) phenyl vinylene 
(DOO-PPV) spacer (dubbed here H-polymer), with deuterium atoms (2H, 
I = 1) (hereafter D-polymer; see Fig. 19.1) having much smaller aHF, namely 
aHF(D) = aHF(H)/6.5 (Carrington and McLachlan, 1967). We studied the 
infl uence of this hydrogen isotope exchange on the magnetic response of 
three spin-dependent processes. These are:

• magneto-electroluminescence (MEL) and magneto-conductance (MC) 
response in OLEDs, which are presented in Section 19.2. In this section 
we also summarize the newly discovered ultra small MFE, such as in 
MEL and MC at B < 1 mT.

• GMR in organic spin-valves (OSVs), where the spin transport in the 
device determines its performance (Xiong et al., 2004), is presented in 
Section 19.3.

• ODMR in thin fi lms, where spin-dependent recombination of photogen-
erated spin ½ polaron pairs is enhanced under magnetic resonance 
conditions (Yang et al., 2007), which is discussed in Section 19.4.

19.2 Magneto-conductance (MC) and magneto-

electroluminescence (MEL) in organic 

light-emitting diodes (OLEDs)

The MFE involving photoconductivity (PC) in poly-phenylene OLEDs was 
fi rst conducted by Frankewich et al. in 1996. They detected a signifi cant 
change of a few percent in PC when a small magnetic fi eld of ∼100 mT was 
applied to the device. Later on Kalinowski et al. showed that the electrolu-
minescence (EL) can be modulated in OLEDs made of small molecule such 
as tris(8-hydroxyquinline aluminum) (Alq3; structure given in Fig. 19.1) 
by a small applied magnetic fi eld (Kalinowski et al., 2003, 2004). In 2004 
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Wohlgenannt and coworkers demonstrated a very large magneto-resistance 
(MR) up to 10% at a characteristic fi eld of 10 mT in OLEDs made of the 
polymer poly(9,9-dioctylfluorenyl-2,7-diyl) (PFO) (Francis et al., 2004). The 
effect was dubbed organic magneto-resistance (OMAR). Later, they also 
found that OMAR with similar magnitude occurs in small molecules such 
as Alq3 (Mermer et al., 2005). Since OMAR is among the largest obtained 
magneto-resistive effects in any bulk materials, it has attracted a number 
of research groups to this novel fi eld.

Figure 19.2 shows a typical OLED structure and the largest reported 
MEL and MC (which is essentially an inverse of OMAR) magnitudes of 
an OLED (Nguyen et al., 2008). The MEL (MC) response may reach ∼ 60% 
(30%) at an applied magnetic fi eld of ∼100 mT. The effect has been found 
to be essentially independent of the angle between fi lm plane and applied 
magnetic fi eld (Mermer et al., 2005).

Various models have been put forward to explaining the MFE in OLED 
devices based on π-conjugated organic solids (Prigodin et al., 2006; Bobbert 
et al., 2007; Desai et al., 2007b; Hu and Wu, 2007; Wang et al., 2008). These 
models are based on the role of the HFI between the spin ½ of the injected 
charge carriers and the proton nuclear spins closest to the backbone struc-
ture of the active layer. The general understanding is that the spin mixing 
in bound pairs of charge polarons, dubbed here polaron-pair (PP) becomes 
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19.1 Chemical structures of several organic semiconductors that we 
used for the organic spintronics research at the University of Utah: 
small molecules (a) tris(8-hydroxyquinolinato)aluminium (Alq3) 
(b) fullerene C60 and π-conjugated polymers (c) 2-methoxy-5-(2’-
ethylhexyloxy) (MEHPPV) (d) poly(dioctyloxy)phenylenevinylene that 
contains hydrogen isotope (H-polymer) (e) deuterated DOO-PPV where 
some hydrogen atoms in the DOO-PPV skeleton are replaced by 
deuterium atoms (D-polymer) and (f) C13-rich DOO-PPV (C13-polymer) 
where some 12C in the polymer chain backbone were replaced by 13C.
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less effective as the magnetic fi eld increases, thereby causing a MFE of the 
measured physical quantity. The PP species consist of negative (P−) and 
positive (P+) polarons; whereas same-charge pairs constitute pairs of P− or 
P+, which may be termed as ‘loosely bound’ negative or positive bipolarons, 
respectively.

Prior to light emission from singlet and triplet exciton recombination in 
OLEDs based on π-conjugated polymers, some of the injected free carriers 
form PP species consisting of P− and P+ separated by a distance of few nm, 
each having spin ½. The free carriers and PP excitations are in dynamic 
equilibrium in the device active layer, which is determined by the processes 
of formation/dissociation, and recombination of PP via intrachain excitons. 
A PP excitation can be either in spin singlet (PPS) or in spin triplet state 
(PPT), depending on the mutual polarons’ spin confi guration. The steady 
state PP density depends on the PPS and PPT ‘effective rate constant’, k, 
which is the sum of the formation, dissociation and recombination rate 
constants, as well as the triplet–singlet (T-S) mixing via the intersystem 
crossing (ISC) interaction. If the effective rates kS for PPS and kT for PPT 
are not identical to each other, then any disturbance of the T-S mixing rate, 
such as by the application of an external magnetic field, B, would perturb 
the dynamical steady state equilibrium that results in MEL and MC. In the 
absence of an external magnetic fi eld the T-S mixing is caused by both the 
exchange interaction between the unpaired spins of the polarons belonging 
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19.2 (a) A typical OLED device structure. (b) Room temperature 
magneto-conductance (ΔI/I) and magneto-electroluminescence 
(ΔEL/EL) in an OLED device made of ITO(30 nm)/PEDOT(∼100 nm)/
Alq3(∼100 nm)/Ca(∼30 nm)/Al(30 nm) at two different bias voltages 
(from Nguyen et al., 2008 with permission).
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to the PP species, and the HFI between the polaron spin and several adja-
cent H nuclei. For PP excitation in π-conjugated polymer chains, where the 
polarons are separated by a distance R > ∼1–2 nm, the HFI with protons is 
expected to be dominant, and actually determines the ISC rate.

The MFE in organic devices is analogous to the MFE observed in chemi-
cal and biochemical reactions, where it was explained using the radical pair 
(RP) mechanism (Brocklehurst and McLauchlan, 1996; Timmel et al., 1998). 
In this model the HFI, Zeeman, and exchange interactions are taken into 
account. It is assumed that the RPs are immobile, and hence the radicals’ 
diffusion is ignored; but the overall decay rate, k of the RP is explicitly taken 
into account. The steady-state singlet fraction of the RP population (singlet 
yield, ΦS) is then calculated from the coherent time evolution of RP wave-
functions subjected to the above interaction. It is clear that when ħk is much 
larger than the energy of the HFI and exchange interactions, then the MFE 
is negligibly small; since the pairs disappear before any spin exchange 
between the spin sublevels can occur. In contrast, for a relatively small 
decay rate ħk, the MFE becomes substantially larger, and for a negligible 
exchange interaction the singlet yield behaves as ΦS ∼ B2/(B0

2 + B2) (‘upside-
down’ Lorentzian function of B), with B0 ∼ aHF/gμB, where aHF is the HFI 
constant. The half width at half maximum (HWHM) is then B1/2 = B0. In 
organic devices, the PP species play the role of RPs, and the calculated MC 
(and MEL) response may be then expressed in terms of the singlet ΦS and 
triplet ΦT PP yields in an external magnetic fi eld, B.

In this section, we show our recent advance in understanding the MFE 
in organic semiconductor two-terminal devices using both experiment 
and theoretical methods. Specifi cally the role of the HFI is readily 
demonstrated.

19.2.1 Experimental methods and results

The MEL and MC measurements in OLEDs have been generally con-
ducted on devices with typical area of 5 mm2, where the organic spacers are 
deposited on a hole transport layer: poly(3,4-ethylenedioxythiophene) 
[PEDOT]-poly(styrene sulphonate) [PSS]. For bipolar devices we capped 
the bilayer structure with a transparent anode: indium tin oxide [ITO], and 
a cathode: calcium (protected by aluminum fi lm). For MEH-PPV we also 
fabricated unipolar devices: the hole-unipolar device was in the form of 
ITO/PEDOT-PSS/MEH-PPV/Au; whereas the electron-unipolar device 
was Al/LiF(∼2 nm)/MEH-PPV/Ca/Al; these devices did not show EL. The 
organic diodes were transferred to a cryostat that was placed in between 
the two poles of an electromagnet producing magnetic fi elds up to ∼300 mT. 
The devices were driven at constant bias, V, using a Keithley 236 apparatus; 
and the current, I, was measured while sweeping B.
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The MC and MEL responses are defi ned, respectively, via:
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where ΔI and ΔEL are the fi eld-induced changes in the current and EL 
intensity, respectively.

Figure 19.3a shows the MEL response of two OLED devices based on 
H- and D-polymers having the same thickness df, measured at the same bias 
V; very similar MC response was also measured simultaneously with MEL 
(Fig. 19.3b). The MEL and MC responses are narrower in the D-polymer 
device; in fact the fi eld, B1/2 for the MEL is about double in the H-
polymer device than in the D-polymer device. We also found that B1/2 
increases with V (Fig. 19.3a inset) (Nguyen et al., 2010b); actually B1/2 
increases ∼ linearly with the device electric fi eld, E = (V-Vbi)/df, where Vbi 
is the built-in potential in the device that is related to the onset bias voltage 
where EL and MEL are observed (Bloom et al., 2007, 2009). Importantly, 
in all cases we found that B1/2(H) > B1/2(D) for devices having the same 
value of the electric fi eld, E (Fig. 19.3a inset).

MEL in OLEDs may be considered as an example of a much broader 
research fi eld that deals with MFE in physics (Groff et al., 1974), chemistry 
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19.3 Isotope dependence of magneto-electroluminescence (MEL) 
(a) and maneto-conductivity (MC) (b) responses in OLEDs based on 
DOO-PPV polymers. Room temperature MEL (MC) response of D- and 
H-polymers (solid and dash lines, respectively) measured at bias 
voltage V = 2.5 volt. Inset to (a) the fi eld, B1/2 at half the MEL 
maximum for the two polymers, plotted vs the applied bias voltage, V, 
that is given in terms of the internal electric fi eld in the polymer layer, 
E = [V-Vbi]/df, where Vbi is the built-in potential in the device and df is 
the active layer thickness; the lines are linear fi ts to ‘guide the eye’ 
(from Nguyen et al., 2010b, Nguyen et al., 2010a with permission).
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and biology (Timmel et al., 1998; Hayashi, 2004). For MFE that results from 
pairs of radical ions it was empirically realized (Weller et al., 1983) that B1/2 
scales with the HFI constant aHF. In fact a semi-empirical law was advanced 
(Weller et al., 1983), which for opposite charge radicals with same aHF reads:

B a I I g1 2
1 22 1≈ +HF B[ ( )] ,μ  [19.2]

where I is the nuclear spin quantum number. In fact the nuclear spin in the 
analysis that led to Eq. (19.2) was treated classically (Weller et al., 1983); 
and therefore it should be considered to be a crude approximation. Never-
theless, using Eq. (19.2) we get B1/2(H) ≈ aHF(H)√3/ gμB for the H-polymer 
with I = ½, and B1/2(D) ≈ 2aHF(D)√2/ gμB for the D-polymer with I = 1. 
Taking aHF(H) and aHF(D) from the fi ts to the ODMR lines obtained in 
Section 19.4, we fi nd that B1/2(H) ≈ 6 mT for the H-polymer, which is 
reduced to B1/2(D) ≈ 1.5 mT for the D-polymer; compared with the experi-
mental B1/2 values of ∼6 mT and ∼3 mT, respectively obtained at small E 
(Fig. 19.4a, inset). Nonetheless, from the obtained reduction in B1/2, we 
conclude that the MEL response in OLED of π-conjugated polymers is 
mainly due to the HFI (Sheng et al., 2006; Desai et al., 2007a).

Surprisingly, Figs 19.4a and b show that the MEL and MC have yet 
another component at low B (dubbed ‘ultra-small-fi eld MEL/MC’, namely 
USMEL and USMC), which has an opposite sign to that of the positive 
MEL (MC) at higher fi elds. A similar low-fi eld component was also observed 
in some biochemical reactions (Brocklehurst and McLauchlan, 1996) and 
anthracene crystals (Belaid et al., 2002) with probably the same underlying 
mechanism as in OLED devices. The USMEL (USMC) component is also 
due to the HFI, since its width is isotope dependent; it is indeed seen that 
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19.4 Room temperature MEL (MC) response of D- and H-polymers 
(solid and dash lines, respectively) measured at bias voltage V = 2.5 
volt, plotted for ⎮B⎮ < 3 mT (from Nguyen et al., 2010b, Nguyen et al., 
2010a with permission).
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the dip in the USMEL response occurs at Bmin ∼ 0.7 mT in H-polymer, 
whereas it is at Bmin = 0.2 mT in the D-polymer. The positive, high fi eld MEL 
component was interpreted as due to less effective ISC between PP spin 
sublevels at B > 0 (Sheng et al., 2006; Bergeson et al., 2008); therefore the 
negative USMEL component should be due to ISC rate increase between 
PP spin sublevels at low B. This might happen, for example if there is a 
level-crossing (LC) between PPS and PPT spin sublevels (Hayashi, 2004). 
But since the two PPT spin sublevels with ms = ±1 split linearly with B 
(Bergeson et al., 2008), then an isotope dependent LC in the PP spin sub-
levels at very low fi eld cannot be easily accounted for with the four basic 
spin wavefunctions of PPS and PPT that are traditionally considered in the 
simple MEL models (Sheng et al., 2006; Bergeson et al., 2008). We were 
therefore led to conclude that additional spin wavefunctions are needed to 
explain the USMEL response.

The USMFE response is not limited to bipolar devices. In Figs 19.5a and 
b we show MC(B) responses of hole-only and electron-only MEH-PPV 
diodes; similar responses were measured for DOO-PPV devices (Nguyen 
et al., 2011a). The high-fi eld MC in unipolar devices is negative (Fig. 19.5a) 
(Wang et al., 2008), and thus the USMFE response here appears as 
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19.5 Normalized MC(B)/USMC(B) response for (a) ⎮B⎮ < 30 mT, and 
(b) ⎮B⎮ < 2 mT in hole- and electron-only unipolar diodes based on 
MEH-PPV, measured at room temperature and V = 3 volt and 20 volt, 
respectively. The USMC(B) responses are somewhat shifted in (b) for 
clarity (from Nguyen et al., 2010a with permission).
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‘negative-to-positive’ sign reversal with a maximum at Bm ∼ 0.8 mT for the 
electron-only device, and Bm ∼ 0.1 mT for the hole-only device (Fig. 19.5b). 
Importantly, the HWHM ΔB is smaller in the hole-only device compared 
with that in the electron-only device; this is consistent with smaller aHF for 
hole-polaron than for electron-polaron in MEH-PPV, in agreement with 
recent measurements using transient spin response (McCamey et al., 2010). 
We therefore conclude that Bm increases with ΔB in unipolar devices similar 
to bipolar devices (Nguyen et al., 2010a).

The USMFE response depends on both bias voltage and temperature; an 
example is shown in Fig. 19.6 for D-polymer device. At 10 K we found that 
|MCmin| decreases by a factor of 2 as the bias increases from 3.4 to 4.4 V, 
whereas Bm does not change much. At V = 3.4 V we found that |MCmin| 
increases as the temperature increases from 10 to 300 K, whereas Bm is not 
affected by the temperature. Importantly, the dependence of MCmin of V 
and T is found to follow the same dependencies as the saturation value, 
MCmax; so that the ratio, MCmin/MCmax is independent of V and T (Fig. 19.6 
insets). This indicates that the USMFE component is correlated with the 
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19.6 Normalized MC(B) response of a bipolar diode based on 
D-polymer for ⎮B⎮ < 0.5 mT at (a) various bias voltages at T = 10 K, 
and (b) various temperatures at V = 3.4 volt; MCmax is defi ned in Fig. 
19.1. The insets in (a) and (b), respectively, summarize MCmin/MCmax at 
various voltages at 10 K, and various temperatures at 3.4 volt (from 
Nguyen et al., 2010a with permission).
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normal MC response, and thus is also determined by the HFI. We thus 
conclude that any viable model describing the normal MC(B) response 
needs also explain the USMFE response component.

19.2.2 MFE models; HFI, Zeeman and 
exchange interactions

In the absence of an external magnetic fi eld, the triplet–singlet ISC is caused 
by both the exchange interaction between the unpaired spins of each 
polaron belonging to the PP excitation, and the HFI between each polaron 
spin and the adjacent nuclei. For PP excitation in π-conjugated polymer 
chains, where the polarons are separated by a distance, R > ∼1–2 nm, 
the HFI with protons is expected to be dominant. In deuterated 
conjugated polymers, the strongly coupled protons, 1H (nuclear spin I = ½), 
are replaced by deuterium, 2H (I = 1) having considerably smaller HFI 
constant, aHF(D); thus the role of the HFI on MC and MEL responses may 
be readily tested.

The PP model for MEL and MC response that we developed is based on 
radical pair models introduced previously to describe the effect of magnetic 
fi elds on chemical and biochemical reactions (Timmel et al., 1998). We take 
into account the HFI, Zeeman and exchange interactions. We assume that 
the PP excitations are immobile, hence PP diffusion is ignored, but we take 
into account the overall rate of PP decay, e.g. through exciton recombina-
tion and/or dissociation into free polarons that contribute to the device 
current. The steady-state singlet fraction of the PP population (‘singlet 
yield’, ΦS) is then calculated from the coherent time evolution of PP wave-
functions subject to the above interactions. The calculated MC (MEL) 
response is then expressed as a weighted average of the singlet (ΦS) and 
triplet (ΦT) PP yields in an external magnetic fi eld, B. In the following we 
use the term SP rather than PP in order to include also the case of like-
charge spin polaron pair.

In the traditional view of organic MEL and MC (dubbed MFE) in OLED, 
as B increases, the intermixing between the SP singlet/triplet spin confi gura-
tions decreases due to the increased Zeeman contribution, thereby affecting 
their respective populations; this leads to a monotonous, MFEM(B) response 
(Bergeson et al., 2008; Wang et al., 2008). However, if the exchange interac-
tion constant, J is fi nite, then a new MFELC(B) component emerges at B ≈ 
BLC = J, where a singlet–triplet LC occurs, giving rise to excess spin intermix-
ing between the singlet and triplet SP manifolds. The MFELC(B) component 
has therefore an opposite sign with respect to the regular MFEM(B) response, 
which results in a strong MFE(B) modulation response at B = BLC (Hayashi, 
2004). We show below that by explicitly taking into account the HFI between 
each of the SP constituents and N (≥1) strongly coupled neighboring nuclei, 
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we can explain the USMFE component response as due to a LC response 
at B = 0.

Our model is based on the time evolution of the SP spin sublevels in a 
magnetic fi eld. For bipolar devices the SP species is the polaron-pair, 
whereas for unipolar devices the SP species is a π-dimer (i.e. bi-radical, or 
bipolaron (Bobbert et al., 2007; Wang et al., 2008)). The spin Hamiltonian, 
H, includes exchange interaction (EX), HFI and Zeeman terms: H = HZ + 

HHF + Hex; where H S A Ii ij jj

Ni

iHF = ⋅ ⋅
== ∑∑ [ ]

11

2
 is the HFI term, Ã is the 

hyperfi ne tensor describing the HFI between polaron (i) with spin Si (= ½) 
and Ni neighboring nuclei, each with spin Ij, having isotropic aHF constant; 
HZ = g1μBBS1z+ g2μBBS2z is the electronic Zeeman interaction component; 
gi is the g-factor of each of the polarons in the SP species (we chose here 
g1 = g2); μB is the Bohr magneton; Hex = JS1 ⋅ S2 is the isotropic exchange 
interaction; and B is along the z-axis. All parameters in the Hamiltonian H 
are given in units of magnetic fi eld (mT). An example of the SP spin sub-
levels using the Hamiltonian H for N1 = N2 = 1, and I = ½ (namely, overall 
16 wavefunctions) is shown in Fig. 19.7a. Note the multiple level-crossings 
that occur at B = 0. Other level-crossings appear at larger B, but those are 
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19.7 (a) Energy levels (E) of the 16 spin sublevels of a polaron-pair 
where each of the two polarons couples to a single proton in the 
H-polymer (nuclear spin, I = ½), based on the spin Hamiltonian that 
includes HF (a), exchange (Jex) and Zeeman interactions, as a function 
of the applied magnetic fi eld, B for the case Jex << a. Both E and B are 
given in units of a. (b) Same as in (a) but for the 36 spin sublevels of 
a polaron-pair coupled to two 2H nuclei in the D-polymer (I = 1) (from 
Nguyen et al., 2010b with permission).
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between mostly triplet sublevels that hardly change the S-T intermixing rate 
and related (SP)S and (SP)T populations. The same SP spin sublevels using 
D for N1 = N2 = 1 and I = 1 are shown in Fig. 19.7b.

The steady-state (SP)S and (SP)T populations are determined by the spin-
dependent generation rate and ‘effective recombination rate’ that includes 
dissociation (which contributes to the device current density) and recom-
bination (which contributes to the device EL intensity) rates. The SP spin 
sublevel populations are also infl uenced by the S-T ISC. Any change of the 
S-T intermixing rate, such as produced by B may perturb the overall relative 
steady state spin sublevel populations; and via the SP dissociation mecha-
nism it may consequently contribute to MFE(B) response. To obtain sizable 
MFE, the SP recombination rate need be smaller than the S-T intermixing 
rate by the HFI. The USMFE response in this model results from the com-
petition between the coherent S-T inter-conversion of nearly degenerate 
levels at small B (B << aHF) and the SP spin coherence decay rate, k (Timmel 
et al., 1998), as explained below.

The relevant time evolution of the S-T intermixing that determines the 
steady state SPS population is obtained in our model via the time-dependent 
density matrix, ρ(t). Solving the spin Hamiltonian, H for the energies En 
and wavefunctions Ψn, we express the time evolution of the singlet popula-
tion ρS(t) as (Timmel et al., 1998; Hayashi, 2004):

ρ ρ ωS Tr( ) [ ( ) ] cos ,
,

t t P
M

P tS
mn
S

mnm n

M
= =

=∑4 2

1
 [19.3]

where PS
mn are the matrix elements of the (SP)S projection operator, ωmn = 

(En–Em)/ħ, and M is the number of spin confi gurations included in the SP 
species (for I = ½ M = 2N+2). In the absence of a spin decay mechanism, Eq. 
(19.3) yields for the (SP)S steady-state population (apart from the rapidly 
oscillating terms): <ρS(t = ∞)≥ 4Σm|PS

mm|2/M + 4Σm≠n|PS
mn|2/M, where the sum-

mations are restricted to degenerate levels, for which ωmn(B) = 0. Here, the 
fi rst term contributes to MFEM(B) response, whereas the second term con-
tributes to MFELC(B) response that modulates < ρS (t = ∞) > primarily at 
B = 0, where the S-T degeneracy is relatively high (see Fig. 19.6). The com-
bination of the monotonous MFEM(B) and MFELC(B) components at B∼0 
explains, in principle, the USMFE response in organic devices.

When allowing for SP spin decay, ρS(t) in Eq. (19.3) should then be 
revised to refl ect the disappearance of SP with time. Furthermore, for MFE 
to occur the decay rates of singlet and triplet confi guration must be differ-
ent from each other. Thus, in a decaying system the population in each of 
the M levels would decay at a different rate, γn (n = 1,.  .  .,M). Under these 
conditions, Eq. (19.3) for the singlet fraction is given by (Timmel et al., 1998)

ρ ρ ω γ
S Tr e( ) [ ( ) ] cos( )

,
t t P

M
P tS

mn
S

mn
t

m n

M
nm= = −

=∑4 2

1
 [19.4]
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where γnm = γn + γm. Eq. (19.4) expresses the fact the singlet (or triplet) time 
evolution contains both a coherent character (through the cos(ωmnt) factor) 
and an exponential decay factor. The measured MFE (that is MC and MEL) 
may be calculated using Eq. (19.4). For instance, if the dissociation yields 
are kSD and kTD for the singlet and triplet confi gurations, respectively, then 
the time-dependent dissociated fraction of either the singlet or triplet is 
kaDρa(t) (α = S,T) and thus the dissociation yield is (Ehrenfreund and 
Vardeny, 2012),

Φα α α
α αρ σ γ

γ ωD D d= =
+

∞

∫ ∑k t t
M

P
k

n m m n
D nm

nm nmn m

( ) ( ) ., ,
,

0 2 2

4
0  [19.5]

The total dissociation yield is ΦD = ΦSD + ΦTD and the MC(B) response 
is then given by

MC B
B

( )
( ) ( )

( )
.= −Φ Φ

Φ
D D

D

0
0  

[19.6]

For a slow decay such that k << aHF/ħ, the abrupt MFELC(B) obtained at 
B = 0 in the absence of the spin decay is spread over a fi eld range of the 
order of ħk/gμB, after which ΦS(B) increases again due to the more domi-
nant MFEM(B) component at large B.

For the MEL response, the fi nal expression depends on the radiative 
recombination path of the SE and the detailed relaxation route from 
PP to the SE. F or instance, in polymers where the SE–TE gap is 
relatively large (say, >10% of the SE energy), there is a substantial 
SE–TE intersystem crossing through the spin orbit coupling. As a result, 
PPT (PPS) may transform not only to TE (SE) but also to SE (TE). Let us 
denote the effective SE (TE) generation rates, from the PPα (α = S,T) 
confi guration, as kα,SE (kα,TE). Then, similar to MC, we can defi ne the ‘SE 
generation yield’, ΦSE = ΦS,SE + ΦT,SE where Φα,SE is given by Eq. (19.5) 
in which kαD is replaced by kα,SE. Since the EL is proportional to the SE 
density, the MEL response is still given by Eq. (19.6), in which ΦD is 
replaced by ΦSE.

Figure 19.8 shows the singlet yield and resulting MEL(B) response of the 
H-polymer OLED. Importantly, the calculated MEL response captures the 
experimental USMEL response comprising of a negative component having 
minimum at Bmin ∼ 0.5 mT, that changes sign to positive MEL with an 
approximate B2/(B0

2 + B2) shape with B0 ≈ 4.5 mT. The high fi eld shape, 
namely B2/(B0

2 + B2), is the generic feature in this model. For small values 
of the exchange interaction B0 is determined mainly by the HFI constant 
aHF; also the USMEL response is a strong function of the decay constant k, 
as shown in Fig. 19.10. The negative component with Bmin appears only for 
relatively long decay times, e.g., ħk/aHF ≤ 0.1. For Jex/aHF > 1, the character-
istic SMEL response is no longer distinguishable.
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We note that in Fig. 19.8 the MEL HWHM (=4.5 mT) is not exactly equal 
to aHF/gμB, presumably because of the contribution of the USMEL compo-
nent at low B. We also note that high fi eld resolution is needed for observing 
the USMEL component, and this might be the main reason why this com-
ponent has not been observed so far in organic magneto-transport.

The calculated MEL response for various decay rate constant, k (given 
here in units of aHF) is shown in Fig. 19.9 in which Bmin is strongly dependent 
on k. Moreover the model calculation obtained using ħk/aHF ∼ 0.002, also 
nicely reproduces the USMEL effect (Fig. 19.10), where the calculated Bmin 
occurs at ∼0.7 and 0.3 mT in the H- and D-polymer, respectively; in excel-
lent agreement with the experiment (Fig. 19.4a).

Figure 19.11 shows the calculated MC(B) response together with its 
energy sublevels for an axially symmetric anisotropic HFI with N1 = N2 = 1 
(I = ½; M = 16), where aHF(electron)/gμB = 3aHF(hole)/gμB = 3 mT [param-
eters extracted from the unipolar MEH-PPV MC(B) response], J = 0, δTS = 
0.96, and an exponential SP decay ħk/aHF = 0.001. The calculated MC(B) 
response captures the experimental USMC response comprising a negative 
component having minimum at Bm ∼ aHF/6gμB = 0.5 mT, with an approxi-
mate positive B2/(B0

2 + B2) shape at large B, and B0 ≈ 4.5 mT. The excellent 
agreement between theory and experiment, including both Bm, and the 
USMC intricate response and relative amplitude validates the used model.
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19.8 Calculated magnetic fi eld response of the singlet yield (a) and 
magneto-conductance (b) for a two-proton PP, where g1 = g2 = g ∼ 2, 
a1 = a2 = a, with a/gμB = 3.5 mT, J = 0, δTS = 0.96 and ħk/a = 2 × 10−3. The 
resulting MEL response HWHM is ∼4.5 mT, and Bmin ∼ 0.5 mT (from 
Nguyen et al., 2010b with permission).
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19.10 Simulations of the MEL response in the two polymers, that 
reproduces the response data in Figs. 19.3(a) and 19.4(a) based on the 
described model (Timmel et al., 1998) using the calculated spin 
sublevels given in Fig. 19.6 (from Nguyen et al., 2010b with 
permission).
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19.2.3 Conclusions

In our research investigations described in this section we elucidated the 
role of HFI in the MFE response of conductivity and electroluminescence 
in various OLEDs based on DOO-PPV isotopes which have different 
hyperfi ne coupling constants. We showed that both MEL and MC are 
strongly dependent on the HFI constant of the materials; the stronger is 
the HFI constant, the broader is the MFE response. Our fi ndings may be 
useful for material scientists for designing the novel materials for MFE 
applications. Furthermore, we found a novel USMFE response at B << aHF/ 
gμB in many bipolar and unipolar organic devices, which demonstrate that 
MEL(B) and MC(B) response are much richer than anticipated before. The 
USMFE component scales with the normal MC(B) response, and is thus 
also due to the HFI of the SP pair with B. Our simple model to simulate 
the MFE explicitly includes in the SP Hamiltonian the most strongly inter-
acting nuclear spins, and is capable of reproducing the entire MFE(B) 
response, including the USMFE component. Our fi ndings show that via the 
USMFE component relatively small B is capable of substantially alter both 
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19.11 (a) Example of calculated spin energy levels vs B using the 
Hamiltonian H in the text for a spin pair with isotropic HFI; a1 = 
3a2 = 3 mT, and J = 0. Note the multiple level-crossing at B = 0. 
(b) Calculated MC(B) response for a SP with axially symmetric HFI 
averaged over all magnetic fi eld directions. The isotropic HFI is the 
same as in (a), whereas the anisotropic HFI component is azz = 0.15ai 
for the respective spin ½ specie (from Nguyen et al., 2010a with 
permission).
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electrical and optoelectronic response in organic diodes, as well as chemical, 
and biological reactions discussed elsewhere (Hayashi, 2004); and thus 
should be seriously considered. In fact, a chemical USMFE has been pro-
posed to be at the heart of the ‘avian magnetic compass’ in migratory birds 
(Maeda et al., 2008). In this respect our work shows that the USMFE com-
ponent appears in MFE response of many more organic compounds that 
has been thought before.

19.3 Organic spin-valves (OSVs)

The electronic spin sense was basically ignored in charge-based electronics, 
until a few decades ago. The technology of spintronics (or spin-based elec-
tronics), where the electron spin is used as the information carrier in addi-
tion to the charge, offers opportunities for a new generation of electronic 
devices combining standard microelectronics with spin-dependent effects 
that arise from the interaction between the carrier spin and externally 
applied magnetic fi elds. Adding the spin degree of freedom to conventional 
semiconductor charge-based electronics increases substantially the func-
tionality and performance of electronic products. The advantages of these 
new devices are increased data processing speed, decreased electric power 
consumption, and increased integration densities compared with conven-
tional semiconductor electronic devices – which are nearly at their physical 
limits nowadays. The discovery of the GMR effect in 1988 is considered to 
be the beginning of the new generation of spin-based electronics (Baibich 
et al., 1988); this discovery led to the Nobel Prize in Physics (2008). Since 
then, the role of the electron spin in solid-state devices and possible tech-
nology that specifi cally exploits spin rather than charge properties have 
been studied extensively (Prinz, 1998). A good example of rapid transition 
from discovery to commercialization for spintronics is the application of 
GMR and tunneling magnetoresistance (TMR) (Miyazaki and Tezuka, 
1995; Moodera et al., 1995) in magnetic information storage. Since the fi rst 
laboratory demonstration of GMR in 1988, the fi rst GMR device as a mag-
netic fi eld sensor was commercialized in 1994; and ‘read-heads’ for magnetic 
hard disk drives were announced in 1997 by IBM. Major challenges in the 
fi eld of spintronics are the optimization of electron spin lifetimes, the detec-
tion of spin coherence in nano-scale structures, transport of spin polarized 
carriers across relevant length scales and hetero-interfaces, and the manipu-
lation of both electron and nuclear spins on suffi ciently fast timescales 
(Zutic et al., 2004). The success of these ventures depends on a deeper 
understanding of fundamental spin interactions in solid-state materials as 
well as the roles of dimensionality, defects and semiconductor band struc-
ture in modifying the spin properties. With proper understanding and 

�� �� �� �� �� ��



 Organic spintronics 553

© Woodhead Publishing Limited, 2013

control of the spin degrees of freedom in semiconductors and hetero-
structures the potential for realization of high-performance spintronic 
devices is excellent. Research in this fi eld so far has led to the understanding 
that the future of spintronics relies mainly on successful spin injection into 
multilayer devices and optimization of spin lifetimes in these structures. 
Hence, for obtaining multi-functional spintronic devices operating at room 
temperature, different materials suitable for effi cient spin injection and spin 
transport have to be studied thoroughly.

In recent years spintronics has benefi ted from the class of emerging 
materials, mainly semiconductors. The III-V and II-VI systems and also 
magnetic atom doped III-V and II-VI systems (dilute magnetic semicon-
ductors) have been studied extensively as either promising spin transport 
materials or as spin injecting electrodes (Tang et al., 2002; Zutic et al., 2004). 
Little attention has been paid so far to the use of organic semiconductors 
such as small molecules or π-conjugated polymers (PCP) as spin transport-
ing materials. The conducting properties of the PCPs was discovered in the 
late seventies, and later on the semiconducting properties of the organic 
semiconductors (OSEC) and PCPs have given birth to a completely new 
fi eld of electronics, namely ‘organic, or plastic electronics’. OSEC and PCPs 
are mainly composed of light atoms such as carbon and hydrogen, which 
leads to large spin correlation length due to weak spin orbit coupling. This 
makes the small molecules and PCPs more promising materials for spin 
transport than their inorganic counterparts (Ruden and Smith, 2004; Rocha 
et al., 2005). The ability to manipulate the electron spin in organic molecules 
offers an alternative route to spintronics.

Key requirements for success in engineering spintronics devices using 
spin injection via ferromagnetic (FM) electrodes in a two-terminal device 
such as diode (or junction) include the following processes (Zutic et al., 
2004; Yunus et al., 2008): (i) effi cient injection of spin-polarized (SP) charge 
carriers through one device terminal (i.e. FM electrode) into the semicon-
ductor interlayer; (ii) effi cient transport and suffi ciently long spin relaxation 
time within the semiconductor spacer; (iii) effective control and manipula-
tion of the SP carriers in the structure; and (iv) effective detection of the 
SP carriers at a second device terminal (i.e. another FM electrode). Usually 
FM metals have been used as injectors of SP charge carriers into semicon-
ductors, and they can also serve to detect a SP current. However, more 
recently magnetic semiconductors have been sought to serve as the spin 
injector because of the conductivity mismatch between the metallic FM and 
the semiconductor interlayer (see below). The conductivity mismatch was 
thought to be less severe using OSEC as the medium in which spin-aligned 
carriers are injected from the FM electrodes, since carriers are injected into 
the OSEC mainly by tunneling, and the tunnel barrier may be magnetic 
fi eld-dependent that defuses the conductivity mismatch (Yunus et al., 2008).

�� �� �� �� �� ��



554 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Spin relaxation lifetimes in conventional, inorganic semiconductors are 
primarily limited by the spin–orbit interaction (Wolf et al., 2001; Zutic et al., 
2004). However, OSEC are composed of light elements such as carbon and 
hydrogen that have weak spin–orbit interaction for the relevant electronic 
states that participate in the electrical conductance process; and conse-
quently are thought to possess long spin relaxation times (Dediu et al., 2002; 
Sanvito and Rocha, 2006). Therefore, OSEC appear to offer signifi cant 
potential applications for spintronic devices (Sanvito and Rocha, 2006; 
Naber et al., 2007). Figure 19.12a schematically shows the canonical example 
of a spintronic device, the spin valve (SV) (Jonker, 2003; Xiong et al., 2004). 
Two FM electrodes (in this example La2/3Sr1/3MnO3 (LSMO) and Co, respec-
tively (Xiong et al., 2004)), used as spin injector and spin detector, respec-
tively are separated by a nonmagnetic spacer (which in organic SV is an 
OSEC layer). By engineering the two FM electrodes so that they have dif-
ferent coercive fi elds (Hc), their relative magnetization directions may 
switch from parallel (P) to anti-parallel (AP) alignment (and vice versa) 
upon sweeping the external magnetic fi eld, H (see Fig. 19.13). The FM elec-
trode capability for injecting SP carriers depends on its interfacial spin-
polarization value, P, which is defi ned in terms of the density, n, of carriers 
close to the FM metal Fermi level with spin up, n↑ and spin down, n↓; and is 
given by the relation: P = [n↑ − n↓]/[n↑ + n ↓]. The spacer decouples the FM 
electrodes, while allowing spin transport from one contact to the other. The 
device electrical resistance depends on the relative orientation of the mag-
netization in the two FM injecting electrodes; this has been dubbed magne-
toresistance (MR). The electrical resistance is usually higher for the AP 
magnetization orientation, an effect referred to as GMR (Wolf et al., 2001), 
which is due to spin injection and transport through the spacer interlayer. 
The spacer usually consists of a non-magnetic metal, semiconductor, or a 
thin insulating layer (in the case of a magnetic tunnel junction). The MR 
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effect in the latter case is referred to as tunnel MR, and does not necessarily 
show spin injection into the spacer interlayer as in the case of GMR response, 
but rather the SP carriers are injected through the nonmagnetic overlayer.

Semiconductor spintronics is very promising because it allows for electri-
cal control of the spin dynamics; and due to the relatively long spin relaxation 
time, multiple operations on the spins can be performed when they are out 
of equilibrium (i.e. transport via SP carriers occurs) (Awschalom and Flatte, 
2007). This type of spin valve (for example based on GaAs as a spacer; Lou 
et al., 2007) may have other interesting optical properties, such as circular 
polarized emission that may be controlled by an external magnetic fi eld 
(Sanvito, 2007). Signifi cant spin injection from FM metals into nonmagnetic 
semiconductors is challenging, though, because at thermal equilibrium con-
dition the carrier density with spin-up and spin-down are equal, and no spin 
polarization exists in the semiconductor layer. Therefore, in order to achieve 
SP carriers the semiconductor needs be driven far out of equilibrium and into 
a situation characterized by different quasi-Fermi levels for spin-up and spin-
down charge carriers.

Early calculations of spin injection from a FM metal into a semiconductor 
showed (Smith and Silver, 2001; Albrecht and Smith, 2002; Sanvito, 2007) that 
the large difference in conductivity of the two materials inhibits the creation 
of such non-equilibrium situation, and this makes effi cient spin injection 
from metallic FM into semiconductors diffi cult; this has been known in the 
literature as the ‘conductivity mismatch’ hurdle. However, a tunnel barrier 
contact between the FM metal and the semiconductor may effectively 
achieve signifi cant spin injection (Wang et al., 2005). The tunnel barrier 
contact can be formed, for example by adding a thin insulating layer between 
the FM metal and the semiconductor (Dediu et al., 2008). Tunneling through 
a potential barrier from a FM contact is spin selective because the barrier 
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transmission probability, which dominates the carrier injection process into 
the semiconductor spacer, depends on the wave functions of the tunneling 
electron in the contact regions (Yunus et al., 2008). In FM materials the wave 
functions are different for spin-up and spin-down electrons at the Fermi 
surface, which are referred to as majority and minority carriers, respectively; 
and this contributes to their spin injection capability through a tunneling 
barrier layer.

Organic semiconductors are composed of light element building blocks 
such as carbon and hydrogen atoms that have a weak spin–orbit interaction; 
consequently they are supposed to possess long spin relaxation times 
leading to be ideal materials for spin transport (Ruden and Smith, 2004; 
Pramanik et al., 2007; McCamey et al., 2008). Indeed, GMR has been meas-
ured in OSV devices based on small organic molecule and polymer spacers, 
both as thick fi lms and thin tunnel junctions (Xiong et al., 2004; Wang et al., 
2005; Majumdar, 2006; Hueso et al., 2007; Pramanik et al., 2007; Santos et 
al., 2007; Tombros et al., 2007; Dediu et al., 2008; Vinzelberg et al., 2008; 
Drew, 2009). The role of HFI has been theoretically studied on organic 
magneto-transport (Bobbert et al., 2009). It is noteworthy that if the HFI 
determines the spin lattice relaxation time, TSL of the injected carriers, and 
consequently also their spin diffusion length in OSVs, then the device per-
formance may be enhanced simply by manipulating the nuclear spins of the 
organic spacer atoms. Moreover the HFI also plays an important role in 
other organic magneto-electronic devices such as two-terminal devices (see 
Section 19.2), and other spin response processes such as optically detected 
magnetic resonance in organic semiconductor fi lms (see Section 19.4).

In this section we summarize our studies of the HFI role in polymer OSV 
devices and fi lms by replacing various atoms in the organic interlayer com-
posed of a π-conjugated polymer DOO-PPV by different isotopes. First, we 
replaced all strongly coupled hydrogen atoms (1H, nuclear spin I = ½; 
dubbed here H-polymer), with deuterium atoms (2H, I = 1) [hereafter, 
D-polymer; see Fig. 19.1] having much smaller HFI constant, aHF, namely 
aHF(D) = aHF(H)/6.5 (Carrington and McLachlan, 1967). We also replaced 
some of the 12C atoms (I = 0) in the polymer chains by 13C (I = ½; hereafter 
C13-rich polymer, see Fig. 19.2). We studied the infl uence of the isotope 
exchange on the GMR in OSVs, where the spin transport in the device 
determines its performance (Xiong et al., 2004). We also report GMR in 
OSV devices fabricated with C60 spacer that has very small HFI, and thus 
shows exceptional magnetoresistance response properties.

19.3.1 Experimental methods

The OSVs were fabricated using the DOO-PPV polymers and C60 molecule 
as spacers in between two FM electrodes (Xiong et al., 2004); these were 

�� �� �� �� �� ��



 Organic spintronics 557

© Woodhead Publishing Limited, 2013

La0.67Sr0.33MnO3 (LSMO) [bottom electrode, FM1], and cobalt (Co) [top 
electrode, FM2]. The LSMO fi lms with thickness of ∼200 nm and area of 5 
× 5 mm2, were grown epitaxially on <100> oriented SrTiO3 substrates at 
735 oC using direct current (DC) magnetron sputtering technique, with Ar 
and O2 fl ux in the ratio of 1 : 1. The fi lms were subsequently annealed at 
800 oC for ∼10 hours before slow cooling to room temperature. The LSMO 
fi lms were subsequently patterned using standard photolithography and 
chemical etching techniques. Unlike cobalt, the LSMO fi lms are already 
stable against oxidation; consequently the LSMO fi lms have been cleaned 
and re-used multiple times as substrates without serious degradation. Fol-
lowing the LSMO substrate cleaning using chloroform, we deposited the 
DOO-PPV polymer layer by spin casting from a 6 mg/ml 1,2-dichloroben-
zene solution. Subsequently the hybrid organic/inorganic junction was 
introduced into an evaporation chamber with a base pressure of 5 × 10−7 torr, 
where we deposited a thin (10 – 15 nm) Co fi lm capped by an aluminum 
(Al) fi lm using a shadow mask. The obtained active device area was typi-
cally about 0.2 × 0.4 mm2.

We fabricated several OSV devices having various DOO-PPV layer 
thickness, df controlled by the spin angular speed, and calibrated against 
measurements using thickness profi lometry methods (KLA Tencor). Films 
with df > 80 nm appeared segregated, and were subsequently discarded, 
whereas fi lms having 20 < df < 80 nm were smooth. D- and H-polymer-based 
OSV with various df were measured and compared at several bias voltage, 
V and temperature, T. For the df dependence of the MR, we used the same 
LSMO substrate and device structure in which df was physically reduced 
using a doctor blade and subsequently measured using the profi lometer. 
The I-V characteristics of the OSV devices were non-linear with weak 
temperature dependence (see Fig. 19.12). Typical device resistance was in 
the range of 100–500 kΩ, and depended on df. Most devices showed a 
‘metallic’ behavior, where R increases with T; however, some devices 
showed mixed behavior (Fig. 19.12). The OSV MR was measured in a 
closed-cycle refrigerator with T in the range from 10 to 300 K, using the 
‘four probe’ method, while varying an external in-plane magnetic fi eld. The 
magnetization properties of the FM electrodes were measured by the mag-
neto-optic Kerr effect (MOKE) (Fig. 19.13); from these measurements we 
determined typical low temperature coercive fi elds for the electrodes alone 
as Bc1∼4 mT and Bc2∼10 mT, for the LSMO and Co fi lms, respectively.

19.3.2 Results and discussion

Giant MR in OSVs; isotope dependence

For the spin injection and transport investigations comparing the three 
polymer isotopes we used OSV devices, where the polymer fi lm was 
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sandwiched between two FM electrodes having different coercive fi elds, Bc. 
In our design these were LSMO and Co thin fi lms, with low temperature 
Bc1 ≈ 4 mT and Bc2 ≈ 15 mT, respectively (Xiong et al., 2004; Nguyen et al., 
2010b), which depend on the LSMO and Co fi lm thicknesses; and nominal 
spin injection polarization degree P1 ≈ 95% and P2 that depends on the 
environment (Santos et al., 2007; Dediu et al., 2008; Vinzelberg et al., 2008; 
Barraud et al., 2010). Since Bc1 ≠ Bc2, then it is possible to switch the relative 
magnetization directions of the FM electrodes between P and AP align-
ments, upon sweeping the external magnetic fi eld, B (Fig. 19.14); where the 
device resistance, R is dependent on the relative magnetization orientations. 
When R(AP) > R(P) the maximum MR value, [ΔR/R]max (or MRSV) is given 
by the ratio: [R(AP)–R(P)]/R(P). According to a modifi ed Jullière formula 
(Jullière, 1975), MRSV is related to the polarization degree of the FM elec-
trodes P1 and P2 by (Xiong et al., 2004):

[ ] ( ).maxΔR R P P D P P D= −2 11 2 1 2  [19.7]
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In Eq. (19.7) D = exp[−(df)/λs], where λs is the carrier spin diffusion length 
in the organic interlayer (Xiong et al., 2004). We measured the MR hyster-
esis loop to obtain the MRSV value in OSVs based on the three polymer 
isotopes at various bias voltage, V, and temperature, T, using the same 
LSMO substrate, but different devices. In most cases we fi tted the MR 
response using the equation (Bobbert et al., 2009):

MR MR f( ) [ ( ) ( )]exp[ ( )],maxB m B m B d l Bs= − −1
2

1 1 2
 

[19.8]

where MRmax is the MR when neglecting spin relaxation, and ls(B) is a fi eld-
dependent spin diffusion length parameter given by the relation: ls(B) = 
ls(0)[1 + (B/B0)2]3/8, where B0 is a characteristic fi eld related to aHF/gμB. The 
functions m1,2(B) in Eq. (19.8) stand for the normalized magnetizations of 
the FM electrodes, which are used here as free parameters (for simplicity 
we used for m(B) the ‘error function’ centered at the respective ‘turn on’ 
and ‘turn off’ fi elds (Bobbert et al., 2009)).

Figure 19.14 shows representative MR hysteresis loops for three similar 
OSVs (df ∼ 25 nm) based on D-, H- and C13-rich polymers measured at 
T = 10 K and V = 10 mV. The following points are worth emphasizing:

• First, when using freshly prepared LSMO substrates we obtained posi-
tive MR, where R(AP) > R(P), in agreement with results on another 
polymer OSV (Majumdar, 2006). Since P1 > 0, then the positive MR may 
be readily explained using Eq. (19.7) only if P2 > 0 for the Co electrode, 
in agreement with recent measurements using organic magnetic tunnel 
junctions (Santos et al., 2007).

• Importantly, all devices based on the D-polymer have much larger MRSV 
values than those based on the H- and C13-polymers. This holds true 
for similar devices at all V, T and df. The improved magnetic properties 
of OSVs based on the D-polymer may be explained using Eq. (19.7) by 
a larger λs. Indeed, the major difference between the injected spin ½ 
carriers in D-polymer and the other two polymer isotopes, namely H- 
and C13-rich polymers is their spin relaxation time TSL; which was 
shown to be much longer in the D-polymer (Nguyen et al., 2010b, 2011b). 
In order to examine this assumption we studied the MR response of 
OSVs from D- and H-polymers at various df, but otherwise same LSMO 
substrate, which were measured at the same temperature and applied 
voltage (Fig. 19.15) (Nguyen et al., 2010b). From the obtained exponen-
tial MRmax(df) dependence we got λs(D) = 49 nm, whereas λs(H) = 
16 nm; in agreement with the increase in TSL of the D-polymer measured 
using ODMR. The larger obtained λs(D) is also refl ected in the 
fi tting parameters to the MR(B) response when using Eq. (19.7); we 
indeed found (Nguyen et al., 2010b) that ls(0) is ∼3 times larger in the 
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D-polymer compared to the H-polymer, whereas B0 (which is related to 
aHF, Nguyen et al., 2010b) is ∼2.5 times smaller. Based on our results 
we therefore conclude that the improved spin transport in the organic 
layer is the main advantage of the D- polymers to form more effi cient 
OSVs.

• The MR(V) dependence of the three polymer OSVs (Fig. 19.16) shows 
a power law dependence, MRSV(V) ∝ V−p, where the exponent p < 1. It 
was suggested (Zhang and White, 1998) that there are two different 
tunneling processes from the FM electrode; a direct tunneling that con-
serves spin, and a two-step tunneling (involving hopping) that does not 
conserve spin. Since the latter process has a less steep voltage depend-
ence, then it dominates at large bias voltage. This may explain the 
MR(V) decrease at large V, because the device MR is mainly deter-
mined by the two-step, non-spin conserving tunneling process. Inelastic 
tunneling via ‘magnetic impurities’ accompanied by phonon emission 
gives rise to a power law dependence (Sheng et al., 2004), MRSV(V) ∝ 
V−p. The exponent p was predicted to be isotope dependent (Sheng 
et al., 2004), namely p ∼ M3/2, where M is the effective isotope mass which 
determines the phonon spectrum that participate in the hopping process. 
In Fig. 19.16 we plot MRSV(V) for the three isotopes in double logarith-
mic scale; it is indeed seen that MRSV(V) obeys a power law decay with 
V, having p < 1 that is isotope dependent. We obtained a larger p for the 

M
R

 (
%

)

10

1

0 20 40

d (nm)

H

D

λD=49 nm

λH=16 nm

19.15 The maximum MR value (MRSV) of D- and H-polymer OSV 
having various interlayer thicknesses, df measured at T = 10 K and 
V = 80 mV. The lines are fi ts to the data points, where MRSV(df) = 6.7% 
exp(−df/λs), with spin diffusion lengths, λs(D) = 49 nm and λs(H) = 
16 nm, respectively (from Nguyen et al., 2010b with permission).

�� �� �� �� �� ��



 Organic spintronics 561

© Woodhead Publishing Limited, 2013

deuterated device, as predicted by the model (Sheng et al., 2004); we 
found the ratio p(D)/p(H) ∼ 1.7. This ratio is larger than [M(CD)/
M(CH)]3/2 ∼ 1.1 expected from the model. However, for the C13-rich 
polymer we found p(C13)/p(C12) ∼ 1.18, which is in very good agree-
ment with the predicted ratio [M(C13H)/M(C12H)]3/2 ∼ 1.12.

• We also note that MRSV strongly decreases at high T for all OSV devices, 
irrespective of the MRSV value at low T (Fig. 19.17); thus it is mainly 
caused by the spin injection properties of the LSMO electrode into the 
organic layer (Wang et al., 2007; Dediu et al., 2009), rather than by the 
organic interlayer. We therefore conclude that different spin injectors 
need be found in order to achieve a signifi cant advance in organic spin-
tronics. In this regard the use of deuterated organic semiconductors as 
the device interlayer, both as evaporated small molecules or spin-cast 
polymers, should substantially improve the OSV device performance.

Giant MR of C60-based OSVs

Since the GMR response of D-polymer OSVs shows an improved response 
that is mainly caused by the small HFI of this polymer isotope, it is tempting 
to fabricate OSV devices made of C60 fi lm interlayer. The C60 molecule is 
composed of 60 carbon atoms that include two isotopes; 99% 12C with 
nuclear spin I = 0, and 1% 13C with I = ½ (Abragam, 1961) (see Fig. 19.1 for 
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the chemical structure). From these values we can estimate the average 
effective HFI per C60 molecule to be about a(13C)/60 < 0.1 mT. It should 
therefore be benefi cial to fabricate C60-based OSV devices (Wang, 2009).

Figure 19.18 shows the GMR response of a LSMO/C60/Co/Al OSV device 
measured at 120 K and 60 mV bias, where the C60 interlayer was thermally 
evaporated with a measured thickness, df = 40 nm. At this relatively large 
thickness we do not expect tunneling MR to dominate the OSV MR 
response. It is seen that the MR(B) response is very sharp, and maintains 
a large value even at these relatively high temperature and bias voltage. 
The GMR is still reversed [namely R(antiparallel) < R(parallel)] showing 
that one of the Ps in Eq. (19.7) is negative (Xiong et al., 2004; Barraud 
et al., 2010). Also the sharp response shows that the ratio df/ls(B) when using 
Eq. (19.8) to fi t the MR(B) response is rather small (Bobbert et al., 2009). 
It is also noteworthy that the turn-off coercive fi eld due to the Co electrode 
on the C60 spacer is much larger than the Co coercive fi elds obtained in the 
polymer-based OSV devices (Fig. 19.14); this shows that the Co coercive 
fi eld is extremely sensitive to the environment (Schultz et al., 2010). The 
large and sharp GMR response is very encouraging emphasizing the impor-
tant role that C60 might play in the fi eld of organic spintronics.

Conclusions and future trends

In this section we reviewed some of the latest achievements in OSV research 
at the University of Utah and Technion, related to the important role of the 
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HFI in determining the spin response. By replacing the building block 
atoms in the polymer chains such as carbon and hydrogen, with different 
isotopes, it is then possible to tune the HFI and thus study in detail its infl u-
ence in the material spin response. We showed elsewhere (Nguyen et al., 
2010b, 2011b) that the HFI has a crucial role in determining the spin ½ 
ODMR linewidth and saturation properties, from which we inferred that 
the HFI governs the spin ½ relaxation rate in semiconducting polymers. 
This led us to fabricate OSV devices based on polymers having different 
isotopes, with the anticipation that tuning the HFI would also lead to better 
control over the spin diffusion length in the organic interlayer (Nguyen 
et al., 2010b). We found that this is indeed the case for OSV based on the 
three DOO-PPV isotopes, where the D-polymer showed the best GMR 
performance, and longer obtained diffusion length. Surprisingly, we also 
found that the GMR voltage dependence in OSV is isotope dependent, 
where lighter isotopes show steeper voltage dependence. We proposed a 
model to explain this phenomenon based on the tunneling properties of 
spin-polarized carriers at the organic/FM interface. However our model is 
by no means conclusive; much more experimental and theoretical work 
needs to be done before a more defi nitive understanding of the GMR(V) 
response in OSV devices is achieved.

The organic spintronics fi eld is in its infancy; much more work has to be 
accomplished before the fi eld matures. At the present time controversies 
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regarding the exact operation of OSV still exist; especially the MR signs in 
these devices (Barraud et al.; 2010, Schultz et al., 2010). Recently spin-
polarized carrier injection into an organic semiconductor has been directly 
observed using low-energy muon spin rotation (Drew, 2009); so the doubts 
raised at the beginning of the organic spintronics fi eld (Xu et al., 2007; Jiang 
et al., 2008) could be defused. In general, spin injection achieved in OSV is 
of the same magnitude as in spin-valves fabricated using inorganic semi-
conductor spacers. In particular both organic and inorganic semiconductor 
interlayer suffer from the same conductivity mismatch problem (Schmidt, 
2005), and show only little MR at room temperature. A noticeable differ-
ence, however, is the ability to change the LUMO and HOMO levels of the 
organic interlayer in OSV by depositing a thin insulator layer, such as LiF 
or SiOx prior to the deposition of the FM electrode (Dediu et al., 2008; 
Schultz et al., 2010; Yunus et al., 2010). This may lead to a variety of mag-
neto-transport effect that cannot be achieved with inorganic spin-valves.

19.4 Optically detected magnetic resonance (ODMR) 

in poly (dioctyloxy) phenyl vinylene 

(DOO-PPV) isotopes

Resonant absorption resulting from the application of a MW radiation with 
a frequency matching the energy difference of the Zeeman split levels of a 
spin system under magnetic fi eld is the basis for various related magnetic 
resonance techniques. In conventional electron spin resonance (ESR) the 
resonant absorption of the MW is directly detected measuring thus proper-
ties of the ground electronic state in thermal equilibrium (Carrington and 
McLachlan, 1967). ODMR techniques are extensions of the more common 
ESR techniques (Cavenet, 1981). ODMR measures changes in the optical 
absorption (photo-induced absorption detected magnetic resonance: 
PA-DMR) and/or emission (photoluminescence detected magnetic reso-
nance: PL-DMR) that occur as a result of electron spin transitions. Since 
the ground state of conjugated polymers is almost always spin singlet, only 
spin-bearing electronic excited states are studied. When applied to 
π-conjugated semiconductor fi lms, ODMR techniques can be used for 
assigning the correct spin quantum number to the optical absorption bands 
of long-lived photoexcitations and/or for studying spin-dependent reactions 
that may occur between these photoexcitations (Vardeny and Wei, 1997). 
One major advantage of ODMR over ESR is a much higher sensitivity 
in the detection of resonant processes, because the energy range of the 
detected photons in ODMR is much higher (order of eV) than the micro-
wave energies that monitor ESR (tens of μeV). Much better detectors with 
higher detectivity exist for photons in the eV- range than in the μeV range. 
A signifi cant increase in the sensitivity of ODMR when compared to ESR 
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also results from differences in the spin polarization; in ODMR experi-
ments in π-conjugated polymers the typically obtained spin polarizations 
exceeds the thermal equilibrium polarization by at least one order of mag-
nitude (Vardeny and Wei, 1997).

19.4.1 Experimental methods

As an illustrative example, we show in Fig. 19.19 the basic experimental 
setup for PA-DMR in organic semiconductor thin fi lms. The sample is 
mounted in a MW cavity equipped with windows for optical transmission, 
and between the poles of a superconducting DC magnet. The cavity is a 
liquid helium cooled cryostat. As in photo-modulation, the sample is illu-
minated by both pump and probe beams. The pump beam produces pho-
toexcitations in the sample fi lm. After being modulated, the moderately 
strong MW at fMW = 3 GHz are introduced into the cavity through a 
waveguide. Then the changes ΔT in transmission (T) of the probe associate 
with the MW-induced changes in the photo-excitation recombination kinet-
ics in the DC magnetic fi eld are detected with lock-in amplifi er using a 
phase-sensitive technique. For the PL-DMA measurement, the photolumi-
nescence changes induced by MW transitions from the fi lm are detected 
without using the probe beam. This technique is complementary to the 
PA-DMR.
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19.19 ODMR experimental set-up.
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Discussion

ODMR in organics is in fact an MFE that occurs under resonance condi-
tions with MW radiation that induces spin sublevel mixing among the PP 
spin sublevels (Vardeny and Wei, 1997). It is thus not surprising that models 
similar to those used to explain the MFE without MW radiation have been 
advanced to explain spin ½ ODMR in the organics.

In the following analysis we assume that the ODMR response dynamics 
exclusively occurs when all spin levels actively participate in determining 
the measured MFE physical quantity (Yang et al., 2007). When PPS decay 
rate (γS) is effectively faster than PPT decay rate (γT), then at steady state 
when MW is off nS,off < nT,off, where nS,off (nT,off) is the PPS (PPT) density when 
the MW is off (Vardeny and Wei, 1997). Under resonant MW radiation 
(MW with the frequency fMW is ‘on’) a net transfer from PPT to PPS takes 
place (via the mT = 0 spin sublevel in the PPT manifold), bringing the system 
to a new quasi-equilibrium state, where the total PP density, nPP = nS + nT, 
is reduced; i.e. nPP,on < nPP,off. Under square wave MW modulation at fre-
quency f, both ΔnS(f) = nS,on − nS,off and nT(f) = nT,on − nT,off responses decrease 
with increasing f (for example in the form of Lorentzians in f, if their time 
decays are exponentials (McCamey et al., 2008).

In order to quantify the Δn(f) response we make use of the fact that the 
two triplet spin sub-levels (ms = ± 1) should have a common dynamics. We 
also take the limit of strong singlet to ms = 0 triplet mixing (Yang et al., 
2007), thus reducing the coupled set of four rate equations to a coupled set 
of two rate equations for the PP in the triplets and singlet/triplet states, 
respectively. These equations are written for the experimental conditions 
T >> hfMW/kB ≈ 0.14 K as follows (Yang et al., 2007):
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[19.9]

where nS denotes the coupled mS = 0 sublevels of PPT and PPS and nT 
denotes the mS = ±1 in PPT, γSL is spin-lattice relaxation rate, P is the MW 
spin fl ip rate (assumed to be proportional to the MW power, PMW), and G 
is the generation rate. The steady-state solution of equation 19.9 (i.e., dnS/
dt = dnT/dt = 0) show a typical magnetic resonance saturation behavior:

Δ
Γn

P
P

~
eff +  

[19.10]

with an effective rate constant
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where Δn is the MW induced change in the polaron density.

�� �� �� �� �� ��



 Organic spintronics 567

© Woodhead Publishing Limited, 2013

Thus, Γeff can be directly obtained by measuring the ODMR as a function 
of microwave power, PMW.

19.4.2 ODMRs of DOO-PPV isotopes: role of the 
hyperfi ne interaction

For the ODMR investigations we used a S-band resonance system at 
∼3 GHz and 10 K, where the MW power, PMW was modulated at ∼200 Hz 
(Yang et al., 2007). The PL intensity increases due to enhancement of pho-
togenerated PP recombination in the polymer fi lm upon MW absorption at 
resonance; therefore the ODMR signal appears at B ∼100 mT that corre-
sponds to spin ½ species with g ≈ 2.

Figures 19.20a and b show the spin ½ ODMR of polaron-pairs in H- and 
D-polymer fi lms, respectively. Importantly, the resonance in D-polymer is 
narrower than that in H-polymer; at small PMW the resonance full width at 
half maximum (FWHM) is δBD ≈ 0.7 mT in the D-polymer compared to 
δBH ≈ 1.2 mT in the H-polymer (Fig. 19.20). Since the HFI constant aHF(D) 
= aHF(H)/6.5 (Carrington and McLachlan, 1967) we expect to obtain a 
much narrower δBD; however δB is also determined by the wavefunction 
extent of the polaron on the polymer chain, which determines its spin 
density spread on the number of hydrogen nuclei, N of the polymer chain 
(Weinberger et al., 1980). Thus aHF and N together determine an ‘intrinsic’ 
HFI linewidth, δBHF.

The spin ½ density of the polaron excitation in π-conjugated polymer 
chains is usually spread over several repeat units, which may consist of 
about N = 10 CH building units (Fesser et al., 1983). Consequently the 
polaron spin ½ ODMR (and ESR) line shape at resonance conditions is 
susceptible to interactions with N protons in the immediate vicinity of the 
backbone intrachain carbon atoms. Having nuclear spin ½, each coupled 
proton splits the two electron-polaron spin levels (ms = ±½) into two 
electron-polaron/proton levels via the HFI; and these lines are further 
split by the other N–1 coupled protons (Carrington and McLachlan, 1967). 
Therefore, the energy levels of the ensemble system containing one elec-
tron-polaron and N protons, depends on the HFI constant aHF and fi eld B, 
which is given by the spin Hamiltonian:

H H H= +HFI Z.  [19.11]

In Eq. (19.11) HZ = gμBBSz is the electronic Zeeman component (we 
ignore the nuclear Zeeman interaction), and HHFI (= ΣnaHFn S ⋅ In) is the 
isotropic HFI term. Here aHFn, In (In = ½) are the HFI constant and nuclear 
spin operators of the nth nucleus (n = 1,.  .  .,N), and S (S = ½) is the electron-
polaron spin operator. Solving the Schrodinger equation with the Hamilto-
nian in the form of Eq. (19.11) in the high fi eld limit (μBB >> aHF) we obtain 
that each of the ms = ±½ electron-polaron energy level splits into 2N levels 
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(for I = ½). As a result there are 2N ms = ½ to ms = −½ allowed optical transi-
tions in the GHz range (hereafter, ‘satellite lines’) that leave the nuclear 
spins unchanged. In general, the satellite lines do not have equal spacing 
since aHFn in Eq. (19.11) are not equal to each other in the most general 
case. The satellite lines form a distribution in B of which width, ΔHF, can 
be conveniently calculated from the square root of the second moment 
(Carrington and McLachlan, 1967):

Δ ΣHF n
2 2= −2 0

1 2[ ( ) ] ,B Bn
N  [19.12]

where B0 is the resonance fi eld in the absence of HFI, and Bn are the reso-
nance fi elds for the satellite lines. For a uniform spin distribution we take 
aHFn = aHF/N; and consequently there are N+1 non-degenerate electron/
proton energy levels; which, when using Eq. (19.12) give ΔHF ∼ aHF/√N. 
Under this condition we fi nd for the polaron excitation in DOO-PPV 
polymer chains with N = 10, ΔHF ∼ 0.3aHF.

In addition the inhomogeneous broadening causes an ‘extrinsic’ linew-
idth, δBinh. When δBinh < δBHF the resonance linewidth, δB can be approxi-
mately written as:

δ δ δ δB B B B≈ + +HF inh 0,  [19.13]

where δB0 (<δBHF) is the homogeneous linewidth (∼1/T2, the dephasing 
rate). The spin density distribution among N CH units decreases the effec-
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tive HFI, aHFeff of each nucleus; a uniform polaron spin distribution leads to 
aHFeff = aHF/N (Weinberger et al., 1980). For the H-polymer HFI with one 
spin ½ nucleus splits the resonant line into two separate lines, with ΔB = 
aHF/gμB (Abragam, 1961). With electronic spin distribution on N nuclei, the 
two lines are further split into (N+1) satellite lines with unequal intensity 
that are separated from each other by ΔBeff = aHFeff/gμB; and can be readily 
calculated. The solid line in Fig. 19.20a for the H-polymer is a model calcula-
tion for the spin ½ resonance assuming N = 10, where a(H) = 3.5 mT, and 
δBinh + δB0 = 0.65 mT (Eq. (19.13)); it is in excellent agreement with the 
data. For the D-polymer with spin 1 nucleus, each resonant line is split into 
three separate lines; which are further split into (2N + 1) satellite lines for 
N CH units. The solid line in Fig. 19.20b for the D-polymer was similarly 
calculated using N = 10 and δBinh + δB0 = 0.65 mT; but with a(D)/gμB = 
a(H)/6.5gμB = 0.54 mT. The excellent agreement with the data using the 
known a(D)/a(H) ratio indicates that the model calculation captures the 
main effect of the hydrogen isotope exchange on the g ≈ 2 ODMR line in 
the polymer.

In Fig. 19.21 we show the dependence of the g ≈ 2 ODMR line intensity, 
δPL, on PMW for both H- and D-polymers. The ODMR intensity shows a 
saturation behavior (Yang et al., 2007), namely δPL ∼ PMW/(PMW + PS), 
where PS = αΓeff, α is an experimentally determined constant, and Γeff is 
given by the relation (Yang et al., 2008):

Γeff SL= +γ γ1
2

,
 

[19.14]

where γ is an average PP recombination rate, and γSL = TSL
−1. Since the PP 

recombination process at B ∼ 0.1 T is not expected to depend on the isotope 
exchange, then variation in PS upon deuteration refl ects changes in γSL (via 
Eq. (19.14)). Figure 19.21 shows that PS is smaller for the D-polymer; in fact 
from the data fi t we obtain the ratio: PS(H)/PS(D) = 1.4; and using Eq. 
(19.14) we conclude that γSL is smaller in the D-polymer due to the weaker 
HFI. In the following we more precisely determine the ratio, η of the γSL 
rates for the polarons in the two isotope polymers, using a complementary 
ODMR method.

In Fig. 19.22 we show that the ODMR linewidth, δB nonlinearly increases 
with PMW in both polymers, and the increase is steeper for the H-polymer. 
The increase in δB may be related to the magnetic fi eld strength, B1, of the 
MW electromagnetic radiation, which infl uences the homogeneous linew-
idth δB0 through the relation (Abragam, 1961):

δ δ β γB P B P0 0
1 20 1( ) ( )[ ( ) ] ,MW SL MW= +  [19.15]

where β = (T2δB0(0)α)−1 and PMW = α(B1)2. Since δB0(0) and β are independ-
ent of the hydrogen isotope, then from the excellent fi t to the data in 
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Fig. 19.22 using Eq. (19.15) we determine the ratio η to be η ≡ γSL(H)/γSL(D) 
≈ 4. This indicates that the spin relaxation time of polarons in the D-polymer 
is substantially longer than in H-polymer; and this should increase the spin 
diffusion length of spin-polarized carriers in OSV devices based on this 
polymer (see Section 19.3).

19.5 Conclusion

In this chapter we reviewed the latest achievements in organic spintronics 
research at the University of Utah and the Technion, related to the impor-
tant role of the HFI in determining the spin response. By replacing the 
skeleton atoms in the polymer chains such as carbon and hydrogen, with 
different isotopes, it was then possible to tune the HFI and thus study in 
detail its infl uence on the material spin response. We showed compelling 
evidence that the HFI has a crucial role in determining the magnetic response 
of three spin-dependent processes in organic semiconductors, namely MFE 
in OLEDs, GMR in OSV devices, and electron resonance response in thin 
fi lms. In particular, we showed that (i) both MEL(B) and MC(B) responses 
in OLEDs are strongly dependent on the HFI constant of the materials; the 
stronger is the HFI constant, the broader is the magnetic fi eld response. 
Furthermore, we found a novel ultra-small response at B << aHF/gμB in many 
bipolar and unipolar organic devices. This MFE response component scales 
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with the normal MC(B) response, and is thus also due to the HFI of the spin-
pairs with B. We introduced a simple model to simulate the MFE response 
that explicitly includes in the spin-pair Hamiltonian the most strongly inter-
acting nuclear spins, and is capable of reproducing the entire MFE(B) 
response, including the ultra-small component; (ii) the HFI has an important 
role in determining the polaron spin ½ resonance linewidth and saturation 
properties; and (iii) the HFI determines the spin diffusion length of the 
injected spin polarized electrons; the weaker is the HFI, the longer is the spin 
diffusion length, and the larger is the GMR in the device.

Our fi ndings may be useful to material scientists for designing novel 
materials for organic spintronics applications. For example, the ideal organic 
semiconductors for OSV application should have miniature HFI for sup-
porting electron-polarized spin transport. Among the existing materials, 
the fullerenes, for example C60 might be an excellent candidate for spin-
polarized transport since it naturally contains 99% 12C with nuclear spin 
I = 0, and only 1% 13C with I = ½ and thus some small HFI. At the present 
time the application of MFE in OLEDs as a magnetic sensor is still pending. 
One of the reasons is that substantial MFE response only occurs at a few 
mT, which is still too large for MFE-based magnetic sensor application. Our 
fi ndings pave the way to reduce the necessary fi eld for the MFE simply by 
exchanging isotopes to lower the HFI in the active material. However, if 
the HFI is too small, as in the case of C60, then the MFE response is very 
weak since the HFI is also the origin of the MFE response itself. An 
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alternative solution to improve the MFE-based sensor is to use the USMFE. 
In fact, a chemical USMFE has been proposed to be at the heart of the 
‘avian magnetic compass’ in migratory birds. In this respect our work shows 
that the USMFE component appears in MFE response of many more 
organic compounds that has been thought before.
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Abstract: This chapter discusses an assortment of organic semiconductors 
used as sensors. Both p- and n-channel semiconductors are used to 
create architectures such as fi eld-effect transistors. Active layers of small 
molecules, polymers, carbon nanotubes and graphene are included. 
Depending on the analyte and organic semiconductor used in the active 
layer, different levels of responses are achieved, allowing for better 
selectivity. Receptors have been incorporated into the sensors to further 
enhance the response and selectivity to specifi c analytes.

Key words: organic electronics, sensors, organic transistors, carbon 
nanotubes, graphene.

20.1 Introduction to organic semiconductors (OSCs)

20.1.1 Covalent molecular structures

Organic semiconductors (OSCs) are organic materials that share two fea-
tures. First, their molecular orbitals are at energy levels accessible for redox 
processes and/or photoexcitation. The second is that the subunits hosting 
these orbitals are in close enough proximity that electrical charge can be 
transported among them. Like most organic materials, OSCs are insulators 
under ordinary ambient conditions, but have the property that their con-
ductivity can increase markedly on the application of voltage, electromag-
netic radiation, or heat. The change in conductivity possible for an OSC is 
the product of the charge density induced by the energetic input multiplied 
by the mobilities of the charges under electric fi elds.

The term ‘organic semiconductor’ includes both polymers and lower 
molecular weight molecular solids. The lower molecular weight molecules 
dominated the early history of OSC devices, especially organic fi eld-effect 
transistors (OFETs). They were mostly extensively conjugated heterocyclic 
and fused ring oligomers. Eventually, self-organizing side chains were 
appended. Later, it was found that if the side chains were effective enough 
at organizing crystal lattices, the conjugated portions could be as small as 
three rings long. Also, the earliest molecular solid semiconductors were hole 
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carriers (p-channel materials in OFETs), though great progress has been 
made recently in designing electron transporting (n-channel) OSCs. Poly-
meric semiconductors have also been developed to a high level in the last 
fi ve years with the addition of numerous heterocyclic subunits to comple-
ment the thiophene rings used in the earliest examples. These new subunits 
conferred better stabilization of charge carriers and molecular organization 
that approaches that of the molecular solids, increasing charge carrier 
mobility. Prototypical OSC molecular structures are shown in Fig. 20.1.

20.1.2 Carbon nanotubes

Single-wall carbon nanotubes (SWNTs) constitute a special example of a 
conjugated, and arguably organic, electronic material. They are hollow 
cylindrical tubes, which are based on monolayer graphite (‘graphene’) 
sheets, rolled up into cylinders with diameters ranging between 1 and 
100 nm, and lengths ranging from tens of nm to cm. SWNTs have been 
widely investigated for a variety of potential applications such as high 
mobility transistors, integral logic circuits (inverters and ring oscillators), 
energy conversion and storage devices, electrodes for signal transmission, 
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20.1 Typical molecular structures leading to OSC materials. Top, from 
left: pentacene, α-sexithiophene (α-6T), poly(3-hexylthiophene) or 
P3HT. Bottom, from left, copper phthalocyanine, 
naphthalenetetracarboxylic diimide (NTCDI), terthiophene 
tetracyanoquinodimethane. The fi rst four are hole carriers, and the 
last two electron carriers. There are thousands of possible variations 
in these structures, including substitution of some carbons for 
heteroatoms and appending vast libraries of side chains, that enable 
tuning of charge transport, processing conditions, and chemical 
interactions.
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and detectors for chemical and biological sensing. In addition, due to their 
high polarizability and smooth surface, SWNTs will strongly bond to each 
other through van der Waals forces (∼500 eV per 1 μm of SWNT length) 
to form bundles, whereas some synthetic methods will also form concentric 
cylinders of carbon that are called multi-walled carbon nanotubes (MWNTs) 
(Khlobystov and Britz, 2006).

The electronic properties of a SWNT depend on the direction (chiral 
vector) in which the graphene was rolled up to form the nanotube. Figure 
20.2 shows the SWNT structures which can be formed by roll-up of a graph-
ene sheet along a chiral vector (Hersam, 2008; Sloan et al., 2002). The chiral 
vector Ch is specifi ed by a pair of integers (n, m) and a pair of unit vectors 
of graphene lattice (a1, a2); thus, Ch = na1 + ma2. The diameter (d) and the 
chiral angle (θ) of an SWNT can be calculated as follows:

d a m mn n=
⎛
⎝⎜

⎞
⎠⎟

+ +( )3 2 2

π cc ;

where acc is the nearest-neighbor carbon atom distance (1.421 Å),

θ =
+

⎧
⎨
⎩

⎫
⎬
⎭

−tan .1 3
2

m
n m

The chiral vector determines the characteristics of the SWNT as a semi-
conductor or metal (including semi- or quasi-metal). When n − m ≠ 3q (q 
is an integer) (if m = 0, the nanotubes can be called ‘zigzag nanotubes’), the 
electronic density of states in the SWNT exhibits a signifi cant band gap near 
the Fermi level and the nanotube is thus semiconducting; when n − m = 3q 
(if q = 0, the nanotubes can be called ‘armchair nanotubes’), the conduct-
ance and valence bands in the SWNT overlap and the nanotube is thus 
metallic (or semimetallic when n ≠ m). Statistically, there are twice as many 
ways to roll a graphene sheet into a semiconducting SWNT (67%) as there 
are ways to roll the same sheet into a metallic SWNT (33%) (Lu et al., 
2011). For semiconducting SWNTs, the band gap varies inversely with diam-
eter. Furthermore, for both metallic and semiconducting SWNTs, the domi-
nant optical transitions vary with diameter and chiral vector.

20.2 Sensitive organic semiconductor (OSC) devices

20.2.1 Organic chemiresistors and OFETs

Because of the ability to modulate the conductivities of OSCs and the 
reactivity of both charge carriers and domain boundaries with extrinsic 
chemical species, OSCs can be highly responsive to environmental chemical 
agents (‘analytes’). When OSCs are positioned between a pair of electrodes 
and their native resistivities are modulated by chemical exposure, the device 
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20.2 A SWNT is formed by roll-up of a graphene sheet along a chiral 
vector. (a) Chiral vector, Ch = na1 + ma2, where (n, m) are integers 
known as the chiral indices and a1 and a2 are the unit vectors of 
the graphene lattice. Nanotubes with n = m (known as ‘armchair 
nanotubes’) and those with n − m = 3q, where q = 0, 1, 2, 3,  .  .  .  , are 
metallic at room temperature. Carbon nanotubes with n − m = 3q + 1 
and n − m = 3q + 2 are semiconductors with a band gap that varies 
inversely with diameter. Nanotubes with m = 0 are known as ‘zigzag 
nanotubes’ and can be either metallic or semiconducting. θ is the 
chiral angle, and (b) (i) armchair, (ii) zigzag, and (iii) chiral nanotubes.
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is termed a chemiresistor. When a third, ‘gate’ electrode is used to preset, 
or scan, a range of conductivities that are further perturbed by an analyte, 
the device becomes and OFET sensor. A schematic of an OFET sensor, 
integrated with a gaseous analyte delivery system, is shown in Fig. 20.3. 
Table 20.1 shows some systems and the response to various analytes.

Unpackaged OFETs will generally have their output current change 
upon exposure to polar vapors, including relative humidity from water 
vapor (Li et al., 2005). Pentacene OFETs were shown to even have their 
electrical contacts susceptible to humidity. Shorter channel lengths resulted 
in higher sensitivity, while the on/off ratio (conductance with versus without 
the gate voltage) could vary by an order of magnitude with varying humid-
ity levels. Another pentacene-based OFET showed a current decrease of 
80% when the relative humidity was varied from 0% to 30% (Zhu et al., 
2002). The device was deactivated at a relative humidity of 75%.

N-channel materials are susceptible to oxygen as well as humidity, because 
of the ability of both to quench, or trap, electrons. For example, in peryl-
enetetracarboxylic diimide (PTCDI), oxygen was shown to decrease the 
electron mobility and density (Graaf and Schlettwein, 2006).

Copper phthalocyanine (CuPc) devices showed a greater response for 
more polar vapors. Furthermore, the response was also enhanced using 
thinner OSC fi lms (Yang et al., 2007). An array of CuPc and other phthalo-
cyanines were exposed to various analytes (Bohrer et al., 2009). By changing 
the copper core to cobalt, nickel, zinc and H2 the array was seen to have a 
sensitivity that correlated well to the Lewis base binding enthalpy of the 
analyte, for the metal phthalocyanines, and to the analytes’ hydrogen 
bonding enthalpy, for the phthalocyanine with no metal core.

Air

V SD

V Drain Source

Insulator
Flow rate meter

Flow rate controller

Switch

DNT solid

Gate electrode

20.3 A schematic of a gas sensing setup, where the analyte (denoted 
by arrows) is dinitrotoluene (DNT) (Huang et al., 2010).
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Using multiple OSCs and 16 analytes of differing polarities, an electric 
fi ngerprint was developed for an array of OFETs, which would give distinct 
responses for the various analytes (Crone et al., 2001). These devices were 
then shown to operate in circuits and the sensitivity was calculated for 
1 ppm (Crone et al., 2002). Another application of the electronic fi ngerprint 
approach has been used to detect volatile organic compounds for food 
quality analysis (Liao et al., 2005). Pentacene, poly(3-hexylthiophene) 
(P3HT) and poly(3-octylthiophene) devices were exposed to acetic acid, 
octanoic acid, ethanol, propanol and other vapors giving unique responses. 
The carbonyl group was shown to have a greater response, while longer side 
chains had less of an effect on the current because of their lower diffusivity 
in the OSC fi lm. Other studies have shown that the sensing array method 
could give lower detection limits compared to single measurements (Chang 
et al., 2006).

Contact effects were investigated in an α,ω-dihexylsexithiophene 
(DHα6T) fi lm exposed to butanol vapor (Torsi et al., 2009). The on state 
showed that the sensitivity enhancement was from the channel transport in 
the transistor and the contact resistance and leakage current had lower 
roles. While at lower gate voltages, which exhibited lower sensitivities, the 
contact resistance was shown to play a larger role. The OSC will interact 
more with longer alkyl side chains (Torsi et al., 2003). The longer the side 
chain, the higher the mass absorbed onto the OSC.

A decrease in fi lm thickness, increases sensor response to the analyte, 
from the faster diffusion to the conduction channel (Huang et al., 2010; Jung 
et al., 2011). The authors shows the response of a 20 nm fi lm of a NTCDI 
derivative to DNT. The device was fabricated on bare silicon with only the 
native oxide (∼2 nm) as the gate dielectric.

Adsorption of polar molecules introduces traps into the OSC fi lm, which 
alters the source drain current. While these molecules may adhere to the 
grain boundaries or other defect sites in the fi lm, there is no specifi c binding 
to the fi lm. Increasing the binding strength will increase the number of 
analytes on the fi lm, resulting in a stronger signal. One of the attractive 
features of OSCs is the ability to covalently bond a receptor group to an 
existing semiconducting material. This allows the receptor to get closer to 
the charge conduction channel. Placing an ether group on a polythiophene 
side chain was found to increase the response to ethanol compared to a 
polythiophene which just had an alkyl side chain (Torsi et al., 2003).

To better sense dimethyl methylphosphonate (DMMP), a simulant for 
the nerve agent sarin, a hydroxylated bithiophene oligomer was used as a 
receptor (Huang et al., 2007). The OSC used was 5,5′-bis(4-hexylphenyl)-
2,2′-bithiophene (6PTTP6) in a 1 : 1 ratio with the receptor that seemed to 
give a single phase fi lm, when examined with scanning electron microscopy 
and X-ray diffraction. The current decrease occurred faster upon exposure 
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to DMMP and was greater in magnitude for the device with the incorpo-
rated receptor. The decrease in current can be attributed to stronger bonding 
of the DMMP to the receptor and a change in the local electric fi eld from 
binding to the receptor. By incorporating a receptor with the 6PTTP6 and 
decreasing the fi lm thickness, the detection limit was reduced from 150 ppm 
to 5 ppm (Huang et al., 2008). Fig. 20.4 shows the response of the sensor 
with the reduced thickness to DMMP.

Electron transporting materials have also been used with receptors to 
detect DMMP (See et al., 2007). An OSC fi lm of NTCDI had receptors of 
a hydroxphenylated NTCDI deposited on top of the fi lm (See et al., 2007). 
This receptor formed islands due to the difference in surface energy with 
the NTCDI. Even though the receptor was not fully incorporated into the 
fi lm it still showed a more selective response to DMMP. An array of hole 
and electron conducting OSC were tested with DNT, a by-product of trini-
trotoluene (TNT) production (Huang et al., 2010). Hole conducting 6PTTP6 
fi lms were made with and without the presence of hydrogen bonding recep-
tor groups. The 6PTTP6 device without the receptor showed a decrease in 
current upon exposure to DNT while the device with the receptor saw an 
increase in current with DNT exposure. Other OSC fi lms showed varying 
responses in either mobility, or mobility and threshold voltage combined, 
while some, like α-6T did not register a response to DNT. This further 
illustrates the pattern response of various OFETs to different analytes.

To further show how receptor groups can infl uence the response of a 
sensor, two different side chain receptors were incorporated onto an OSC 
core and placed on top of an existing OSC fi lm (Torsi et al., 2008). These 
receptors made the sensor respond differently to two enantiomers of a 
chiral alcohol citronellol, seen in Fig. 20.5. This shows the selectivity that is 
achievable by carefully selecting the receptor molecule. In another study, 
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20.4 The output characteristics of the ultra-thin sensor (a) and the 
change in mobility upon exposure to DMMP (b) (Huang et al., 2008).
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two monolayers (10 nm) fi lms of 5,50-bis-(7-dodecyl-9H-fl uoren-2-yl)-2,20-
bithiophene (DDFTTF) were exposed to various volatile organic com-
pounds (Sokolov et al., 2010). The receptors used were calix[8]arene (C[8]
A) and c-methyl calyx[4]-resorcinarene (CM[4]RA), which were previously 
shown to work as size selective cavities in other host–guest sensors. C[8]A 
showed a ethyl acetate detection limit fi ve times lower than then pure 
DDFTTF fi lm.

20.2.2 Mechanism of the OFET response

Since the charge transport in longer channel devices is dominated by the 
charge carriers at the boundaries between grains, the sensing mechanism is 
dominated by the formation of dipole-induced traps at the grain boundaries 
when analyte is adsorbed. This analyte-induced trap decreases the source–
drain current for most polar analytes, because there is always a region 
around the dipole where charge carriers are at lower energy, and there is 
an activation barrier for them to move away from that region. Short channel 
devices have fewer grain boundaries, so the analyte molecules that diffuse 
to the electrode/OSC interface alter the source–drain current; that interface 
is the site of the dominating resistance in such devices. When interfacial 
resistances do not determine the current–voltage relationships, then dipole 
adsorption or diffusion into the bulk OSC results in current-lowering traps. 
On the other hand, analytes with redox activity can act as quenchers or 
dopants for the main semiconducting domains, lowering or raising current 
levels, respectively. An electron withdrawing analyte can act as a dopant for 
a p-type OSC and a trap for an n-type OSC. The doping mechanism is 

−3.0

−2.5

−2.0

−1.5

−1.0

−0.5

0
0 5 10 15 20 25 30 35

Δ/
 (

n
A

)

b-citronellol (ppm)

(R)-(+)-b-citronellol

(S)-(−)-b-citronellol

Racemic mixture

20.5 The sensor response (Vg of −100 V and Vd of −50 V) to different 
chiralities of citronellol (Torsi et al., 2008).
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particularly useful for sensors because of the rareness and distinction of a 
turn-on signaling for analytes. Two recent examples of this are the use of 
n-channel OSCs to obtain current increases in response to ammonia vapor 
(Huang et al., 2011; Tremblay et al., 2011).

The extent to which an analyte can alter the charge transport varies on 
the analyte’s location in the OSC fi lm. The charge carriers furthest away 
from the gate can be screened by the lower OSC layer from up to 90% of 
the applied gate voltage, which means that the charge carriers are operating 
at a voltage much lower than the applied gate voltage (Horowitz, 2004). 
Electrostatic modeling has suggested that a cluster of polar analytes can 
have a potential of a few tenths of a volt, which means that carriers further 
from the gate can be trapped by analytes (Huang et al., 2007). Analytes may 
be more prevalent at grain boundaries of the OSC than the bulk, depending 
on the ability of the analyte to intercalate into the bulk OSC. The main 
benefi t of a transistor sensor over a chemiresistor is the signal amplifi cation 
from the gate electrode. This allows multiple parameters to be measured, 
instead of a pure current measurement as in the case of a chemiresistor. A 
transistor allows for current, threshold voltage (VT), and mobility (μ) to be 
measured (Horowitz et al., 2004; Huang et al., 2010).

20.3 Sensitive carbon nanotube and graphene devices

The application of carbon nanotubes to chemical sensing often depends on 
the isolation of those with semiconducting behavior, because it is these 
kinds of nanotubes whose current will be more responsive to environmental 
chemical changes. For example, Kong and Franklin reported electrical 
resistance changes upon exposure to gaseous molecules such as NO2 or 
NH3. These responses were both faster and of greater magnitude than those 
of previously used solid state analogues. In this case, the SWNT is a hole-
doped semiconductor, as can be gleaned from the current versus gate 
voltage (I-Vg) curve shown in Fig. 20.6 (middle plot), where a positive gate 
voltage led to current decreases. The I-Vg curve recorded after the S-SWNT 
sample was exposed to NH3 exhibits a shift of 24 V, which is caused by shifts 
the valence band of the nanotube away from the Fermi level, resulting in 
hole depletion and reduced conductance (Fig. 20.6, left plot). In contrast, 
the I-Vg curve was shifted by 14 V after NO2 exposure, because of the nano-
tube Fermi level shifting closer to the valence band (Fig. 20.6, right plot). 
When bulk materials made from multiple SWNTs were used, effects were 
averaged over metallic and semiconducting tubes (Kong et al., 2000).

The coating of SWNTs for selective penetration by gaseous analytes is a 
route to improved selectivity of the response. For example, Dai showed that 
polyethyleneimine coating affords n-type nanotube devices capable of 
detecting NO2 at less than 1 ppb concentrations while being insensitive to 
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20.6 Chemical gating effects to the semiconducting SWNT. Current 
versus gate voltage curves before NO2 (middle plot), after NO2 (right 
plot), and after NH3 (left plot) exposures. The measurements with NH3 
and NO2 were carried out successively after sample recovery.

NH3 (Fig. 20.7) (Pengfei et al., 2003). On the other hand, coating Nafi on (a 
polymeric perfl uorinated sulfonic acid ionomer) on nanotubes prevents 
NO2 from even arriving, and allows for selective sensing of NH3.

A second example of coating was reported by Lee and coworkers, who 
reported selective and sensitive TNT sensors using biomimetic polydiacety-
lene (PDA)-coated nanotube-FETs (Fig. 20.8) (Kim et al., 2011). Selective 
binding events between the TNT molecules and phage display derived TNT 
receptors were effectively transduced by conductance modulation, with the 
effect being realized through the PDA coatings. The resulting sensors exhib-
ited an unprecedented 1 fM sensitivity toward TNT in real time, with excel-
lent selectivity over various similar aromatic compounds (Fig. 20.9).

A tremendous chemical amplifi cation of the effect of a small analyte 
molecule reaching an SWNT was discovered by Mulchandani and cowork-
ers. In their system, a SWNTs network was fi rst modifi ed with trinitrophenol 
(TNP), an analog of TNT, and then ligated with the anti-TNP single chain 
antibody (Park et al., 2010). This antibody, with its many dipoles and ioniz-
able functional groups, greatly perturbed the electronic environment of the 
SWNT. Upon exposure to TNT or closely related molecules, the bound 
antibodies were displaced, reversing its infl uence on the SWNT conduct-
ance and yielding a marked electrical signal. The sensor detected between 
0.5 ppb and 5000 ppb TNT with good selectivity to other nitroaromatic 
explosives and demonstrated good accuracy for monitoring TNT in aqueous 
solution. The Bao group also noted the robustness of SWNTs to water 
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(Roberts et al., 2009). SWNT TFTs responded to trace concentrations, down 
to 2 ppb, of DMMP and TNT in aqueous solutions, when mounted on a 
polymer dielectric. Along with reliable cycling underwater, the TFT sensors 
fabricated with aligned, sorted nanotube networks (enriched with semicon-
ductor SWNTs) showed a higher sensitivity to analytes than those fabri-
cated with random, unsorted networks with predominantly metallic charge 
transport (Fig. 20.10).

The Johnson group has reported two kinds of biomacromolecule modi-
fi cations, DNA and olfactory receptor protein, to SWCNTs to produce 
altered electronic properties (Johnson and Staii, 2005). Their aim was to 
create diversity in responses of SWNTs modifi ed with variations on the 
DNA and protein motifs. In the fi rst case, by choosing the base sequence 
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20.7 (a) Optical image of an array of multiple-SWNT devices. (b) 
Optical image of one device. The black regions (100 μm long) contain 
catalyst patterned on top of opposing Mo source and drain electrodes. 
(c) Scanning electron microscopy (SEM) image of several nanotubes 
bridging two opposing Mo electrodes in a device and change in 
conductance normalized by initial conductance (G0) at Vg = 0 as a 
function of time for a PEI functionalized n-type MT device exposed to 
various concentrations of NO2 gas. The device was exposed to each 
concentration of NO2 for 10 min, after which recovery was made by 
UV light (254 nm) desorption of NO2. The concentration of NO2 was 
varied by diluting 100 ppm of NO2 (in Ar) with air by using four mass-
fl ow controllers. The diluted gas was then fl own into a homemade 
chamber that houses the sensor chip.
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20.8 Schematic diagram depicting TNT sensors based on WHW-PDA 
(TNT-binding peptide conjugated with polydiacetylene polymer) 
functionalized SWNT-FETs. After formation of WHW-PDA/PDA vesicles 
in H2O, the vesicles were applied to a SWNT-FET, which resulted in 
rupture, fusion, and UV polymerization of the WHW-PDA/PDA 
membranes on the SWNT-FET. The molecules and SWNT are not 
drawn to scale.

of the single stranded DNA appended to the SWNTs, different responses 
to gases were obtained (Fig. 20.11). In the second case, nanotubes were 
coated with olfactory receptor proteins, known to bind specifi c vapors as 
part of the mammalian nose. While a nose has hundreds of these receptor 
proteins, the initial set of experiments utilized only three. Response patterns 
for organic analytes with different polarities and molecular shapes were 
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20.9 Specifi c and sensitive detection of TNT molecules with TNT 
sensors based on WHW-PDA-functionalized SWNTFETs. (a) Real-time 
conductance measurements obtained from the WHW-PDA-
functionalized SWNT-FETs after the introduction of TNT at various 
concentrations. Arrows indicate the injection points of target 
molecules. (b) Selective response to TNT in mixed solution of toluene, 
4NT, 2NT, and DNT.

distinct when these coated nanotubes were analyzed as OFETs (Goldsmith 
et al., 2011).

While not a major focus of this chapter, a brief mention of graphene, the 
‘unrolled’ form of SWCNTs, is appropriate, as early results on its chemical 
responsiveness are being reported. Because it is generally highly conductive 
and subject to facile doping, only the most pristine graphene specimens will 
show chemically modulated conductivity. For example, Robinson and Snow 
obtained graphene with limited extrinsic dopants by reducing graphene 
oxide (Robinson et al., 2008). The resulting material responded in just ten 
seconds to simulants of the three main classes of chemical-warfare agents 
and one explosive at parts-per-billion concentrations (Fig. 20.12).

 Kaner and coworkers used spin-coated fi lms of reduced graphene oxide 
on interdigitated electrode arrays. Hydrazine was both the solvent delivery 
vehicle and reducing agent (Fowler et al., 2009). The sensor response is 
consistent with a charge transfer mechanism between the analyte and 
graphene with a limited role of the electrical contacts.

Finally, the Snow group utilized simultaneous and synergistic conduct-
ance and capacitance measurements on a single-walled carbon nanotube 
(SWNT) network for detection of dilute chemical vapors (Fig. 20.13) (Snow 
and Perkins, 2005). Adsorbates from chemical vapors produce a rapid 
response in both the capacitance and the conductance of the SWNT 
network. These responses are caused by a combination of two distinct physi-
ochemical properties of the adsorbates: charge transfer (which is associated 
with the semiconductor behavior) and polarizability, which is a governing 
property of dielectrics. The ratio of the conductance response to the 
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20.10 Sensor response to TNT for sorted (sc) and unsorted (met) 
SWNT networks. (a) IDS/IDS-0 of a sorted SWNT network upon exposure 
to TNT solutions ranging from 2 ppb to 200 ppm for VDS = VGS = −0.3 V 
(gray) and VDS = VGS = −0.6 V (black). (b) IDS/IDS-0 of an unsorted SWNT 
network upon exposure to TNT solutions ranging from 2 ppb to 
200 ppm for VDS = VGS = −0.3 V. (c) Composite plot of A and B showing 
the IDS/IDS-0 for TFTs with sorted (black) and unsorted (gray) SWNT 
networks. (d) The average relative response for TNT solutions with 
sorted (black) and unsorted (gray) networks with standard deviations 
shown by error bars.

capacitance response is a concentration-independent parameter associated 
with a chemical vapor that can assist in its identifi cation (Fig. 20.14).

20.4 Conclusion

It is clear from the above examples that conjugated organic (and all-carbon) 
materials have strong and in many cases controllable responses to chemical 
analytes. Great progress has been made in deducing the mechanisms of the 
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20.11 Change in sensor current upon odor exposure. Currents are 
normalized to 10, the value when exposed to air (no odor). (a) Bare 
swCN-FET does not respond to methanol vapor (horizontal line 
points). The same device coated with ss-DNA sequence 2 (Seq 2) 
shows clear responses to methanol (wavy line points). (b) A second 
bare device responds to TMA, but after application of Seq 2, the 
response is tripled. (c) The sensor response to propionic acid (positive 
responses) differs in sign and magnitude from the response to 
methanol (shallower negative respones). Horizontal line data are the 
current baseline (no odor). VB = 100 mV and VG = 0 V for all data sets.
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responses, associating the responses selectively with analytes of interest, 
and fabricating devices that best capture the transduced electronic signals. 
Major challenges for this technology include diminishing the signals that 
arise from interferents, statistical treatments of responses to quantify the 
certainty of ‘positive’ signals for analytes, and integrating the sensitive resis-
tors and OFETs into circuits that digitize, amplify and convert the signals 
into forms that can be processed logically in concert with other sensory 
inputs, and transmitted effectively to other sensors in networks and to 
interested users.
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Abstract: In this chapter we focus on a novel boosting development 
of organic electronics that exploits the mixed electronic and ionic 
conduction that certain organic materials can sustain, to produce 
a wide range of devices with potential applications in bioelectronics. 
Examples of such devices are organic electrochemical transistors 
and miniaturized bio-laboratories making use of conducting polymers, 
whose physico-chemical properties are controlled electronically. 
Organic electrochemical transistors can be operated in aqueous 
environment as effi cient ion-to-electron converters, thus providing 
an interface between the worlds of biology and electronics. For this 
reason, they present exciting opportunities for applications in biosensing. 
Biocompatible organic conducting polymers able to operate in aqueous 
environment can be interfaced with biological systems. By exploiting 
conducting polymer properties such as electrochemical switching and 
combined electronic and ionic transport, it is possible to use the 
polymers as platforms where cells can adhere and proliferate.

Key words: organic electronics, electrochemical transistors, bioelectronics, 
conductive polymers.

21.1 Introduction to organic bioelectronics

Organic bioelectronics refers to the application of organic electronics 
devices at the interface with biology (Mabeck and Malliaras, 2006; Berggren 
and Richter-Dahlfors, 2007; Martin, 2007; Nikolou and Malliaras, 2008; 
Owens and Malliaras, 2010; Richter-Dahlfors et al., 2011; Lin and Yan, 2012), 
including applications in medicine and nanomedicine (Richter-Dahlfors et 
al., 2011), neuroscience (Asplund et al., 2010), and recently in-vivo implan-
tation (Khodagholy et al., 2011a). Organic bioelectronic devices exploit 
the property of conductive polymers to conduct both electrons and ions, 
which enables them to be interfaced to biological systems. Moreover, the 
soft nature of organic materials is exploitable to achieve the mechanical 
compatibility with tissues, as well as the conformability to non-planar fl ex-
ible substrates (e.g. skin), required for biomedical devices and implants. The 
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possibility of modifying the conductivity of organic polymers upon biologi-
cal/electrochemical effects permits a real-time sensor with high sensitivity 
and selectivity. Conductive organic polymers are a special class of polymers, 
whose distinct chemical property is the conjugation: the chemical bonds 
along the polymer backbone consists of alternating single and double 
carbon–carbon bonds. (Shirakawa et al., 1977; Malliaras and Friend, 2005). 
The conjugated molecular structure leads to one unpaired electron per 
carbon atom (the π electron). In π bonding the carbon orbitals are in the 
sp2 confi guration and the pz orbitals of successive carbon atoms along the 
polymer backbone overlap. The overlapping leads to the electron delocali-
zation that permits the mobility of charge carriers along the polymer chain. 
The most widely used conducting polymers are polyaniline, polypyrrole, 
polycarbazole and polythiophene, and their derivatives, with applications 
covering a broad spectrum of chemical and biological sensing. The electrical 
conductivity of conducting polymers can be controlled over several orders 
of magnitudes, and can be achieved by a reversible doping or dedoping of 
the polymers. The doping or dedoping could be of different types, the most 
well established being the chemical, electrochemical, photochemical and 
interfacial doping (Fig. 21.1).

Organic bioelectronics aims at exploiting the key advantages of organic 
semiconductors, such as ease of processing, optoelectronic properties that 
can be tuned by chemical synthesis, and compatibility with mechanically 
fl exible substrates. Nowadays organic electronics devices are almost ubiq-
uitous, being present in many different areas, ranging from plastic electron-
ics, organic thin fi lms transistors (Horowitz, 1998; Facchetti et al., 2005), 
organic light-emitting diodes (Friend et al., 1999), e-textile technology 
(De Rossi, 2007) and organic solar cells (JY Kim et al., 2007).

Devices that are particularly interesting for applications in sensing and 
bioelectronics are organic thin fi lm transistors (OTFTs). In OTFTs, the 
switching and amplifying properties of transistors can be exploited to 
detect low signals generated by analytes: a small applied gate voltage (about 
1 V) can results in a signifi cant variation in the current of the transistor 
channel (the source–drain current). OTFTs have been already exploited for 
many different applications, especially in bioelectronics and drug delivery 
(Berggren and Richter-Dahlfors, 2007), diagnostics (Owens and Malliaras, 
2010), or environment (Horowitz, 1998; Sirringhaus et al., 1998; Johnson et al., 
2007).

OTFTs can be divided in two main classes: organic fi eld effect transistors 
(OFETs) and organic electrochemical transistors (OECTs). In our discus-
sion we focus on OECTs, a new promising class of OTFTs. OECTs exploit 
the electrochemical doping/dedoping process in conductive polymers like 
poly(3,4-ethylenedioxythiopene)-doped with poly(styrene sulphonate), 
PEDOT:PSS, the most used and commercially available conductive polymer. 
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21.1 Schematic diagram for various types of doping of conjugated 
polymers and corresponding applications of these doped conjugated 
polymers (NLO, nonlinear optical; FET, fi eld-effect transistor; LED, 
light-emitting diode) From Heeger, A. J. (2001). Semiconducting and 
Metallic Polymers: The Fourth Generation of Polymeric Materials 
(Nobel Lecture). Angewandte Chemie International Edition, 40, 
2591–2611.

In OECTs, the polymer is in contact with the source and drain electrodes. 
The application of a source–drain voltage (Vds) generates the drain–source 
current (Ids) upon application of an electrical bias to the gate electrode (Vgs), 
which is immersed into the electrolyte. Vgs controls the doping/dedoping of 
the conducting polymer, resulting in a modulation of Ids.

The fi rst section of this chapter explains in detail the working principle 
of OECTs and reviews the most advanced results on the device physics of 
OECTs. In the second section, we discuss OECTs used as enzymatic biosen-
sors, in particular as glucose sensors. The application of OECTs in glucose 
sensing gives also the opportunity the gain insight into the mechanism of 
the doping or dedoping processes in conducting polymers. The third section 
deals with bio-applications of OECTs such as cell-based biosensor.

21.2 Organic electrochemical transistors (OECTs)

Organic electrochemical transistors (OECTs) can work in aqueous environ-
ments, thus providing an opportunity to interface electronics with biological 

�� �� �� �� �� ��



600 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

systems. The liquid interface is realized through confi ning the electrolyte 
reservoir by a micro-well, usually made up of the polymer polydimethylsi-
loxane (PDMS), in contact with the conductive polymer (Fig. 21.2). The 
most frequently used conductive polymer is PEDOT:PSS. The overlapping 
of the liquid with the polymer defi nes the OECT channel, which is where 
doping/dedoping of the polymer takes place (DeFranco et al., 2006; Cicoira 
et al., 2010). In recent years, extensive exploration of OECT device physics 
has improved the knowledge of the working mechanism of these devices. 
In particular, insight has been gained about the role of gate electrode geom-
etry (Cicoira et al., 2010) and material (Tarabella et al., 2010) on the OECT 
response, as well as how different kinds of electrolytes, such as ionic liquids 
(Yang et al., 2010) or micellar electrolytes (Tarabella et al., 2012), can affect 
the OECT performance. Theoretical works have also supported these 
efforts, with modelling analysis able to address specifi c issues for the device 
structure (Bernards and Malliaras, 2007; Yaghmazadeh et al., 2011). The fi rst 
OECT device modelling has been analysed in detail by Bernards and Mal-
liaras (2007) and has been used also in other papers to describe experimen-
tal observations (Cicoira et al., 2010; Lin and Yan, 2012). We recall here the 
equations governing the OECT response:

I
q p tW

LV
V V

V
Vds
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p g

eff ds
ds= − +⎛
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2  
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Organic active materialSource Drain

Electrolyte

Substrate

21.2 Schematic diagram of an OECT device. The gate is immersed in 
the electrolyte. The overlapping of the electrolyte with the organic 
active material (black) defi nes the transistor channel.
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where q is electronic charge, μ is the charge carrier mobility, p0 is the initial 
hole density in the organic semiconductor before application of Vgs, t is 
the thickness of the organic semiconductor fi lm, W and L are the width and 
length of the OECT channel, respectively, Vp is the pinch-off voltage, Vg

eff  
is the effective gate voltage applied (i.e. the gate voltage required to produce 
the same electrolyte potential in the absence of faradaic effects), and Voffset 
is an offset voltage related to the potential drop at the interfaces gate elec-
trode/electrolyte and electrolyte/channel. It is worth noting that ci is 
the effective capacitance per unit area of the transistor that is not only 
related to the capacitance of the interface between the electrolyte and the 
organic semiconductor channel (Cd) but also to that of the interface between 
the electrolyte and the gate electrode (Cg).

A successive work (Yaghmazadeh et al., 2011) improved Bernard’s model, 
identifying optimal OECT parameters for specifc OECT applications. 
OECTs have been fruitfully exploited with two operational modes ion-to-
electron converters (Nilsson et al., 2002; Bernards et al., 2006) and electro-
chemical sensors (ECSs) (Zhu et al., 2004; Yang et al., 2010; Cicoira et al., 
2010) using PEDOT:PSS as the conducting polymer. In the former case, 
upon application of a positive Vgs, cations from the electrolyte move toward 
the polymer channel. Part of these ions enter the conducting polymer and 
dedope it. The consequence is a decrease of Ids. The transistor can work as 
an electrochemical sensor (ECS) when a redox reaction occurs at the gate 
electrode, as a result of a charge transfer between the analyte in the elec-
trolyte and the gate electrode. Numerical modelling provides an opportu-
nity to shed light on the optimum design layout of an OECT, in order to 
maximize the transistor response for both the operational modes. It has 
been found that for an OECT working as ion-to-electron converter a gate 
electrode much larger than the channel gives a higher modulation of 
Ids, and hence an optimized value of the transconductance, expressed as 
the ratio �Id/�Vg.

Recently, a compact ‘inductance-like’ (RLC) model has been proposed 
for PEDOT:PSS OECTs, to interpret the persistent oscillating currents 
observed during the experiments (Tu and Forchheimer, 2012). This model 
predicts that analogue circuit functions can be realized with ‘inductor-like’ 
electrochemical devices based on the energy conversion in the overall elec-
trochemical process. By utilizing the above model, the authors concluded 
that PEDOT:PSS OECTs are promising for analogue circuit functions and 
even artifi cial biological systems. Likewise, data modelling showed that, 
when working as an electrochemical sensor, a gate with a smaller area with 
respect to the channel yields higher OECT modulations of Ids, and hence 
a better sensitivity (Cicoira et al., 2010). A conductive polymer with an 
improved hole mobility and capacitance per unit area could further increase 
the ECS-OECT response. The explanation of these design rules relies on 
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the distribution of the potential dropping at the gate electrode/electrolyte 
and electrolyte/channel interfaces. For an ion-to-electron converter with a 
large-area gate electrode, the potential drop at the gate/electrolyte interface 
is almost negligible and the potential of the electrolyte (Vsol) is nearly at 
the same potential as the gate voltage applied. Since the potential of the 
channel is zero (a correct approximation when Vds < < Vgs), there is a large 
potential drop at the electrolyte/channel interface that in turn leads to a 
strong modulation of Ids. For an OECT working as an electrochemical 
sensor and making use of small-area gate electrode, the potential drop at 
the gate/electrolyte interface is close to Vgs, leading to a maximum OECT 
sensitivity (defi ned as the difference between the signals in absence of 
analyte and in presence of analyte).

Recently, the fi rst OECT working in enhancement-mode making use of 
PEDOT:PSS as the channel material and Al as the gate electrode was 
reported (Knoll and Thamer, 2011).

The effect of the OECT device geometry has been explored (Cicoira 
et al., 2010) for devices with different channel area (Ach)/gate electrode area 
(Ag) ratios (Fig. 21.3) and fabricated by an unconventional patterning 
approach. To confi ne the electrolyte on the polymer channel, the surface of 
the substrate was treated with a patterned hydrophobic self-assembled 
monolayer of perfl uorooctyltrichlorosilane, (FOTS), before the liquid was 
gently dropped on the channel (Yang et al., 2010). The devices were tested 
using as the analyte hydrogen peroxide (H2O2), the species often detected 
during glucose sensing (Zhu et al., 2004; Bernards et al., 2008). The response 
of PEDOT:PSS OECTs has been investigated varying the concentration of 
H2O2 between 10−6 and 1 M, for Vgs in the range between 0–1 V. OECTs 
with small-area gate showed lower background signal and a higher sensitiv-
ity. The minimum and maximum detectable analyte concentration were 
independent of Ach/Ag. Successively, the role of the gate material on the 
OECT response was studied (Tarabella et al., 2010). OECTs making use of 
Ag and Pt electrodes were operated in halide electrolytes, such as sodium 
chloride (NaCl). Pt and Ag gate electrodes give very different responses: 
using Ag (Ag OECTs) yields to a larger current modulation compared 
with OECTs using Pt (Pt OECTs). The results were explained considering 
the different regimes of operation describing Ag and Pt OECTs: Faradaic 
for Ag OECTs and non-Faradaic for Pt OECTs. Under the Faradaic regime, 
the OECT response is governed by a Nernst-like equation (Bernards 
and Malliaras, 2007) and a steady state gate current is recordable at the 
gate electrode. The non-Faradaic regime refers to a capacitive mode of 
operation, where the OECT response depends only on the geometry of 
the device and the gate current (Igs) is several orders of magnitude lower 
than Ids. Since the OECT response depends directly on the potential 
drop occurring at the gate electrode/electrolyte and electrolyte/channel 
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21.3 (a–c) Schematics of the patterning process, (d) image of a device 
with γ (Ach /Ag) = 40, and (e) layout of OECTs with γ = 40, 10, 5, 1 and 
0.2 (from left to right) on the same substrate. The patterning process 
involves the defi nition of Pt source (S), drain (D), and gate (G) 
electrodes (a), a PEDOT:PSS channel (b), and a hydrophobic SAM 
which confi nes the electrolyte over the channel and gate electrode. 
Reprinted with permission from Cicoira et al. (2010) Copyright @ 2010 
Wiley-VCH.

interfaces, the electrolyte solution potential (Vsol) determines the OECT 
response. The different way the materials affect Vsol explains the origin of 
the different behaviours observed: under the non-Faradaic regime Vsol < Vgs, 
due to the formation of an electrostatic double layer (EDL) formed at the 
gate–electrolyte interface, whereas under the Faradaic regime Vsol ≈ Vgs, and 
no potential drop occurs at the interface.

The electrolyte also has a strong infl uence on the response of OECTs. 
Electrolytes can be liquid but also solid or gels. The degree of dissociation 
of the ions of the electrolyte defi nes the strength of the electrolyte: strong 
electrolytes are almost completely dissociated whereas weak electrolytes 
are only partially dissociated. Organic electronics make use of different 
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kind of electrolytes, such as conventional electrolytes, ionic liquids, ion gels, 
polyelectrolytes and polymer electrolytes.

A new class of electrolytes for OECTs has been explored very recently 
(Tarabella et al., 2012) by studying devices where the electrolyte is an 
aqueous solution of a cationic surfactant hexadecyl trimethyl ammonium 
bromide (or cetyl ammonium bromide, CTAB). When dissolved in water, 
CTAB forms positively charged spherical micelles above a critical micellar 
concentration (CMC, about 9 × 10−4 M, at room temperature) (Knock et al., 
2003; Cano-Sarabia et al., 2010; Shi et al., 2011). The use of surfactants as 
electrolytes offers unprecedented opportunities to study the working mech-
anism of OECTs because they give access to two distinct types of electro-
lytes, i.e. dissociated CTAB ions below the CMC and CTAB micelles above 
the CMC. CTAB spherical micelles have an average diameter of about 4 nm 
(Valstar et al., 1999; Riisager and Hanson, 2002; Chakraborty and Sarkar, 
2004), which is considerably larger than that of electrolyte ions typically 
used in OECTs (Lin et al., 2010a; Tarabella et al., 2010). Micelles are there-
fore ideal for investigating the effect of the size of the electrolyte ions on 
channel doping/dedoping. In addition, micelles are of primary interest for 
drug delivery systems, which might be a new area of application for organic 
bioelectronics (Berggren and Richter-Dahlfors, 2007; Leger, 2008; 
Richter-Dahlfors et al., 2011). It has been found that the OECT response 
(defi ned as ΔI/I0 = |Ids,off − Ids,0|/Ids,0, where Ids,off is the off current at Vgs ≠ 0 
and Ids,0 the on current at Vgs = 0) increased above the critical micellar con-
centration of CTAB, revealing that positively charged CTAB micelles 
dedope PEDOT:PSS more effi ciently than dissociated ions (Fig. 21.4). 
Results also indicated that, by monitoring the OECT response as a function 
of CTAB concentration, OECTs can provide a simple method to detect the 
formation of micelles in aqueous solutions, or in other terms, the transition 
phase of surfactants. The OECT response achieved with a commonly used 
electrolyte such as NaCl within the same range of concentrations showed 
weaker concentration dependence, confi rming the role of CTAB micelles 
in OECT operation. The electrochromic properties of PEDOT:PSS shed 
light on the role that micelles had as dedoping elements of PEDOT:PSS. 
An in situ UV-Vis spectroscopy experiment was performed during OECT 
operation. When working with a CTAB concentration beyond the CMC, 
the optical absorption of PEDOT:PSS between 400 and 700 nm increased 
upon application of a positive Vgs, corresponding to the electrochromic 
switching between the oxidized (light blue) and reduced (dark blue) state 
of PEDOT:PSS. This result demonstrated that CTAB micelles enter the 
PEDOT:PSS layer and dedope it, resulting in a OECT response.

Recently, the fabrication by inkjet-printing of OECTs based on 
PEDOT:PSS has been reported (Basiricò et al., 2012). OECTs used NaCl 
aqueous solutions as the electrolyte and showed output transistor 
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21.4 The OECT modulation increased above the critical 
micellar concentration of CTAB, shows that positively charged 
CTAB micelles dedope PEDOT:PSS more effi ciently than dissociated 
NaCl ions.

characteristics typical of operation in depletion regime. This work paves the 
way for low-cost, print-on-demand fabrication of circuits for applications 
such as biosensors and disposable electronics.

21.3 Enzymatic sensing with organic electrochemical 

transistors (OECTs)

OECTs have been successfully applied as enzyme-based biosensors for the 
detection of glucose and lactate (Table 21.1). A glucose sensor based on 
OECTs was developed for the fi rst time in 2004 (Zhu et al., 2004). The 
sensitivity of the OECT glucose sensor reached the μM level (Macaya et 
al., 2007) and the mechanism of operation has been successively investi-
gated, in order to clarify the glucose sensing mechanism (Bernards et al., 
2008). The performance of the OECT glucose sensor was dramatically 
improved by a modifi cation of the gate electrode with multi-walled carbon 
nanotubes (MWCNTs) modifi ed with chitosane (CHIT) and Pt-nanoparti-
cles (Tang et al., 2011). The mechanism is based on the improved electro-
catalytic properties of the gate electrode and the larger surface area 
available for enzyme immobilization. The detection limits of the OECTs 
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Table 21.1 Key characteristics of OECT devices used in enzymatic sensing. 
Acronyms are explained in the text 

Conducting 
polymer

Analyte Detection 
limit 

Reference

PEDOT:PSS Glucose and lactate 1 mM Zhu et al. (2004)
Macaya et al. (2007)

PEDOT:PSS Glucose 5 nM Tang et al. (2011)
PEDOT:PSS Glucose, enzyme 

and mediator 
stored in ionic 
liquid 

10−7 M Yang et al. (2010)

Vapour phase-
polymerized 
PEDOT

Glucose below 10 μM Y. Kim et al. (2010)

PEDOT:PSS Lactate (enzyme 
dissolved in an 
ion gel)

100 mM Khodagholy et al. 
(2012)

PEDOT:PSS Microfl uidic 
channel. Glucose 
and lactate are 
detectable 
simultaneously

10−5 M Yang et al. (2009)

PEDOT:PSS Prostate specific 
antigen 
antichymotrypsin 
(PSA–ACT) 
complex

1 pg/mL DJ Kim et al. (2010)

reached 0.5 μM with MWCNT-CHIT/GOx/Pt and 5 nM with CHIT/GOx/
Pt-NPs/Pt.

A new strategy for glucose sensing has been investigated (Yang et al., 
2010) by using room temperature ionic liquids, integrated in planar OECT 
entirely made of PEDOT:PSS. The room temperature ionic liquid (in this 
case the hydrophilic triisobutyl(methyl)-phosphonium tosylate) including 
the enzyme glucose oxidase (GOx) and the redox mediator bis 
(n5-cyclopentandienyl)iron (ferrocene, Fc) was placed on the virtual FOTS 
well. The OECT detected glucose concentrations in the range from 10−7 to 
10−2 M. Successively, another glucose sensor OECT with high sensitivity, 
below 10 μM, was demonstrated (Y. Kim et al., 2010). The OECT made use 
of vapour phase polymerized PEDOT and Pt gate electrode. An acid sensi-
tive fl uorescent layer was coated on the vapour polymerized PEDOT. The 
optical sensitivity of the double-layered OECT sensor correlated linearly 
with the electrochemical sensitivity. The fl uorescence intensity change of 
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the double-layered OECT sensor was linearly dependent on the pH, pro-
viding a dual sensitivity (electrochemical and optical) capable to widening 
the methodology of simple glucose sensing. A simple architecture for enzy-
matic sensing, fabricated using a one-layer patterning process, has been 
previously proposed (Malliaras et al., 2009). This kind of OECT employed 
a ferrocene mediator to shuttle electrons between the enzyme glucose 
oxidase and a PEDOT:PSS gate electrode. The device was fabricated using 
a one-layer patterning process and offered glucose detection down to the 
μM range, consistent with levels present in human saliva.

Recently, a fl exible lactate sensor based on an OECT has been reported 
(Khodagholy et al., 2012). The work was motivated by the need to measure 
lactate concentration in physiological fl uids, such as sweat, in real time. 
Indeed, fl exibility leads to wearable biosensors that can even be applied 
conformably to skin. The electrolyte was a mixture of a room temperature 
ionic liquid, an ion gel and a solution of the lactate enzyme (LOx) in PBS. 
The room temperature ionic liquid was useful to solubilize biomolecules, 
like enzymes and proteins. The ion gel enabled the development of a solid-
state electrolyte that fi nds application in a wet environment, such as sweat 
analysis. The ion gel consisted of two monomeric units: N-isopropylacryla-
mide (NIPAAm) and N,N 0-methylene-bis(acrylamide) (MBAAm), 
hydrated. 1-Ethyl-3-methylimidazolium ethyl-sulphate, (C2mIm)(EtSO4), 
was chosen as the room temperature ionic liquid, miscible with water. With 
ferrocene as redox mediator, the OECT was able to detect lactate concen-
trations in the range 10–100 mM, compatible with lactate concentration in 
blood (Fig. 21.5).

It has been shown that glucose and lactate are detectable simultaneously 
inside a microfl uidic multi-analyte OECT sensor based on PEDOT:PSS 
(Yang et al., 2009). The sensor layout consisted of one input reservoir and 
four separated measurement reservoirs, each containing a planar OECT 
(Fig. 21.6). The microfl uidic channels, where the aqueous analytes fl ow 
without application of external pressures, are defi ned by a patterning tech-
nique consisting of the sequential deposition of FOTS layer, photolithog-
raphy, oxygen plasma etching, and lift off. The microfl uidic OECT was 
completed by patterning a PEDOT:PSS channel with a parylene lift-off 
technique (DeFranco et al., 2006). The sensors were exposed to different 
solutions (PBS, with glucose or lactate) and showed good sensing properties 
as well as good selectivity. The application of microfl uidics to OECTs has 
been further investigated (Khodagholy et al., 2011b) to develop a high-
density arrays of 64 OECTs with channel length of 6 μm and width of 
15 μm. An example of application of the array-layout will be given later in 
the section concerning the in vivo application of OECTs.

A fi rst application of OECTs as immunosensors has been reported to 
detect the prostate specific antigen antichymotrypsin (PSA–ACT) complex, 
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21.5 (a) Drain current vs. time with addition of 25 mM lactate indicated 
by an arrow, (b) corresponding gate current vs. time, (c) normalized 
response of the OECT vs. lactate concentration (d) conformal OECT with 
gel shown on a forearm. Reprinted with permission from Khodagholy 
et al., 2012 Copyright @ Royal Society of Chemistry.

with a detection limit down to 1 pg/mL (DJ Kim et al., 2010) PSA is cur-
rently the best serum marker for the preoperative diagnosis and screening 
of prostate cancer. Gold nanoparticles (AuNPs ) were conjugated with PSA 
polyclonal antibody (pAb) (AuNPs–PSA pAb). The improved sensitivity 
of the device, with respect to other methods, is attributable to the role of 
AuNPs in the signal amplification. The sensor performances were particu-
larly improved in the lower concentration range where the detection is 
clinically important for the screening of prostate cancer. This result shows 
that the OECT immunosensors can be used as transducer platforms accept-
able to the point-of-care diagnostic systems and demonstrates adaptability 
of organic electronics to clinical applications. The device is a low-cost and 
fl exible alternative with respect to current optical detection systems.

21.4 Cell-based organic electrochemical transistors 

(OECTs)

In this section, we report a fi rst a series of experiments performed with 
OECTs based on PEDOT doped with Tosylate (PEDOT:Tosylate). 
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Hydrophobic region

Hydrophilic region

Pt gate electrode

PEDOT:PSS channel

Pt source and drain electrodes

2 mm

21.6 Photograph of the fi nished chip with a drop of water spread 
across the microfl uidic system. The inset explains the various 
features. Reprinted with permission from Yang et al. (2009) Copyright 
@ Royal Society of Chemistry.

PEDOT:Tosylate helps the biocompatibility and stability under biological 
conditions of OECTs. The experiments were carried out to control and 
analyse the adhesion and the density of different kinds of cells on the 
PEDOT:Tosylate surface. Adhesion is an essential event for cells, since the 
seeding density is regulated by the adhesive properties of the substrate. In 
particular stem cells (Saltò et al., 2008), epithelia (Bolin et al., 2009a) and 
cancer cells (Wan et al., 2009) were investigated. The control of the adhesion 
and density of stem cells (c17.2 cell line) on PEDOT:Tosylate was achieved 
through the modulation of the PEDOT:Tosylate oxidation state (Saltò et 
al., 2008). To this purpose PEDOT:Tosylate fi lms were patterned into two 
equally sized electrodes. A bias applied between these electrodes induced 
an electrochemical reaction; the negatively (positively) biased electrode 
was reduced (oxidized) to the neutral (fully oxidized) state. Water contact 
angles, measured along the reduced and oxidized fi lm surfaces, were 30° 
and 58°, respectively. The origin of the electronic control of the wettability 
of PEDOT:Tosylate surfaces was attributed to a change in the binding 
characteristics between Tosylate and PEDOT at the surface (Fig. 21.7). 
Experiments performed with c17.2 neural stem cells revealed that oxidized, 
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hydrophilic PEDOT:Tosylate surfaces have an increased cell adhesion com-
pared to reduced surfaces.

Electronic control of the cell density on PEDOT:Tosylate was also dem-
onstrated for epithelial cells (Madin-Darby canine kidney), using an OECT 
employing a PEDOT:Tosylate channel and an aqueous NaCl electrolyte 
(Bolin et al., 2009a). Vds and Vgs were used to control the degree of 
PEDOT:Tosylate reduction along the transistor channel. The electro-
chromism of PEDOT:Tosylate permitted the visual monitoring of the 
change of electrochemical state (reduced or oxidized) along the OECT 
channel. Fluorescence microscopy revealed that the cell density decreased 
while moving towards the more oxidized region of PEDOT:Tosylate. The 
control of the cell density on a PEDOT:Tosylate surface along which an 

(a)

(b)

Oxidized Reduced

Oxidized Reduced

Stem

HSA

PEDOT:Tosylate film

Extracellular matrix

21.7 Schematic diagram of proposed mechanisms for the difference 
in adhesion and density of stem cells achieved between the reduced 
and oxidized PEDOT:Tosylate electrode surfaces: (a) on the oxidized 
PEDOT surface, a less dense layer of heat stable antigen (HSA) 
proteins is formed; however, the proteins are oriented in a favourable 
direction that promotes good stem cell adhesion; (b) stem cells that 
are approaching a potential host surface launch proteins that form an 
extracellular matrix. A dense and tightly bound HSA protein layer 
prevents the formation of an optimal extracellular matrix along the 
surface. Reprinted with permission from Saltò et al., (2008) Copyright 
(2008) American Chemical Society.
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electrical bias gradient was applied has been reported for normal and can-
cerous cell lines (Wan et al., 2009; C.M. Nelson, 2007). Conducting polymers, 
such as polypyrrole or PEDOT:PSS/Tosylate, can be reversibly switched 
between their oxidized and reduced state. In these studies, cell adhesion 
was mediated by the adhesion protein fi bronectin. By applying an electrical 
bias at the opposite sides of an indium tin oxide (ITO) substrate (Fig. 21.8) 
where a PEDOT:Tosylate fi lm had been previously deposited a redox gradi-
ent was established within the PEDOT:Tosylate stripe. After establishing 
the electrical bias gradient, the adhesions of normal and cancerous cell lines 
was tested. Images acquired with fl uorescence microscopy revealed that the 
density of both normal and cancerous cells were higher towards the oxi-
dized side of the PEDOT:Tosylate stripe, despite the higher concentration 
of adsorbed fi bronectin on the reduced side.

The same device layout was exploited to electrically control cell migra-
tion, controlling the redox state of the PEDOT:Tosylate fi lm (Gumus et al., 
2010). The control of the cell migration is important for tissue engineering 
applications (Carter, 1967; Brandley and Schnaar, 1989; Berggren and 
Richter-Dahlfors, 2007). PEDOT:Tosylate was electrically biased to affect 
the migration of bovine aortic endothelial cells. To this purpose, a linear 
potential gradient was induced at opposite sides of an ITO substrate: the 
polymer fi lm was reduced near the negatively biased contact and oxidized 
at the positively biased one. It is worth noting that the presence of the ITO 
substrate ensures the uniformity of the bias gradient along the polymer fi lm, 

n
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21.8 Electrochromism in the PEDOT: tosylate transistor channel 
corresponding to different degrees of reduction due to variations in 
applied electrical bias. Reprinted with permission from Bolin et al., 
2009a Copyright 2009 @ Wiley-VCH.
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leading to a continuum microenvironment for cell growth. After establish-
ing the redox gradient in the polymer fi lm, cells were seeded and cell migra-
tion was observed. Cell adhesion, affected by the adsorption of proteins like 
fi bronectin that act as adhesion mediators, affects the movement of the cells 
on the surface. An investigation of the density of fi bronectin adsorbed on 
the PEDOT:Tosylate fi lm revealed the density is higher at the reduced side 
of the ITO such that cells located on this side make short distances at slower 
speed with respect to cells located on the opposite side during the 
migration.

Fibronectin has a central role also in cellular growth and differentiation. 
Fibronectin alterations could be responsible of diseases like cystic fi brosis 
or cancer (Hynes, 2002; Chandler et al., 2011) such that achieving the precise 
control of the fi bronectin conformation is of extreme importance (Wan et 
al., 2012). Forster resonance energy transfer imaging (Smith et al., 2007) has 
been used to directly observe the fi bronectin surface conformation onto the 
PEDOT:Tosylate polymer fi lm.

PEDOT:Tosylate has been employed to cover uniformly 
poly(ethyleneterephthalate) nanofi bres by vapour phase polymerization. 
The electrospun organic nanofi bre structures were then used to study cells 
growth in a complex three-dimensional environment (Bolin et al., 2009b). 
Contact angle measurements were used to investigate the wettability of the 
surfaces. Uncoated nanofi bre surfaces were found to be strongly hydropho-
bic (contact angle 147°), whereas coated nanofi bre surfaces were found to 
be more hydrophilic (contact angle 62°). Experiments showed that SH-SY5Y 
cells, cultured on the three-dimensional surfaces, formed neuritis, thus indi-
cating neural cell viability and adhesion. Moreover, upon application of an 
electrical bias in the 1.5–3.0 V range, the coated nanofi bres were electro-
chemically switched to induce Ca2+ signalling in SH-SY5Y neuroblastoma 
cells.

The origin of the wettability switching in electrochemically active poly-
mers for applications in cell biology and medicine was further investigated 
(Wang et al., 2008). Polypyrrole surface microstructures, including pillar and 
mesh-like patterns, were realized on PEDOT:PSS fi lms by photolithogra-
phy. The microstructured surfaces were electrochemically switched from 
dewetting to wetting (water contact angle from 129° to 44°). The switching 
originates from surface topography and surface tension effects, also infl u-
enced by the oxidation state of the polypyrrole.

An interesting application of OECTs based on PEDOT:PSS as cell-based 
biosensors has been reported recently (Fig. 21.9). (Lin et al., 2010b) Cell 
activity has been monitored in vitro for two cells lines: human esophageal 
squamous epithelial cancer cells (indicated as KYSE30) and fi broblast cells 
(HFF1). OECTs showed excellent biocompatibility in the culture medium 
for both substrates: the cell density on PEDOT:PSS was comparable than 
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21.9 Schematic diagram of an electrochemical cell with an OECT 
based on PEDOT:PSS fabricated on the bottom. Cell culture medium 
was used as an electrolyte during the electrical measurements. 
Reprinted with permission from Lin et al., 2010b Copyright @ 2010 
Wiley-VCH.

on silica. The detachment of the cells under trypsin (an enzyme inducing 
the detachment) treatment and the morphological changes of the cells 
during OECT response under addiction of retinoic acid were investigated. 
Retinoic acid is an anti-cancer drug that can induce morphological changes 
of cancer cell lines (and it can also induce the rupture of cells) more slowly 
than trypsin, another anti-cancer drug. It was found that OECTs are sensi-
tive to the change of the surface charge and the morphology of the cells. 
The transfer characteristics of the OECTs, acquired before and after trypsin 
treatment, revealed a Vgs shift of −150 mV for cancer cells and −70 mV for 
fi broblast cells. On the one hand, upon addiction of retinoic acid in absence 
of cells on the polymer OECT channel, there was no OECT response. On 
the other hand, after 7 hours from the retinoic acid addiction it was possible 
to observe that most of the cells detached from the OECT and Vgs had a 
shift.

21.5 Conclusions and future trends

Currently a great deal of attention is being paid to emerging technologies 
that exploit the ability of organics to conduct ions in addition to electron 
and holes. Mixed ionic/electronic transport opens exciting scenarios for 
organic electronics, which has been so far considered mostly as a fl exible 
and low-cost alternative to well-established inorganic semiconductor tech-
nologies. In particular, because of the importance of ion fl uxes in biology, 
mixed ionic/electronic transport is the underpinning of the new fi eld of 
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organic bioelectronics, which deals with the coupling of organic electronics 
with biological systems. Examples of devices that exploit mixed ionic/elec-
tronic transport are electrochromic devices, light-emitting electrochemical 
cells, and more recently electrolyte-gated transistors. A bright future is 
foreseen for OECTs applied in DNA and neurotransmitter detection.

21.6 References

Aspl und, M., Nyberg, T. & Inganas, O. 2010. Electroactive polymers for neural inter-
faces. Polymer Chemistry, 1, 1374–1391.

Basi ricò, L., Cosseddu, P., Scidà, A., Fraboni, B., Malliaras, G. G. & Bonfi glio, A. 2012. 
Electrical characteristics of ink-jet printed, all-polymer electrochemical transis-
tors. Organic Electronics, 13, 244–248.

Berg gren, M. & Richter-Dahlfors, A. 2007. Organic bioelectronics. Advanced Materi-
als, 19, 3201–3213.

Bern ards, D. A. & Malliaras, G. G. 2007. Steady-state and transient behavior of 
organic electrochemical transistors. Advanced Functional Materials, 17, 
3538–3544.

Bern ards, D. A., Malliaras, G. G., Toombes, G. E. S. & Gruner, S. M. 2006. Gating of 
an organic transistor through a bilayer lipid membrane with ion channels. Applied 
Physics Letters, 89, 053505.

Bern  ards, D. A., Macaya, D. J., Nikolou, M., Defranco, J. A., Takamatsu, 
S. & Malliaras, G. G. 2008. Enzymatic sensing with organic electrochemical transis-
tors. J. Materials Chemistry, 18, 116–120.

Bolin, M. H., Svennersten, K., Nilsson, D., Sawatdee, A., Jager, E. W. H., 
Richter-Dahlfors, A. & Berggren, M. 2009a. Active control of epithelial cell-
density gradients grown along the channel of an organic electrochemical transis-
tor. Advanced Materials, 21, 4379–4382.

Boli n, M. H., Svennersten, K., Wang, X., Chronakis, I. S., Richter-Dahlfors, A., Jager, 
E. W. H. & Berggren, M. 2009b. Nano-fi ber scaffold electrodes based on PEDOT 
for cell stimulation. Sensors and Actuators B: Chemical, 142, 451–456.

Bran dley, B. K. & Schnaar, R. L. 1989. Tumor cell haptotaxis on covalently immo-
bilized linear and exponential gradients of a cell adhesion peptide. Developmental 
Biology, 135, 74–86.

Cano -Sarabia, M., Angelova, A., Ventosa, N., Lesieur, S. & Veciana, J. 2010. Choles-
terol induced CTAB micelle-to-vesicle phase transitions. Journal of Colloid Inter-
face Science, 350, 10–15.

Cart er, S. B. 1967. Effects of cytochalasins on mammalian cells. Nature, 213, 
261–264.

Chak raborty, H. & Sarkar, M. 2004. Optical spectroscopic and TEM studies of cat-
anionic micelles of CTAB/SDS and their interaction with a NSAID. Langmuir, 
20, 3551–3558.

Chan dler, E. M., Saunders, M. P., Yoon, C. J., Gourdon, D. & Fischbach, C. 2011. 
Adipose progenitor cells increase fi bronectin matrix strain and unfolding in 
breast tumors. Physical Biology, 8, 015008.

Cico ira, F., Sessolo, M., Yaghmazadeh, O., Defranco, J. A., Yang, S. Y. & Malliaras, 
G. G. 2010. Infl uence of device geometry on sensor characteristics of planar 
organic electrochemical transistors. Advanced Materials, 22, 1012–1016.

�� �� �� �� �� ��



 Organic bioelectronics 615

© Woodhead Publishing Limited, 2013

De R ossi, D. 2007. Electronic textiles: A logical step. Nature Materials, 6, 328–329.
DeFr anco, J. A., Schmidt, B. S., Lipson, M. & Malliaras, G. G. 2006. Photolithographic 

patterning of organic electronic materials. Organic Electronics, 7, 22–28.
Facc hetti, A., Yoon, M. H. & Marks, T. J. 2005. Gate dielectrics for organic fi eld-effect 

transistors: New opportunities for organic electronics. Advanced Materials, 17, 
1705–1725.

Frie nd, R. H., Gymer, R. W., Holmes, A. B., Burroughes, J. H., Marks, R. N., Taliani, 
C., Bradley, D. D. C., Santos, D. a. D., Bredas, J. L., Logdlund, M. & 
Salaneck, W. R. 1999. Electroluminescence in conjugated polymers. Nature, 397, 
121–128.

Gumu s, A., Califano, J. P., Wan, A. M. D., Huynh, J., Reinhart-King, C. A. & Malliaras, 
G. G. 2010. Control of cell migration using a conducting polymer device. Soft 
Matter, 6, 5138–5142.

Horo witz, G. 1998. Organic fi eld-effect transistors. Advanced Materials, 10, 365–377.
Hyne s, R. O. 2002. Integrins: Bidirectional, allosteric signaling machines. Cell, 110, 

673–687.
John son, K. S., Needoba, J. A., Riser, S. C. & Showers, W. J. 2007. Chemical sensor 

networks for the aquatic environment. ChemInform, 107, 623–640.
Khod agholy, D., Doublet, T., Gurfi nkel, M., Quilichini, P., Ismailova, E., Leleux, P., 

Herve, T., Sanaur, S., Bernard, C. & Malliaras, G. G. 2011a. Highly conformable 
conducting polymer electrodes for in vivo recordings. Advanced Materials, 23, 
H268–H272.

Khod agholy, D., Gurfi nkel, M., Stavrinidou, E., Leleux, P., Herve, T., Sanaur, S. & 
Malliaras, G. G. 2011b. High speed and high density organic electrochemical 
transistor arrays. Applied Physics Letters, 99, 163304.

Khod  agholy, D., Curto, V. F., Fraser, K. J., Gurfi nkel, M., Byrne, R., Diamond, D., 
Malliaras, G. G., Benito-Lopez, F. & Owens, R. M. 2012. Organic electrochemical 
transistor incorporating an ionogel as a solid state electrolyte for lactate sensing. 
Journal of Materials Chemistry, 22, 4440–4443.

Kim, D.-J., Lee, N.-E., Park, J.-S., Park, I.-J., Kim, J.-G. & Cho, H. J. 2010. Organic 
electrochemical transistor based immunosensor for prostate specifi c antigen 
(PSA) detection using gold nanoparticles for signal amplifi cation. Biosensors and 
Bioelectronics, 25, 2477–2482.

Kim,  J. Y., Lee, K., Coates, N. E., Moses, D., Nguyen, T.-Q., Dante, M. & Heeger, 
A. J. 2007. Effi cient tandem polymer solar cells fabricated by all-solution process-
ing. Science, 317, 222–225.

Kim,  Y., Do, J., Kim, J., Yang, S.Y., Malliaras, G. G., Ober, C. K. & Kim, E. 2010. A 
glucose sensor based on an organic electrochemical transistor structure using a 
vapor polymerized poly(3,4-ethylenedioxythiophene) layer. Japanese Journal of 
Applied Physics, 49.

Knock, M. M., Bell, G. R., Hill, E. K., Turner, H. J. & Bain, C. D. 2003. Sum-frequency 
spectroscopy of surfactant monolayers at the oil–water interface. Journal of Physi-
cal Chemistry B, 107, 10801–10814.

Knol l, M. & Thamer, M. 2011. An enhancement-mode electrochemical organic fi eld-
effect transistor. Electrochemistry Communications, 13, 597–599.

Lege r, J. M. 2008. Organic electronics: The ions have it. Advanced Materials, 20, 
837–841.

Lin,  P. & Yan, F. 2012. Organic thin-fi lm Transistors for chemical and biological 
sensing. Advanced Materials, 24, 34–51.

�� �� �� �� �� ��



616 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

Lin,  P., Yan, F. & Chan, H. L. W. 2010a. Ion-sensitive properties of organic electro-
chemical transistors. ACS Applied Material Interfaces, 2, 1637–1641.

Lin,  P., Yan, F., Yu, J., Chan, H. L. W. & Yang, M. 2010b. The application of organic 
electrochemical transistors in cell-based biosensors. Advanced Materials, 22, 
3655–3660.

Mabe ck, J. T. & Malliaras, G. G. 2006. Chemical and biological sensors based on 
organic thin-fi lm transistors. Analytical Bioanalytical Chemistry, 384, 343–353.

Maca ya, D. J., Nikolou, M., Takamatsu, S., Mabeck, J. T., Owens, R. M. & Malliaras, 
G. G. 2007. Simple glucose sensors with micromolar sensitivity based on organic 
electrochemical transistors. Sensors and Actuators B–Chemical, 123, 374–378.

Mall iaras, G. & Friend, R. 2005. An organic electronics primer. Physics Today, 58, 
53–58.

Mall iaras, G. G., Shim, N. Y., Bernards, D. A., Macaya, D. J., Defranco, J. A., 
Nikolou, M. & Owens, R. M. 2009. All-plastic electrochemical transistor for 
glucose sensing using a ferrocene mediator. Sensors, 9, 9896–9902.

Mart in, D. C. 2007. Organic electronics: Polymers manipulate cells. Nature Materials, 
6, 626–627.

Nelson, C. M., Liu, W. F. & Chen, C. S. 2007. Methods in Molecular Biology, Berlin, 
Springer, http://www.springerprotocols.com/Abstract/doi/10.1007/
978-1-59745-353-0_1.

Niko lou, M. & Malliaras, G. G. 2008. Applications of poly(3,4-ethylenedioxythi-
ophene) doped with poly(styrene sulfonic acid) transistors in chemical and bio-
logical sensors. Chemical Record, 8, 13–22.

Nils son, D., Kugler, T., Svensson, P.-O. & Berggren, M. 2002. An all-organic sensor–
transistor based on a novel electrochemical transducer concept printed electro-
chemical sensors on paper. Sensors and Actuators B: Chemical, 86, 193–197.

Owen s, R. M. & Malliaras, G. G. 2010. Organic electronics at the interface with 
biology, MRS Bulletin, 35, 449.

Rich ter-Dahlfors, A., Svennersten, K., Larsson, K. C. & Berggren, M. 2011. Organic 
bioelectronics in nanomedicine. Biochimica et Biophysica Acta, General Subjects, 
1810, 276–285.

Riisager, A. & Hanson, B. E. 2002. CTAB mic elles and the hydroformylation of 
octene with rhodium/TPPTS catalysts: Evidence for the interaction of TPPTS 
with micelle surfaces. Journal of Molecular Catalysis A: Chemical, 189, 195–202.

Saltò, C., Saindon, E., Bolin, M., Kanci urzewska, A., Fahlman, M., Jager, E. W. H., 
Tengvall, P., Arenas, E. & Berggren, M. 2008. Control of neural stem cell adhesion 
and density by an electronic polymer surface switch. Langmuir, 24, 
14133–14138.

Shi, Y., Luo, H. Q. & Li, N. B. 2011. Deter mination of the critical premicelle concen-
tration, fi rst critical micelle concentration and second critical micelle concentra-
tion of surfactants by resonance Rayleigh scattering method without any probe. 
Spectrochimica. Acta, Part A, 78, 1403–1407.

Shirakawa, H., Louis, E. J., Macdiarmid, A.  G., Chiang, C. K. & Heeger, A. J. 1977. 
Synthesis of electrically conducting organic polymers: Halogen derivatives of 
polyacetylene, (CH). Journal of the Chemical Society, Chemical Communications, 
578–580.

Sirringhaus, H., Tessler, N. & Friend, R. H . 1998. Integrated optoelectronic devices 
based on conjugated polymers. Science, 280, 1741–1744.

�� �� �� �� �� ��



 Organic bioelectronics 617

© Woodhead Publishing Limited, 2013

Smith, M. L., Gourdon, D., Little, W. C., K ubow, K. E., Eguiluz, R. A., 
Luna-Morris, S. & Vogel, V. 2007. Force-induced unfolding of fi bronectin in the 
extracellular matrix of living cells. PLoS Biology, 5, e268.

Tang, H., Yan, F., Lin, P., Xu, J. B. & Cha n, H. L. W. 2011. Highly sensitive glucose 
biosensors based on organic electrochemical transistors using platinum gate elec-
trodes modifi ed with enzyme and nanomaterials. Advanced Functional Materials, 
21, 2264–2272.

Tarabella, G., Santato, C., Yang, S. Y., Ia nnotta, S., Malliaras, G. G. & Cicoira, F. 2010. 
Effect of the gate electrode on the response of organic electrochemical transistors. 
Applied Physics Letters, 97, 123304.

Tarabella, G., Nanda, G., Villani, M., Copp  edè, N., Mosca, R., Malliaras, G. G., 
Santato, C., Iannotta, S. & Cicoira, F. 2012. Organic electrochemical transistors 
monitoring micelle formation. Chemical Science, 3 (12), 3432–3435.

Tu, D. & Forchheimer, R. 2012. Self-oscillation in electrochemical transistors: 
An RLC modeling approach. Solid-State Electronics, 69, 7–10.

Valstar, A., Almgren, M., Brown, W. & Vasil escu, M. 1999. The interaction of bovine 
serum albumin with surfactants studied by light scattering. Langmuir, 16, 
922–927.

Wan, A. M. D., Brooks, D. J., Gumus, A., Fi schbach, C. & Malliaras, G. G. 2009. Elec-
trical control of cell density gradients on a conducting polymer surface. Chemical 
Communications, 5278–5280.

Wan, A. M. D., Schur, R. M., Ober, C. K., F ischbach, C., Gourdon, D. & 
Malliaras, G. G. 2012. Electrical control of protein conformation. Advanced Mate-
rials, 24, 2501–2505.

Wang, X., Berggren, M. & Inganaãàs, O . 2008. Dynamic control of surface energy 
and topography of microstructured conducting polymer fi lms. Langmuir, 24, 
5942–5948.

Yaghmazadeh, O., Cicoira, F., Bernards, D.,  Yang, S. Y., Bonnassieux, Y. & 
Malliaras, G. G. 2011. Optimization of organic electrochemical transistors for 
sensor applications. Journal of Polymer Science Part B: Polymer Physics, 49, 34–39.

Yang, S. Y., Defranco, J. A., Sylvester, Y.  A., Gobert, T. J., Macaya, D. J., 
Owens, R. M. & Malliaras, G. G. 2009. Integration of a surface-directed microfl u-
idic system with an organic electrochemical transistor array for multi-analyte 
biosensors. Lab Chip, 9, 704–708.

Yang, S. Y., Cicoira, F., Byrne, R., Benito  -Lopez, F., Diamond, D., Owens, R. M. & 
Malliaras, G. G. 2010. Electrochemical transistors with ionic liquids for enzymatic 
sensing. Chemical Communications, 46, 7972–7974.

Zhu, Z. T., Mabeck, J. T., Zhu, C., Cady, N . C., Batt, C. A. & Malliaras, G. G. 2004. A 
simple poly(3,4-ethylenedioxythiophene)/poly(styrene sulfonic acid) transistor 
for glucose sensing at neutral pH. Chemical Communications, 1556–1557.

�� �� �� �� �� ��



© Woodhead Publishing Limited, 2013

618

22
Organic electronic memory devices

M . C . P E T T Y, Durham University, UK

DOI: 10.1533/9780857098764.3.618

Abstract: This chapter provides a review of the different concepts that 
have been proposed for the realisation of electronic memory structures 
based on electro-active organic materials. One option is to develop the 
organic equivalents of existing (e.g. silicon-based) random access 
memory devices. Resistive memories also offer an attractive technology 
by which devices can easily be scaled. However, the operational 
principles of these deceptively simple memory elements have yet to be 
fi rmly established. A major challenge is the development of molecular-
based memories, i.e. exploiting individual molecules or small groups of 
molecules. An even more radical approach is to look beyond the von 
Neumann architecture, which forms basis of most computers, and to 
emulate the memory processes that are found in nature.

Key words: organic electronics, plastic electronics, organic memory 
devices.

22.1 Introduction

The past decade has seen an upsurge in academic and commercial interest 
in the fi eld of organic electronics (Petty, 2007; Sun and Dalton, 2008; Cuevas 
and Scheer, 2010). Devices such as organic light-emitting displays, and 
chemical and physical sensors are already in the marketplace, while others, 
including photovoltaic cells and smart cards, are developing fast. Much 
of the work concerns the replacement of silicon and other inorganic semi-
conductors, which are currently used in electronic devices, with organic 
compounds. The motivation is the reduced cost and large-area capability 
of many organic thin fi lm technologies. Tremendous progress has been 
achieved, but much more of the work demonstrated in the laboratory needs 
to be translated into reliable and reproducible products, which can be 
manufactured cheaply.

The current progress on organic transistors is particularly impressive 
(Bao and Locklin, 2007; Braga and Horowitz, 2009; Sirringhaus, 2009). 
Field-effect mobility values in the range 0.1 to 1 cm2 V−1 s−1 are routinely 
demonstrated and fi eld-effect transistors (FETs) can conveniently be fab-
ricated using cost-effective techniques such as inkjet printing. Low voltage 
operation (<10 V) is also possible with an appropriate choice of the gate 
insulator (Noh and Sirringhaus, 2009; Yun et al., 2009). Although most 
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organic FETs are based on p-type materials, n-type devices are becoming 
available, opening up the possibility of an all-organic technology equivalent 
to silicon complementary metal-oxide-semiconductor (CMOS) circuitry 
(Graz and Lacour, 2010; Baeg et al., 2011; Roelofs et al., 2011). These signal 
processing systems will not compete directly with single crystal silicon tech-
nology in terms of operation speed but are likely to form key components 
in display drivers in portable computers and pagers, and as components in 
transaction cards and radio frequency identifi cation (RFID) tags. Integra-
tion into textiles (‘smart’ clothing) is also envisaged.

For organic electronics to realise its full potential, it is essential that a 
further basic circuit element is developed – a memory cell. Although memo-
ries represent by far the largest part of conventional (silicon-based) elec-
tronic systems, work on organic memories is lagging signifi cantly behind the 
development of organic FETs. Many different concepts have been pro-
posed, but there is currently no consensus on the way forward (Claverie 
et al., 2005; Ling et al., 2008; ITRS, 2011; Heremans et al., 2011; Pershin and 
Di Ventra, 2011). Although many memories are entirely electronic in nature 
(i.e. these are both written to and read from by electrical means), some 
devices, compact discs (CDs), digital video discs (DVDs) and hard discs, 
require additional transducers (drivers) to convert optical, magnetic or 
other physical quantities to electronic signals. Proposed memories also 
exploit other physical effects in materials such as photochromism, chemical 
hole burning or molecular chirality. This review will focus on electronic 
memories because of their potential for high writing and access speeds at 
low cost.

22.2 Memory types

The essential requirement for a memory is that the individual memory ele-
ments, or bit-cells, possess at least two stable sates (or metastable states, but 
stable for a period appropriate for the data storage) and that these can be 
switched by an external stimulus (the writing process). It is also important 
that the states can be distinguished by applying a further external signal 
(the reading process). Information storage devices are commonly grouped 
into random access devices and sequential access devices. In the former, the 
storage cells are organised in an array of memory elements (an early 
example is the magnetic core memory). This architecture provides short 
access times, which are independent of the location of a particular memory 
cell. In contrast, the access time for a cell in a sequential device will depend 
on its physical location relative to the position of the read and write units. 
Such mass storage devices (a common example is the hard disc drive found 
in computer systems) are usually used as secondary memory for informa-
tion archiving and retrieval.
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22.1 Classifi cation of electronic memory devices.

Static RAM

(SRAM)

Dynamic RAM

(DRAM)

Random access

memory (RAM)

Electronic

memory

Read only

memory (ROM)

Mask ROM
Programmable

ROM/WORM

Non-volatile

EPROM EEPROM

Conventional

Non-volatile

RAM

Flash

Volatile

Memory devices are inherently volatile or non-volatile. For volatile 
devices, the information is lost if the power supply is removed. Figure 22.1 
shows how these two broad electronic memory classifi cations are further 
subdivided. In silicon technology, examples of volatile memory are the static 
random access memory (SRAM) and the dynamic random access memory 
(DRAM) (Prince, 2000). Currently, DRAM is used as the main memory in 
most computers. This technology exploits the charge stored on the plates 
of a capacitor; two different charge storage levels represent the binary 
information. A DRAM cell comprises one capacitor and a single access 
transistor (to select a particular memory element during the read and write 
operations). This memory is relatively effi cient in its use of area on a silicon 
chip. However, due to leakage of charge from the capacitor, the data stored 
in DRAM cells must periodically be refreshed. The minimum required cell 
capacitance is about 50 fF (50 × 10−15 F). This is governed by so-called soft 
errors, i.e. the effect of the Earth’s bombardment by cosmic rays, which can 
lead to charged particles affecting the memory cell (Streetman and Baner-
jee, 2000). Maintaining a capacitance of 50 fF as the cell dimensions are 
reduced from one chip generation to the next presents an enormous chal-
lenge. There is a limit to how much the gate insulator thickness can be 
reduced. Alternative approaches focus on increasing the device area (e.g. 
using trenches and multi-capacitor stacks) and exploiting high permittivity 
insulators (e.g. ferroelectrics).
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SRAM is a memory technology that uses fl ip-fl op-based logic gates. This 
memory is also volatile as the information stored (as a result of the logic 
gates being locked in a particular confi guration) will be lost if the power is 
removed. A single SRAM cell consists of two cross-coupled inverters and 
two access transistors, resulting in six transistors for each cell. Such memory 
takes up additional space on the Si wafer and is more expensive than 
DRAM. However, SRAM has faster access times than DRAM and is used 
as cache (temporary) memory to store frequently used instructions and data 
for quicker access by the system processor.

Non-volatile read only memories (ROMs) can be further divided into 
those which are only programmed once and devices that are re-program-
mable. In the case of the fi rst group, the programming of silicon-based 
memories can be achieved during chip manufacturing by appropriate 
layout of the fi nal metallisation mask (Mask ROM). This may also be 
accomplished by the user in an initial programming step in which metal 
bridges can be fused or left intact to represent the binary information (pro-
grammable ROMs or PROMs). Using organic materials, write-once/read-
many-times (WORM) memory can be realised by burning polymer ‘fuses’ 
(Möller et al., 2003). A thin conductive polymer layer, or fuse, of poly(3,4-
ethylenedioxythiphene) (PEDOT) is sandwiched between two electrodes. 
The as-deposited device shows high conductance due to the polymer, but 
when a burning-voltage pulse is applied (the write process) the PEDOT 
fuses ‘blow’ and cause the device to be in an open-circuit condition. The 
write process can be as short as microseconds, depending on the thickness 
of the PEDOT layer and the amplitude of the voltage pulse. A nanome-
chanical sequential data storage concept based on an atomic force micro-
scope (AFM) – called the ‘Millipede’ – that has potentially ultrahigh density 
has been developed by IBM (Vettiger et al., 2000; Gotsmann et al., 2010). 
Indentations, 4–8 nm, are made in a thin (100 nm) polymer layer. Demon-
strations of endurance and retention performed at a storage density of 
1 Tbit in−2 show 108 write cycles using the same tip, 103 erase cycles and 
3 × 105 read cycles of the media, and extrapolated to 10 years of retention 
at 85 °C.

Electronically programmable ROMs or EPROMs can exploit charge 
storage on a fl oating gate of a FET. In the well-established confi guration, 
shown in Fig 22.2(a), the gate electrode of a silicon metal oxide semiconduc-
tor FET (MOSFET) is replaced by a fl oating (i.e. electrically isolated) gate, 
usually made from polycrystalline silicon (polysilicon). The device is pro-
grammed by exciting electrons over the potential barrier associated with 
the silicon dioxide layer. As a result, the gate of the MOSFET becomes 
negatively charged and is no longer fl oating.

Once suffi cient charge has been built up, the transistor is turned off and 
there is no current between the drain and the source contacts. In order to 
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22.2 Schematic diagrams of electronic programmable memories. 
Top: electronic programmable memory (EPROM). Bottom: electronic 
programmable and erasable memory (EEPROM or E2PROM).

remove the charge, the electrons located on the polysilicon gate need to 
acquire large energies to pass back over the polysilicon-SiO2 barrier. This 
can be achieved by illuminating the memory device with UV light. Thus, 
the EPROM is electrically programmable and optically erasable.

If a MOSFET has both a conventional (contacted gate) and a fl oating 
gate, it has the potential for both electrical programming and erasing. The 
structure of such an EEPROM (or E2PROM) is also shown in Fig 22.2(b). 
Figure 22.3 shows the effect of the charge on the fl oating gate on the trans-
fer characteristics of the transistor. The voltage Vt represents the threshold 
voltage, or turn-on voltage, of the transistor. The drain-to-source current, 
Ids, versus gate voltage, Vg, characteristic is effectively moved along the 
voltage axis as the charge accumulates on the fl oating gate. The voltage 
shift, ΔV, is related to the stored charge, ΔQ, by

Δ Δ Δ
V

d Q Q
C

= =
ε i

 [22.1]

where d is the oxide thickness beneath the fl oating gate of the EEPROM, 
ε is its permittivity and Ci is the gate insulator capacitance per unit area.
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In a fl oating gate memory device, the charge is injected to the fl oating 
gate either by hot-carrier injection or by Fowler–Nordheim (FN) tunnelling. 
Both processes are depicted in the potential energy versus distance dia-
grams shown in Fig 22.4. The energy corresponding to the potential barrier 
that the electrons must surmount is shown as ΔE. In the hot-carrier process, 
the high longitudinal fi eld in the pinch-off region of the transistor channel 
accelerates electrons towards the drain. If the electrons acquire suffi cient 
energy from the fi eld, they become ‘hot’ and can surmount the 3.1 eV 
energy barrier (=ΔE) that exists between the conduction band of the silicon 
and the SiO2. The Fowler–Nordheim mechanism is a quantum mechanical 
tunnelling process. The application of a strong electric fi eld (in the range 
8–10 MV cm−1) across the oxide layer results in a signifi cant tunnelling 
current (current transport through rather than over the potential energy 
barrier) without destroying the dielectric properties.

Flash memory is a simple, cost-effective EEPROM architecture, in which 
the devices are re-programmed in blocks of information rather than by 
individual memory cells (the term ‘fl ash’ refers to this erase process). In 
addition, fl ash memory offers fast read access times (although not as fast 
as volatile DRAM memory) and better shock resistance than hard disk 
memories. Flash memory is categorised by two basic approaches, depend-
ent on how the individual cells are interconnected. In NOR gate fl ash, each 
cell has one end connected directly to ground, and the other end connected 
to a bitline. The memory acts in a similar fashion to a NOR logic gate. In 
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22.3 Effect of charge storage on the fl oating gate of an EEPROM. The 
charge results in a shift in the drain-to-source current versus gate 
voltage characteristics by an amount ΔV. The voltage Vt is the 
threshold voltage.
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22.4 Charging/discharging mechanisms in fl oating gate memories. 
Top: excitation of hot carriers over a potential energy barrier ΔE. 
Bottom: Fowler–Nordheim tunnelling through the barrier.

contrast, the transistors in NAND fl ash are connected in a manner that 
resembles a NAND gate, with several transistors connected in series. NOR 
fl ash is characterised by fast initial access for high read performance, while 
NAND fl ash has slow initial access and high write performance. This latter 
fl ash memory confi guration also permits a denser layout and greater storage 
capacity per chip and is the main form of universal serial bus (USB) fl ash 
devices that are used for high capacity data storage. One advantage, 
however, of the NOR approach is that the technology provides full address 
and data buses, allowing random access to any memory location. Hot-
carrier injection is usually used to write data to NOR cells whereas Fowler–
Nordheim tunnelling is used to write and erase NAND cells, and to erase 
NOR cells.

Multilevel fl ash technology allows more than one bit to be stored per 
memory cell. For example, rather than a ‘0’ and a ‘1’ being associated with 
the bit states, values may be interpreted as four distinct combinations, 00, 
01, 10 and 11 (in this particular case, providing two bits of information). 
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However, in these devices, it is necessary be be able to distinguish between 
multiple charge levels on the fl oating gate.

Key factors for any electronic memory technology are: the operating 
voltage; the time for changing the memory state; the read time; the reten-
tion time of the state; the amount of energy to change the state; and the 
number of memory cycles. At present (2013), Moore’s Law continues to 
drive transistor-based memory scaling but the complexity will increase. 
Transistor technology based around a 22 nm process (the 22 nm node) was 
introduced by semiconductor companies in 2011. The potential for scaling 
the technology for multiple generations beyond this is therefore important. 
Current memory technologies, such as DRAM, SRAM and NAND fl ash, 
are approaching very diffi cult issues related to their continued scaling. 
Flash scaling is easier due to its relatively simple structure. However, 
scaling will eventually become diffi cult due to the high electric fi elds 
required for the programming and erase operations, and the stringent 
requirements for long-term charge storage. These demands are imposing 
fundamental scaling limitations on the memory cell operating voltages 
and on the physical thickness of the tunnelling dielectric. Overcoming such 
restrictions will require innovations in cell structure and device materials. 
A future scenario can be envisaged where logic is implemented using 
MOSFET technology (or by using polymer FETs, in the case of plastic 
electronics) and the memory is added to the system using a different 
technology.

Research over the past decade has led to the discovery of several new 
memory technologies. The International Technology Roadmap for Semi-
conductors has identifi ed six promising candidates (ITRS, 2011): ferroelec-
tric memory (including ferroelectric FET and ferroelectric polarisation 
ReRAM), nanoelectromechanical memory, nanoionic or redox memory, 
Mott memory, macromolecular memory (polymer or organic resistive 
memory) and molecular memory. Some of the technologies are interrelated. 
Many of these devices can be classifi ed as non-volatile RAM rather than 
re-programmable ROM. The distinction is blurred, but is generally based 
on write-times, which are in the nanosecond to microsecond range for the 
non-volatile RAMs and of the order of seconds for the re-programmable 
ROM. Non-volatile RAM represents the ideal memory. The following sec-
tions focus of some of these ideas, in as far as these have been developed 
using organic materials.

22.3 Resistive memory

Resistive memory devices rely on an appropriate physical mechanism to 
switch the resistance of a material between high resistance and low resist-
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ance states (Cho et al., 2001a; Lee and Chen, 2012; Strukov and Kohlstedt, 
2012). The absolute value of the ON/OFF ratio need not be that high – it 
has been suggested that a factor of 10 or more is suffi cient (Scott and 
Bozano, 2007) – so long as the distributions of the ON/OFF values over a 
large number of memory cells is narrow. The intense activity in such tech-
nologies is motivated by their very simple structure and ability for scaling 
to small dimensions. There is also the possibility that the devices can be 
stacked in multiple levels in 3-D.

Organic resistive memory structures are generally formed by interposing 
thin layers of organic molecules between two electrodes, as shown in Fig 
22.5. The cross-point (or crossed-bar) architecture permits the closest 
packing of bit-cells, with each occupying an area of 4F 2, where F is the 
minimum feature size (the line-width and spacing of the electrodes). A 
variation uses the tip of a scanning probe microscope instead of a (ther-
mally evaporated) metallic top electrode, leading to ultrahigh data storage 
density.

A very wide range of organic materials that exhibit resistive switching 
has been reported. At least six different types of switching characteristics 
have been identifi ed, according to the nature of the current, I, versus voltage, 
V, behaviour (Scott and Bozano, 2007). These are illustrated in Fig 22.6. 
Figure 22.6(a) shows relatively symmetric hysteresis; there is no sharp 
threshold voltage, or stable states, which might be used as the basis for a 
memory device. In contrast, the I-V characteristics in Fig. 22.6(b) reveal a 
sharp increase in current at a particular positive applied voltage; the device 
can then be turned off by reversing the polarity of the bias. Similar behav-
iour is observed in the characteristics of Fig. 22.6(c); however, the device 
turns off as the positive voltage is reduced and before zero bias is reached. 
The I-V curves in Fig. 22.6(d) show a similar sharp turn on at a positive 

Metal electrodes
Organic

molecules

Substrate

22.5 Crossed-point architecture in which organic molecules are 
sandwiched between metallic electrodes.
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22.6 Current, I, versus voltage, V, behaviour reported in resistive 
switching/memory devices. Scott and Bozano (2007).

voltage, but the device does not turn off again. This type of characteristic 
is typical of a WORM memory. A negative differential resistance region 
(NDR) is noted in the characteristics shown in Figs. 22.6(e) and (f). Here, 
as the voltage is increased, the current decreases.

Over the past 40–50 years, there have been many reports of switching 
and memory effects in thin fi lms. The fi lm thicknesses are generally less than 
1 μm and the phenomena are observed in different types of material (inor-
ganic compounds, such as silicon dioxide and metal oxides, and organic 
compounds, such as polymers and charge-transfer complexes). Further-
more, the thin fi lms have been formed using a variety of techniques (e.g. 
spin-coating, thermal evaporation). The only experimental parameter that 
is common to all the structures studied is the presence of metallic electrodes 
(e.g. Al) below and on top of the thin fi lm. Reviews of the switching types 
of various organic devices sandwiched between metallic electrodes have 
been given by Scott and Bozano (2007) and Cho et al. (2011a). It is impor-
tant to note that researchers undertake their experiments in different 
ways, e.g. different voltage ranges and/or different measurement protocols. 
Therefore, it is often diffi cult to compare directly the data reported by 
individual groups.

Figure 22.7(a) shows the chemical structure of an organic material – 
7-{4-[5-4-tert-butylphenyl-1,3,4-oxadiazol-2-yl]phenyl}-9,9-dihexyl-N,N-
diphenyl-fl uoren-2-amine – that has been used in an organic resistive 
memory (Dimitrakis et al., 2008). The device was formed by sandwiching a 
thin fi lm (approximately 50 nm in thickness and formed by spin-coating) of 
this compound between aluminium electrodes. The current versus voltage 
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22.7 (a) Polyfl uorene derivative used in resistive memory device. 
(b) Current versus voltage characteristics of resistive memory device 
based on polyfl uorene molecule shown in (a). After Dimitrakis et al. 
(2008). Reprinted with permission from Dimitrakis, Normand, 
Tsoukalas, Pearson, Ahn, Mabrook, Zeze, Petty, Kamtekar, Wang, 
Bryce and Green, Journal of Applied Physics, Vol. 104, Article Number 
044510 (2008). Copyright (2008), American Institute of Physics.

behaviour, shown in Fig 22.7(b), is reasonably symmetric to the polarity of 
the applied voltage and exhibits both NDR and memory effects, i.e. the 
features shown by the I-V characteristics of Fig. 22.6(e). The data are very 
similar to those reported by many others for different organic thin fi lms 
(e.g. Bozano et al., 2004; Tseng et al., 2005; Chen and Ma, 2006; Lauters 
et al., 2006; Simon et al., 2006). For the device shown in Fig. 22.7(b), the ON 
state is obtained by applying a voltage close to the current maximum (just 
before the NDR region ∼4.5 V) and reducing it to zero. In contrast, switch-
ing from the high conductivity ON state to the OFF state is accomplished 
by selecting a voltage corresponding to the current minimum in the nega-
tive differential resistance region (∼8 V) and reducing this rapidly to zero 
(erase). The state of the device (ON or OFF) is determined by measuring 
the current at a voltage of 1 V (read).
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There is currently no agreement on how resistive thin fi lm memories, such 
as those described above, operate. The explanations fall into two distinct 
categories: (i) the injection and storage of charge in the thin fi lm; and (ii) 
metallic fi lament formation. Certain devices exploit the coupling of elec-
tronic and ionic dopant transport (Ng et al., 2011a). A device ‘formation’ 
step is often required before switching effects are observed, but details of 
the process are sometimes sketchy. There is some confusion in the literature 
between the electrical behaviour of the unformed (virgin) device and that 
of the ON and OFF states. Three different states for resistive memory 
devices are often reported, each exhibiting different current versus voltage 
behaviour: unformed; formed ON state; and formed OFF state (Cölle et al., 
2006; Verbakel et al, 2007; Dimitrakis et al., 2008).

Very similar electrical data to those shown in Fig. 22.7(b) were reported 
by Simmons and Verderber (1967). These authors used thin (20–300 nm) 
fi lms of silicon oxide sandwiched between aluminium and gold electrodes. 
The forming process (described in detail by the authors) involved the appli-
cation of a positive voltage to the gold electrode. This was thought to result 
in Au ions being injected into the insulating fi lm. However, subsequent 
experiments by Dearnaley et al. (1970a) contradicted this idea. A theory 
was developed in terms of the growth and thermal rupture of many con-
ducting fi laments through the insulating layer. Other mechanisms were 
proposed by the same authors to explain the forming process (Dearnaley 
et al., 1970b). Direct observation of silver fi laments in Ag/polymer/highly-
doped Si devices by electron microscopy and energy dispersive X-ray spec-
troscopy has been reported by Cho et al. (2011b). Furthermore, conductivity 
images of the high and low conductive states were observed using AFM. In 
the work of Cölle et al. (2006) and Verbakel et al., (2007), it is argued that 
the device formation results from a ‘soft’ breakdown in the underlying 
aluminium oxide layer. The role of the organic fi lm in the subsequent 
switching is only as a limiting series resistance. Rozenberg et al. (2004) have 
suggested a phenomenological model based on the assumption that the 
semiconducting part of the memory device possesses a non-percolating 
domain structure; in particular, regions adjacent to the electrodes together 
with a central domain. The electrical behaviour is then characterised by 
domain-domain and domain-electrode tunnelling.

Many of the recipes for switching are based on the incorporation of 
metallic nanoparticles within an organic thin fi lm (Bozano et al., 2004; Yang 
et al., 2006). The presence of the nanoparticles is thought to infl uence the 
transfer of charge (e.g. by a trapping/hopping process). It is now clear that 
the intentional addition of such nanoparticles is not necessary to observe 
memory effects, although these may improve the switching performance 
(Mahapatro et al., 2004; Chen and Ma, 2006; Pearson et al., 2007; Scott and 
Bozano, 2007; Dimitrakis et al., 2008). Bistable devices that do not include 
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Wordlines

Bitlines

22.8 Incorporation of two-terminal resistive memory elements in 
an array.

nanoparticles are preferable as their presence will restrict the device 
scaling, i.e. when the cell dimensions become comparable to those of the 
nanoparticles.

Figure 22.8 shows how the two-terminal resistive elements can be incor-
porated into a two-dimensional array (random access memory). The terms 
bitline and wordline refer to the column and row organisation, respectively, 
of the memory. There is one memory cell at the intersection of the wordline 
and the bitline. The most common way to read the resistive elements is to 
apply a voltage to the selected wordline and to couple a sense amplifi er to 
each bitline, as shown in Fig 22.9(a). The voltage increase at each sense 
amplifi er depends on the resistance of the element and the (parasitic) 
capacitance at the input. Thus, the time taken for the voltage signal to rise 
above a threshold level is directly proportional to the resistance. Unfortu-
nately, the cross-point architecture will have many parallel paths connecting 
each wordline to each bitline; only one of these passes directly through the 
addressed node. These additional currents can easily overwhelm the desired 
signal (Scott and Bozano, 2007). However, if the nodes are rectifying, for 
example, by the addition of a diode to each resistive memory element, the 
excess current can be minimised. Figure 22.9(b) illustrates this effect: one 
of the additional diodes (top left in the fi gure) will be reverse biased, 
thereby reducing signifi cantly the current fl owing though the unwanted 
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path. It is envisaged that high rectifi cation ratios (approaching 108 for a 10 
Megabyte memory) will be needed for practical devices (Scott and Bozano, 
2007).

A three-dimensional 8 × 8 crossed-bar array of polymer resistive devices 
based on a composite of polyimide and 6-phenyl-C61 butyric acid methyl 
ester has been reported by Song et al. (2010). The particular architecture 
that was fabricated possessed three active layers, providing a total of 
64 × 3 = 192 memory cells. The memory assembly exhibited a high device 
yield: specifi cally, 56 cells out of 64 were working in the fi rst and second 
active layers while 48 cells were operative as memory devices in the third 
layer. The overall yield – 160/192 or 83.3% – suggests that such a three-
dimensional array may provide a viable technology for the high-density 
integration of organic memory cells.

Sense

amplifier

Sense

amplifier

(a)

(b)

Vread

Vread

22.9 Reading state of resistive memory element in an array: (a) basic 
array and (b) resistive memory elements with rectifi cation properties. 
Scott and Bozano (2007).
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22.4 Organic fl ash memory

As noted in Section 22.2, charge storage is the basis of the operation of fl ash 
memory. A fl ash device is similar in structure to a MOSFET, except that it 
has two gate electrodes, one above the other. The top electrode forms the 
control gate, below which a fl oating gate is capacitatively coupled to the 
control gate and the underlying silicon. The memory cell operation involves 
putting charge on the fl oating gate or removing it, corresponding to two 
logic levels. Nanofl ash devices utilise single or multiple nanoparticles as the 
charge storage elements. These are usually embedded in the gate oxide of 
an FET and located in close proximity to the transistor channel. Figure 
22.10(a) depicts a simple version of this device – a metal/insulator/semicon-
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22.10 Metal-insulator-semiconductor (MIS) structure incorporating 
nanoparticles for charge storage. (a) Schematic diagram of MIS 
device. (b) Potential energy diagram of structure. Lee et al. (2005).
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ductor or MIS structure; the potential energy variation (for either electrons 
or holes) across the structure is given in Fig 22.10(b) (Lee et al., 2005). A 
very thin (<3 nm) barrier between the substrate and the nanoparticles 
allows charge to move between the substrate and the nanoparticles by the 
process of quantum mechanical tunnelling. This charge is stored on the 
nanoparticles, resulting in a shift in the capacitance versus voltage charac-
teristics of the MIS device (Paul et al., 2003). The charge retention time is 
key to the successful development of any fl ash memory. This is dependent 
on the leakage current that can fl ow through the gate insulator. These cur-
rents must be less than 10−22 A if a device is to lose less than 50% of its 
charge over a 10-year period.

Figure 22.11 provides details of a hybrid silicon/organic MISFET device 
incorporating a self-assembled layer of gold nanoparticles (Kolliopoulou et 
al., 2004): Figure 22.11(a) shows a schematic diagram of the self-assembled 
layer while Fig 22.11(b) reveals a photograph of the fi nal device. In the 
self-assembly process, an oxidised silicon surface is fi rst functionalised with 
a long chain amine derivative. This surface is exposed to a solution of car-
boxylic acid-derivatised gold nanoparticles (Au-NPs), which will assemble 
onto the positively charged amine surface at an appropriate solution pH. 
Langmuir–Blodgett layers of cadmium arachidate (Petty, 1996) are then 
used to provide the gate insulator. Testing the memory characteristics of 
the devices consists of applying positive or negative voltage pulses succes-
sively to the gate of a previously unstressed device, and keeping the source 
and drain electrodes grounded (i.e. at 0 V). The voltage pulse height is 
progressively increased while the pulse duration is kept constant. The 
injected (rejected) charges into (out of) the gold nanoparticles causes a 
shift of the transistor threshold voltage, Vt (Fig. 22.3) to higher or lower 
voltages.

The high Vt state is usually called the ‘write’ state while the low Vt is the 
‘read’ state (Fig. 22.3). The fi nal device exhibits a clear memory ‘window’ 
in Fig 22.12, which is a plot of the threshold voltage shift ΔVt as a function 
of the write/erase (programming) voltage, VW/E. Since no device hysteresis 
was observed for a gate–voltage cycle for samples without the Au nanopar-
ticles, it was concluded that these were responsible for the charge storage 
effects. The application of positive pulses to the gate lowers the threshold 
voltage of an unstressed device, indicating that electrons are extracted from 
the nanoparticles to the gate. Negative pulses increase Vt due to electron 
injection from the gate metal onto the gold nanoparticles. This mechanism 
reveals that the transistor channel does not contribute to the charge 
exchange and hence cannot affect the memory properties of the hybrid 
device. Although the SiO2 layer used in the work was relatively thin (5 nm), 
the distance between the surface of the underlying silicon and the gold 
particles is effectively increased to over 10 nm because of the presence of 
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22.11 (a) Self-assembly of gold nanoparticles onto functionalised 
silicon oxide surface. (b) Optical micrograph of transistor device 
incorporating the nanoparticles, where S = source, D = drain and 
G = gate. Reproduced from Microelectronic Engineering, 73–74 (2004) 
725–729, Kolliopoulou et al. (2004), with permission from Elsevier.

the amine functionalising layer and the organic capping layer associated 
with the Au nanoparticles. This prevents easy charge transfer via tunnelling 
from the semiconductor (channel) to the Au.

The above work has been extended to other insulators, in particular 
poly(methyl methacrylate) (PMMA), which can be deposited conveniently 
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by spin-coating (Mabrook et al., 2008). Different charge storage elements 
have also been studied, including metallic nanoparticles, C60 and single wall 
carbon nanotubes (Mabrook et al., 2009a). MIS devices based on PMMA/
Au-NPs/pentacene were shown to exhibit behaviour indicating that charg-
ing and discharging of the nanoparticle layer takes place via the organic 
semiconductor surface, rather than through the gate insulator (observed in 
other MIS-based organic memories) (Mabrook et al., 2009b).

An ‘all-organic’ memory FET based on pentacene/Au-NP/PMMA has 
also been developed (Mabrook et al., 2009c). The device architecture is 
depicted in Fig 22.13. The dependence of the drain-to-source current Ids on 
the drain-source voltage Vds (transistor output characteristics) is shown for 
the memory device and also for control device (i.e. with no Au-NPs) in Fig 
22.14. In each measurement, both forward and reverse voltage scans are 
shown. Whereas both the Au-NP and control devices exhibit typical transis-
tor behaviour, the addition of the nanoparticles produces a distinct hyster-
esis in the output characteristics. This is attributed to the charging and 
discharging of the Au-NPs with the applied voltage. Figure 22.15 shows the 
effect of programming pulses on the value of Ids when a voltage was applied 
to the gate electrode. The write state of the memory was achieved by the 
application of a pulse of −30 V for 1 s while, for the erase state, a voltage 
pulse of 30 V was used for the same period of time. With a gate voltage 
of 10 V, it was possible to distinguish whether the device was in the write 
or erase state from the value of the drain-to-source current, evident from 
Fig. 22.15.
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22.12 Memory ‘window’ for hybrid organic-Si fl ash memory device. 
Reproduced from Microelectronic Engineering, 73–74 (2004) 725–729, 
Kolliopoulou et al. (2004), with permission from Elsevier.
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22.13 Schematic diagram of pentacene organic fl ash memory 
transistor. Mabrook et al. (2009b).
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22.14 Transistor output characteristics for pentacene memory 
transistor. Data are shown for devices with and without gold 
nanoparticles. After Mabrook et al. (2009c). Reprinted with permission 
from Mabrook, Yun, Pearson, Zeze and Petty, Applied Physics Letters, 
Vol. 94, Article number 173302 (2009). Copyright (2009), American 
Institute of Physics.

Pentacene memory transistor arrays (26 × 26 memory elements) on 
plastic substrates and operating at relatively low voltages and have been 
achieved using thermally evaporated aluminium as the fl oating gate and a 
2 nm thick alkyl-phosphonic acid-based self-assembled monolayer as the 
dielectric (Sekitani et al., 2009). The small thickness of the dielectric allows 
very small programming and erase voltages (≤6 V) to produce a large, non-
volatile, reversible threshold–voltage shift. Furthermore, the transistors 
endured more than 1000 program and erase cycles. Other notable achieve-
ments in this category of organic fl ash memory include the development of 
solution processing in order to build up memory devices on fl exible sup-
ports (Kim and Lee, 2010; Leong et al., 2011a, b). The challenge now is to 
exploit manufacturing routes such as inkjet printing, screen printing and 
spray coating to achieve low-cost memories compatible with fl exible 
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substrates, which can be integrated into devices such as display drivers, 
RFID tags and electronic paper (e-paper) (Leong et al., 2011a).

22.5 Ferroelectric random access memory (RAM)

Longer retention times in capacitative DRAM-type memory cells can be 
achieved if the dielectric layer has ferroelectric properties. Reviews of fer-
roelectric memories have been given by Ling et al. (2008) and Heremans et 
al. (2011). A ferroelectric material is one that has an in-built electric polari-
sation; furthermore, this can be reversed by an applied electric fi eld. One 
important organic material that exhibits such behaviour is poly(vinylidene 
difl uoride) (PVDF). This polymer, the chemical structure of which is shown 
in Fig 22.16(a), consists of the mer unit CH2CF2 and has at least four dif-
ferent crystalline phases. Two of these, the α-phase and the β-phase, are 
shown in Fig 22.16(b) and (c), respectively. The crystalline structures are 
both based on the orthorhombic unit cell; the fi gures give the projection of 
the carbon atoms (small open circles) and fl uorine atoms (large fi lled 
circles) on the ab planes of the unit cells. The α-phase is the most common 
structure and the other forms can be obtained from this parent phase by 
applications of mechanical stress, heat and electric fi eld. The polymer chain 
in the α-phase results in the dipole moments associated with the carbon–
fl uorine bonds arranged in opposite directions, so that there is no net 
polarisation within the crystal.
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22.15 Effect of applying write and erase pulses to pentacene organic 
memory transistor. After Mabrook et al. (2009c). Reprinted with 
permission from Mabrook, Yun, Pearson, Zeze and Petty, Applied 
Physics Letters, Vol. 94, Article number 173302 (2009). Copyright 
(2009), American Institute of Physics.
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22.16 Structural forms of poly(vinylidene difl uoride), PVDF. (a) Section 
of (CH2CF2)n chain; (b) α-phase; (c) β-phase. The projections of the C 
atoms (open circles) and F atoms (large full circles) on to the ab 
planes are shown. The H atoms have been omitted for clarity.

When the α-phase of PVDF is mechanically deformed by stretching or 
rolling at temperatures below 100 °C, the β-phase of PVDF is formed. The 
unit cell of this structure, Fig. 22.16(c), has a net dipole moment (normal to 
the chain direction). However, because of the random orientation of the 
crystallites, there is no net polarisation in the material. The application of 
a strong electric fi eld, a process called poling, is needed to confer the PVDF 
with an overall dipole moment. Furthermore, the material can be taken 
though a hysteresis loop, shown in Figure 22.17 in the form of a plot of the 
polarisation as a function of the applied electric fi eld. The applied fi eld 
required to reduce the polarisation to zero, Ec, is called the coercive fi eld 
while the polarisation retained by the material with no applied fi eld, Pr, is 
the remanent or residual polarisation.

Co-polymers of PVDF with trifl uoroethylene (TrFE) and tetrafl uoroeth-
ylene (TFE) have also been shown to exhibit strong ferroelectric effects. 
These can possess a large spontaneous polarisation of about 0.1 C m−2, 
excellent polarisation stability, high resistivity (low leakage) of up to 
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1012 Ω cm and switching times as short as 0.1 μs (Ling et al., 2008). An 
attractive morphological feature of the co-monomers is that they force the 
polymer into an all-trans confi guration that has a polar crystalline phase. 
This eliminates the need for mechanical stretching to yield a polar phase. 
Poly(VDF-TrFE) crystallises to a much greater extent than PVDF (up to 
90% crystalline), resulting in a higher Pr, a lower Er and a much sharper 
hysteresis loop.

Writing a ‘1’ or a ‘0’ to the ferroelectric memory element requires the 
application of a high voltage across the ferroelectric capacitor. Depending 
on the polarity of the voltage, this polarises the capacitor in one particular 
state. To read the cell, a further voltage is applied. If the polarity of this 
voltage matches the polarisation direction in the ferroelectric material, 
nothing happens. However, in the case that the applied voltage polarity 
opposes the dipole direction, the ferroelectric will be re-polarised and 
charge will fl ow to the sensing circuit. The reading process – destructive 
readout – results in the loss of data, which must be rewritten. Complex 
addressing circuitry is therefore needed.

A signifi cant problem in the reliability of ferroelectric memories is that 
of fatigue. This is the tendency of the polarisation to decrease as a result 
of repeated switching. This phenomenon can have a number of physical 
origins including the pinning of ferroelectric domain walls as a result of the 
migration and trapping of free electron carriers, the inhibition of opposite 
domain wall nucleation by charge injection and the formation of a passive 
surface layer that reduces the electric fi eld in the ferroelectric fi lm. The 
relatively large number of programming cycles required for writing data to 
and reading data from ferroelectric capacitative memories (see above) 
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22.17 Typical polarisation versus electric fi eld hysteresis loop for 
poly(vinylidene difl uoride), PVDF. Pr = remanent polarisation; Ec = 
coercive force.
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exacerbates the fatigue problem. A further issue of exploiting ferroelectric 
memories relates to scaling; a reduction in the capacitor size will reduce the 
average current during a switching event.

A number of the problems outlined above may be circumvented by 
combining a ferroelectric polymer with a transistor – to form a ferroelectric 
FET or FeFET (Ng et al., 2009, 2011b; Heremans et al., 2011). The different 
polarisation states of the ferroelectric gate insulator lead to different values 
of the drain-to-source current of the transistor. Reading the memory state 
is therefore a non-destructive process, so the device lifetime is determined 
only by the number of times that the memory is written.

Thin Film Electronics ASA together with PARC, a Xerox company, 
recently announced they have produced a working prototype of a printed 
non-volatile ferroelectric memory device addressed with complementary 
organic circuits, the organic equivalent of CMOS circuitry (Thin Film, 2012). 
A photograph of the device is shown in Fig 22.18. The memory has a reten-
tion time greater than 10 years, an endurance of more than 109 cycles with 
a read/write time of microseconds. The device operates over the tempera-
ture range −20 °C to 60 °C. The inkjet-printed decoder array has approxi-
mately 200 transistors, with a smallest printed feature size of 35 microns. 
The building blocks include NAND, OR and transmission gates. The circuit 
uses complementary printed thin fi lm transistor logic (with p- and n-type 
devices, both with charge carrier mobilities of approximately 0.15 cm2 V−1 s−1).

22.6 Molecular memories

There are many proposals to develop memories that exploit changes in 
individual molecules or groups of molecules. Bistable rotaxane molecules 

22.18 Photograph of Thin Film/PARC plastic memory and organic 
interface circuitry. Kindly provided by Dr Janos Verez, PARC Inc.
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22.19 Bistable rotaxane structure. The ‘ring’ component of the 
molecule can move between the hydrophobic sulphur-rich region 
shown centrally and the hydrophilic ‘stopper’ region on the far right 
of the molecule (Chen et al., 2003).

have been used in a number of these studies; an example is shown in Fig 
22.19 (Chen et al., 2003; Flood et al., 2004). This molecule is amphiphilic and 
the ring component can move between the polar (right-hand side of the 
molecule) and nonpolar (central sulphur-rich group) regions of the main 
part of the molecule. The molecules can be assembled on an electrode using 
the Langmuir–Blodgett approach and a top electrode then deposited to 
form a cross-bar structure. If the molecules are deposited onto non-metallic 
substrates (e.g. Si or carbon nanotubes), the absence of switching using 
‘control’ compounds suggests that the rotaxane molecule itself is responsi-
ble for the bistability (Diehl et al., 2003). A 160 000 bit molecular electronic 
memory circuit, fabricated at a density of 1011 bits cm−2 has been fabricated 
from such bistable rotaxanes (Green et al., 2007). Although the circuit pos-
sesses a large number of defects, these could be readily identifi ed through 
electronic testing, and isolated using software coding. The working bits were 
then confi gured to form a fully functional random access memory.

Memory devices can also exploit the movement of atoms. For example, 
it has been proposed to fabricate a high density memory using the electro-
static attraction between suspended, crossed carbon nanotubes (Rueckes 
et al., 2000). A further device, based on silver sulphide (Ag2S), works by 
controlling the formation and annihilation of an atomic bridge at the cross-
ing point between two electrodes (Ruitenbeek, 2005; Terabe et al., 2005). 
Figure 22.20 shows a schematic diagram of one such memory cell. A 1 nm 
thick silver layer deposited on top of the Ag2S layer disappears into the 
sulphide layer when a current fl ows from the platinum electrode to the 
silver electrode, Fig 22.20(a). This results in loss of contact between the two 
electrodes and initialises the device. A bridge of silver atoms is locally 
formed by applying a voltage of the opposite sign, re-establishing contact 
between the silver sulphide and the platinum, Fig 22.20(b). The conductance 
through the device can be as small as one quantum unit of conductance, 
suggesting that the silver bridge can touch the platinum electrode with just 
one atom. Although this structure is not strictly a molecular electronic 
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Insulator

+V
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(b)

Pt

Insulator

22.20 A rewritable memory bit based on the properties of a silver 
sulphide mixed ionic conductor. (a) A 1 nm thick silver layer deposited 
on top of the Ag2S layer is incorporated into the sulphide layer when 
the Pt electrode is positively biased. (b) A bridge of Ag atoms is 
formed locally when the Pt electrode is negatively biased. (Ruitenbeek, 
2005). Reprinted by permission from Macmillan Publishers Ltd: 
Ruitenbeek J V (2005), Nature, 433, 21–22.

device as it is based on inorganic compounds, the principle of operation 
may have wider applicability.

Spintronics (an acronym for SPIN TRansport electrONICS) exploits the 
spin of an electron to process and store digital information (Rocha et al., 
2005; Wolf et al., 2006, 2010); the subject is also called magnetoelectronics. 
The simplest method of generating a spin polarised current is to inject the 
current through a ferromagnetic material. Much of the interest in the area 
started with the company IBM exploiting magnetically-induced resistance 
or magnetoresistance in the early 1990s. Magnetic random access memory 
(MRAM) is the fi rst mainstream spintronic non-volatile RAM. The most 
successful device to date is the spin valve. This uses a layered structure of 
thin fi lms of magnetic materials, which changes electrical resistance depend-
ing on applied magnetic fi eld direction. When the magnetisation vectors of 
the ferromagnetic layers are aligned, then a relatively high current will fl ow, 
whereas if the magnetisation vectors are antiparallel then the resistance of 
the system is much higher. The magnitude of the change ((antiparallel 
resistance − parallel resistance) / parallel resistance) is called the giant 
magnetoresistance (GMR) ratio. Devices have been demonstrated with 
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Reduced
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22.21 Schematic diagram of a magnetic tunnel junction. (a) The fi xed 
ferromagnetic layer polarises the spins of current-carrying electrons, 
which cross the barrier to the second layer by quantum mechanical 
tunnelling when the magnetism of both layers is aligned. (b) When 
the direction of magnetism in the second layer is reversed, the 
tunnelling is reduced.

GMR ratios as high as 200%, with typical values greater than 10%. This is 
a vast improvement over the anisotropic magnetoresistance effect in single 
layer materials which is usually less than 3%.

Figure 22.21 shows a schematic diagram for a non-volatile memory device 
based on a magnetic tunnel junction. This has been developed by IBM and 
other companies and exploits a spin-dependent tunnelling phenomenon. 
The devices have two ferromagnetic layers separated by a thin insulating 
barrier. The fi rst layer polarises the spins of current-carrying electrons, 
which cross the barrier to the second layer by quantum mechanical tunnel-
ling when both layers are magnetically aligned. When the magnetism of the 
second layer is reversed, the tunnelling is reduced. The magnitude of the 
current in the memory cell can be used to indicate a ‘0’ or a ‘1’.

A MRAM chip product prototype was announced in 2003 and the fi rst 
ever MRAM commercial products were launched in 2006 (Wolf et al., 2010). 
Such devices possessed read and write speeds of tens of nanoseconds. Early 
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devices were based on 180 nm technology. A number of developments 
suggest that scaling below 60 nm should be possible.

The most notable is the discovery of the spin-momentum-transfer effect 
(Wolf et al., 2010). This exploits the net angular momentum that is carried 
by a spin-polarised current and the transfer of this momentum to the mag-
netisation of the second layer. It offers the potential of orders of magnitude 
lower switching currents and therefore a much lower energy for writing. 
The spin-momentum-transfer effect becomes important when the minimum 
dimension of the memory cell is less than 100 nm and becomes more effi -
cient as the cell size is reduced (the opposite to what occurs with the use 
of conventional magnetic fi eld switching). The related memory technology 
is called spin transfer torque random access memory, or STT-RAM.

MRAM has similar performance to SRAM, similar density of DRAM 
but much lower power consumption than DRAM, and is signifi cantly faster 
and suffers no degradation over time in comparison to fl ash memory. It is 
this combination of features that some suggest make it the ‘universal 
memory,’ able to replace SRAM, DRAM, EEPROM and fl ash. However, 
to date, MRAM has not been widely adopted in the market. This may 
simply be related to the reluctance of companies to invest enormous amount 
of money in new technologies at the present time.

There are also many proposals for a transistor that works by switching 
electrons between spin states. In one option, a gate controls whether most 
of the electrons have the same spin state. It is also possible to exploit mag-
netic domain wall motion to form computational logic elements. For this 
case, information is stored through the presence or absence of a domain 
wall in a linear array of domain walls in a magnetic thin fi lm loop confi ned 
to a channel in a silicon chip. Such a memory might eventually provide a 
solid-state replacement for the magnetic hard drive used in computers.

Although most of the materials developed for spintronic devices are 
inorganic, a case has been made for exploiting organic compounds (Rocha 
et al., 2005). This is based on the weak spin-orbit and hyperfi ne interactions 
in organic molecules, which leads to the possibility of preserving spin-
coherence over times and distances much longer than in conventional 
metals or semiconductors (Dediu et al., 2009). Although reports on 
all-organic spintronic devices have yet to appear, spin-valves using a tris-
(8-hydroxyquiniline) aluminium (Alq3) layer sandwiched between ferro-
magnetic electrodes have been shown to possess a GMR value of about 5% 
at low temperatures (Wang et al., 2005).

22.7 Future trends

The rationale for developing organic memory devices is that if plastic elec-
tronics is to become a fully integrated and signifi cant technology, then some 
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memory capability is essential. Although memories represent the largest 
part of silicon-based electronic systems, work on organic memories is 
lagging behind the development of FETs. Clearly, options for organic 
memory are to develop the organic equivalents of silicon DRAM, SRAM 
and fl ash, i.e. based around organic transistors. Some success in this direc-
tion has already been achieved, with the demonstration of arrays of penta-
cene-based memory architectures (Sekitani et al., 2009). As organic 
electronics is not likely to compete directly, in terms of operational speed 
and device density, with inorganic-based technologies, the specifi cations for 
the memory elements can, to some extent, be relaxed. However, the devices 
must be robust and operate for a useful number of read and write cycles 
(>1012 cycles, with a lifetime of >10 years). The polymer ferroelectric memory 
developed by the Thin Film Company (Thin Film, 2012) is very attractive. 
Such devices should be inexpensive and ideal for use in standalone con-
sumer applications, including personalised toys and online-enabled games. 
These can also be integrated with logic elements, sensors, batteries, and 
displays for mass market applications such as all-printed RFID tags. There 
are other simple concepts for memory devices, such as those based on resis-
tive switching. The Hewlett-Packard Co. has recently announced its inten-
tion to market a two-terminal resistive memory device – probably based on 
a metal oxide – in 2013 (EE Times, 2011). However, research on organic 
compounds has quite a long way to go – in terms of understanding the 
physics behind the device operation and developing arrays of reproducible 
memory cells that can be addressed in cross-bar architectures – before the 
technology can fi nd its way into the marketplace. Magnetic random access 
memories based around spintronics seem poised to provide a ‘universal’ 
memory, although the technology has yet to be demonstrated adequately 
with organic compounds. Table 22.1 compares the important memory 
parameters (Heremans et al., 2011) that have been achieved to date with 
organic memory arrays, based on fl ash technology, resistive switching and 
ferroelectric polymers.

A major challenge is the realisation of molecular-based memories, i.e. 
exploiting individual molecules or small groups of molecules. Current 
memory technologies, such as DRAM, SRAM, and NAND Flash, are 
approaching very diffi cult issues related their continued scaling to and 
beyond the 16 nm generation. The availability of memory elements on the 
molecular scale would revolutionise not only organic electronics but solve 
a potential ‘bottleneck’ Moore’s Law scaling issue for inorganic-based 
technologies.

But, maybe even more radical approaches to the organic memory problem 
are needed? Most of organic electronics technology is focused on emulating 
the operation of existing silicon and gallium arsenide electronic devices 
using organic materials, such as polymers. These organic FETs and memory 
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structures can then be utilised in a conventional computer, which exploits 
the stored-program concept designed by John Von Neumann. The von 
Neumann architecture is the basis for most modern computers. This uses a 
single storage structure to hold both the set of instructions on how to 
perform the computation and the data required or generated by the com-
putation. Such machines are also known as stored-program computers; a 
schematic diagram is given in Fig 22.22. The separation of storage from the 
processing unit is implicit in this model. In it, programs and data are stored 
in a slow-to-access storage medium (such as a hard disk) and work on these 
is undertaken in a fast-access, volatile storage medium (RAM).

Nature’s computer is the brain. The building blocks are neurons, or nerve 
cells, rather than transistors, and brains utilise parallel processing instead 
of the serial approach in von Neumann systems. This means that the brain 
can send a signal to hundreds of thousands of other neurons in less than 20 
milliseconds, even though it takes a million times longer to send a signal 
than a computer switch. The brain works mainly by non-linear computation 
using the rate of pulse production by a neuron as the information signal 
being sent to another cell. In the brain, the processes of signal processing 
and memory are intertwined. There are about 1011 neurons in the human 
brain, and each is connected to 103–104 others. This gives a crude ‘bit-count’ 
of 1011 to 1015. An equivalent artifi cial ‘brain’ might therefore be built from 
105 × 8 Gbit chips, with a power dissipation of many MW!

Neural logic may be either analogue or digital. In the latter form, the 
neuron is designed to respond to the sum of its N inputs (which may be 
inhibitory or excitory). Figure 22.23 shows a schematic diagram of such a 

Memory

Control

unit

Arithmetic

logic

unit

Accumulator

Input Output

22.22 Von Neumann computer architecture.
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gate. Provided that the sum exceeds a given threshold T, the neuron will 
output logic 1, otherwise it outputs logic 0. By combining neurons into 
totally connected networks – neural networks – it is possible to construct 
adaptive learning systems, control systems and pattern recognition systems. 
Artifi cial neural networks may be exploited in devices such as the electronic 
nose, emulating the human olfactory system. Some elementary properties 
of neurons can be mimicked by simple chemical systems, although no com-
putational system exploiting these has been built. A different (ultimately, 
more successful?) approach to developing a molecular electronics compu-
ter is, then, not to assemble piecemeal signal processing and memory ele-
ments, but to look beyond von Neumann architectures and, thereby, to 
produce systems similar to the processing and memory devices found in 
nature.

22.8 Sources of further information

The International Technology Roadmap for Semiconductors (ITRS, 2011) 
is an invaluable source for discussions on the progress of electronic devices 
and predictions for the future. There are a number of international meetings 
that currently focus on organic/plastic electronics and often contain sessions 
devoted to organic electronic devices, including memories. These include 
the Materials Research Society Spring and Summer Meetings (MRS, 2012), 
the International Thin Film Transistor Conference (ICT, 2012), the Interna-
tional Conference on Molecular Electronics (ECME, 2013), the Interna-
tional Conference on Organic Electronics (ICOE, 2011) and the Printed 
Electronics USA Meetings (Printed Electronics USA, 2011).

The Plastic Electronics Foundation is a non-profi t organisation with the 
main objective to bring science and industry together to develop and 
promote the technology of organic electronics jointly and globally. An 
annual conference focuses on new developments in the science and technol-
ogy of organic electronics components (Plastic Electronics, 2012). A related 
magazine – +Plastic Electronics – is published by Pira International, to 
analyse the strategies of companies launching and commercialising prod-
ucts based on these technologies (Plus Plastic Electronics, 2012).

Threshold TInhibitory

inputs

I

Excitatory

inputs

E

Output = high

if

E – I > T

22.23 Representation of neural logic.
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 Abstract: Semiconducting nanoparticles offer a versatile platform for 
various logic devices. Wide band gap semiconductors modifi ed with 
molecular species are materials with unique optical and electronic 
properties. The most intriguing property of such systems is 
photoelectrochemical photocurrent switching (PEPS) effect. The polarity 
of photocurrent generated within these materials depends on many 
variables (light, electrode polarization, redox processes). Materials 
showing the PEPS effect can be used for construction of simple logic 
gates and other devices.

Key words: nanoparticles, semiconductors, photo electrochemical 
photocurrent switching (PEPS) effect, logic devices.

23.1 Introduction

In modern societies based on information technologies the permanent need 
for more effi cient information processing systems is becoming the key issue 
for continuous development. Therefore leading companies compete with 
each other by manufacturing constantly smaller electronic components and 
logic gates on silicon wafers. Eventually this competition may lead to utiliza-
tion of logic gates based on single molecules.

The story of molecular scale logic devices started a long time ago with 
the work of Arieh Aviram and Mark Ratner [1, 2] where they suggested 
application of molecular species for information processing. This idea was 
embodied by A.P. de Silva, who was the fi rst to report a working molecular 
logic gate [3]. Now there are thousands of different logic gates and other, 
more complex, logic devices implemented in chemical systems and process-
ing data encoded in molecules [4–9].

These molecular devices, although very small, are quite impractical. 
Application of numerous chemical/optical stimuli to molecular processors 
may rapidly cause crosstalk errors with an increasing number of parallel 
data streams [10]. On the other hand, application of numerous electrical 
contacts for a single (even large) molecule is almost impossible – the most 
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sophisticated devices reach nowadays separation of ca. 100 nm between 
individually actuated electrodes [11].

While it is hard to access devices based on numerous single molecules 
(just one isolated molecule can be easily addressed by means of scanning 
probe microscopy), self-assembly of molecules on active surfaces is a tempt-
ing compromise. Although this approach does not provide addressing of 
single molecules, it facilitates signal transduction from the molecular scale 
to electrical signals that can be recorded using macroscopic devices. Current 
development of chemistry and physics of semiconducting nanoparticles 
renders them good candidates for such computing systems. While compu-
tational functions performed by such devices are simple and the devices 
themselves are relatively slow, this is not a serious obstacle against their 
applications. Recent advances in information processing utilized massively 
parallel architectures of simple computational modes. The best example are 
the HTM (hierarchical temporal memory) networks [12, 13], where 
advanced information processing occurs within large hierarchical network 
of simple computing nodes. This approach mimics the structure of the cer-
ebral cortex, where information is processed in layered circuits (usually six 
main layers) which undergo characteristic bottom-up, top-down, and hori-
zontal interactions. Such computational approach does not require high 
numerical effi ciency of a single node, but rather a large number of simple, 
interconnected nodes.

This idea somehow resembles the concept of ‘smart dust’, fi rst developed 
by Kristof Pister in 1997 [14]. The idea is based on a large number of small 
(∼1 mm3) ubiquitous and autonomous computing devices, equipped with 
sensor devices, processing unit, memory and communication facility. These 
devices form, in turn, dynamic mobile networks. This idea was further devel-
oped and various sensing and labeling nanostructures became available [15, 
16], and fi nally achieved the complexity of ‘lab-on-a-particle’ via integration 
of nanoparticles with functional biomolecules [17–21]. Apart from sensing 
applications, similar concepts were applied in construction of simple logic 
devices based on micellar and liposomic structures with embedded molecu-
lar sensors, switches and logic gates [22–24].

23.2 Properties of nanoparticles and their applications 

in molecular scale logic devices

Semiconducting nanoparticles offer a versatile platform for various logic 
devices. They can be easily prepared in high quantities (and using environ-
mentally friendly protocols) [25] and exhibit tunable electronic [26, 27] 
and optical properties [28, 29]. Furthermore, owing to very large specifi c 
surface area (in the case of small nanoparticles most of the atoms are on 
the surface) and coordinative unsaturation of surface atoms, semiconductor 
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nanoparticles strongly adsorb molecules on their surfaces [30]. Thus 
obtained objects combine collective transport properties of solids with 
structural versatility of molecules [31, 32]. Furthermore, mutual interplay 
between these two components leads to emergent optical and electrical 
properties [33]. These specifi c interactions generate novel properties, which 
can dominate the immanent properties of components, i.e. nanoparticles 
and molecules.

Organic and organometallic molecules assembled at semiconducting sur-
faces modify the surface properties when covalently linked to substrates. 
These layers can fi ne-tune the work functions of inorganic material, thereby 
minimizing the energy barriers for injection or extraction of charge carriers 
into or out of semiconductor. Furthermore, due to the emergent properties, 
the interface between inorganic semiconductor and deposited molecules 
carries the entire device functionality; the interface then essentially becomes 
the device and the coupling of the molecular energy levels with those of 
the semiconducting support defi nes the overall charge-transport character-
istics of such hybrid devices [34]. These systems can also be understood as 
interfaces between the world of molecules and macroscopic systems. Infor-
mation processing occurs at the molecule–semiconductor interface and this 
process is governed by the emergent features of semiconductor–electric 
dipole interactions and interfacial electronic coupling, while the semicon-
ducting support mechanically stabilizes the fragile molecular entities and 
acts as a charge collector/actuator generating electric output, which in turn 
can be detected by a user interface. In contrast to classical electronic and 
optoelectronic devices these novel hybrid systems can respond not only to 
optical and electronic signals, but also to subtle chemical changes. It opens 
new possibilities of computing at the nanoscale, including neuromimetic 
systems. These materials, upon appropriate chemical modifi cation, can con-
stitute an interface between electric devices and neurons and directly 
monitor chemical synaptic communication [35, 36]. These systems are also 
quite different from molecular logic gates. While information processing 
takes place at the molecular level, these systems require Avogadro number 
of molecules and reading the state of a particular molecule within solution 
is virtually impossible. The nanoparticle-based systems may utilize a much 
smaller number of molecules (e.g. complete coverage of 10 nm nanoparticle 
with small molecules requires ∼1500 small organic molecules, but only ∼100 
bulkier ones). As photocurrent switching phenomenon does not require any 
interaction between nanoparticles and occurs at single nanoparticle level, 
in principle it should be possible to confi ne a simple logic device within a 
single nanoparticle.

Another advantage of chemically engineered semiconducting nanopar-
ticles is the possibility of advanced control over their morphology by 
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application of appropriate surfactants and/or capping agents [37–39]. These 
additives modulate the rate of crystal growth of different crystallographic 
planes and thus affect the shape of the crystallite. Preferential adsorption 
can be used to induce a systematic shape evolution if relative growth rates 
along two or more crystallographic axes can be fi nely tuned. The highest 
degree of morphology control can be achieved via sequential modulation 
of growth conditions, especially during the electrodeposition processes [40, 
41]. This fl exibility allows the synthesis of virtually all possible geometries 
within single semiconducting (nano)particle. On application of diffusion-
controlled growth even higher complexity is easily achievable [42].

However, the main effects responsible for the unique electronic and 
optical properties of nanocrystals are quantum size effect and quantum 
confi nement. The electric structure of bulk materials can be described by 
energy bands. These bands can be understood as a continuum of discrete 
energy levels with negligible energy difference. When the size of crystals 
decreases to the nanoscale, the electronic structure is no longer described 
by continuous bands, but by discrete electronic levels characteristic for 
molecular species. When the radius of the particle decreases, the energy 
difference between the lowest electron and hole quantum states (highest 
occupied molecular orbital – lowest unoccupied molecular orbital, HOMO-
LUMO, gap) increases. As a result, the optoelectronic properties are very 
strongly size- and shape-dependent [43, 44]. The very important parameter 
which describes the relation of the size of semiconducting particle with the 
degree of quantum confi nement is the Bohr radius (rB) of the exciton 
defi ned as (23.1):

r
e

B = ε
μ

2

2
,  [23.1]

where ε is the dielectric constant and μ is the reduced mass of the exciton 
(23.2):

μ =
+

m m
m m

e h

e h

,  [23.2]

where me and mh are the effective masses of electron and hole [45]. Depend-
ing on the Bohr radius value we can distinguish three different situations 
which determine the confi nement regime (23.3–23.5):

r rB  [23.3]
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r is the radius of the particle while re and rh are the electron and hole Bohr 
radii given by (23.6 and 23.7):

r
m e

e
e

= ε 2

2
 [23.6]

r
m e

h
h

= ε 2

2
 [23.7]

In the fi rst case the Bohr radius is much smaller than the radius of the 
particle (23.3) and the system is characterized by weak confi nement regime. 
In this case the binding energy of an exciton is larger than the quantization 
energies of electrons and holes.

In the opposite situation to that described above, when the particle radius 
is smaller than the Bohr radius (23.6) the system is in strong confi nement 
regime.

The case of an intermediate confi nement regime is a special situation. In 
such a system an electron moves much more quickly than a hole and as a 
result the hole is confi ned in the average potential of a rapidly moving 
electron in the centre of the nanocrystal. This situation arises if the electron 
mass is much smaller than the hole mass, and the dot size is small compared 
with the electron Bohr radius but large compared with that of the hole. The 
electron is then quantized by the confi nement potential and the hole moves 
adiabatically in the attractive electrostatic potential caused by the electron 
orbital. In semiconductor composites with intermediate confi nement regime 
optical spectra are dominated by transitions between electron and hole 
quantized energy levels.

The quantum confi nement may vary along different directions depending 
on the nanocrystal shape [43, 44]. For example the dimensions of a quantum 
dot are comparable or smaller than the Bohr radius and characterized a 
small sphere, confi ning in all three dimensions. The quantum wire confi nes 
in two dimensions whereas a quantum well confi nes in one dimension [43].

Synthesis of the various composite semiconductor nanoclusters is another 
step to obtain more advanced and useful materials. Linking two or more 
nanocrystals we get new materials with unique properties [27, 43, 44, 46, 47]. 
Composite semiconductor nanoclusters can be classifi ed into two catego-
ries, namely, capped (core–shell) and coupled (dumbbell) heterostructures. 
In the former, the confi nement effects within the components may be dif-
ferent, which gives rise to fi ve different types of heterostructure nanopar-
ticles (Fig. 23.1).

In semiconductor–semiconductor core–shell heterostructures we can 
distinguish fi ve different band alignment types, depending on the value 
of the band gap and relative band edge positions. This in turn provides dif-
ferent spatial confi nement modes. Type-I heterostructures (Fig. 23.1a) are 
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23.1 Different types of the core–shell semiconductor heterostructures 
with schematic representation of charge carrier confi nement and the 
radial probability functions for the lowest energy electron (e) and hole 
(h) wave functions.
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combining one narrow band gap and one wide band gap semiconductor [27, 
43]. If a narrow gap semiconductor is covered by a shell of semiconductor 
with wide band gap, both electron and hole wave functions will be strongly 
confi ned to the core (Fig. 23.1a), which provides the lowest energy states 
for both electrons and holes. Moreover, the excitons in the core are pro-
tected from interaction with the surface and the environment. This type of 
heterostructure can be fabricated in the CdSe/ZnS, InAs/ZnS and InP/ZnS 
systems. Confi nement of the exciton to the inner sphere results in high 
quantum effi ciency and stability of photo- and electroluminescence.

In some cases, for example in the CdSe/CdS core–shell nanostructures, 
the band gap of the shell material is not wide enough to confi ne both elec-
tron and hole wave functions. In this case the electron can easily move 
between CdSe and CdS phases, whereas the hole is confi ned to the CdSe 
core due to its large effective mass and substantial offset of the valence 
band energies (Fig. 23.1b). This system is called type-I1/2 (also known as 
quasi type-II) [27, 43].

In type-II heterostructures the energies of the conduction and valence 
bands of the shell are either both higher or both lower than those of the 
core. As a result, one of the carriers is mostly confi ned in the core of the 
heterostructures, while the other one remains in the shell (Fig. 23.1c). Their 
effective band gaps are heavily affected by the band offsets of the cores and 
shells. In the lowest excited state, the electron and hole wave functions are 
spatially separated, which results in the electron wavefunction mainly resid-
ing in one semiconductor, whereas the hole wavefunction is localized more 
in the second semiconductor. The e–h recombination transition energy is 
smaller than the band gap of either of the constituent material components. 
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Therefore, radiative recombination of the e–h pair produces a red-shifted 
emission, which would not be available with a single semiconductor. For 
example the CdTe/CdSe core–shell heterostructures emit infrared radiation 
which cannot be achieved in CdTe or CdSe materials. Type-II nanocrystals 
are characterized by low quantum yields and enhanced sensitivity to the 
local environment. Low oscillator strength of the radiative transition caused 
by reduced overlap of the electron and hole wavefunctions following the 
relaxation of the carriers to the band edge leads to longer lifetimes of the 
excited state. This characteristic of type-II heterostructures suggests that 
they could be highly attractive for applications in photovoltaics, where 
charge separation in space domain is desirable.

In the previous examples the narrow-band gap semiconductor was 
covered with a layer of semiconductor with a wider band gap. The opposite 
situation is, however, also possible and leads to interesting phenomena. 
Here one can distinguish two additional types of confi ned heterostructures. 
The most typical case can be observed when the valence band edges are of 
comparable energies, but the conduction band edge of the core semiconduc-
tor is higher than the shell one. Such system is called type-II1/2 (or ‘inverted’ 
type-II) and it was observed in ZnSe/CdSe nanocrystals [48]. This heter-
ostructure can only support partial spatial separation between electrons 
and holes. As a result electrons are confi ned in the shell region while holes 
are delocalized over the whole volume of the heterostructure (Fig. 23.1d). 
Such situation leads to reduced (but nonzero) overlap between the electron 
and hole wavefunctions. ZnSe/CdSe heterostructures is characterized by 
high emission of quantum yields, even 80–90% [48].

It is possible also to obtain such a system in which both electron and hole 
are localized in the shell of the heterostructure (Fig. 23.1e). This example 
can be called type-III heterostructure. In principle such heterostructures 
should behave just like empty shells. An additional effect may, however, 
result from plasmonic effects, as the plasmon oscillation of an empty shell 
and a core–shell system will be very different.

Furthermore, chemical properties of nanoparticle surfaces (or their 
surface molecules) can be used to modulate their ability to self-assemble 
into complex structures, including circuit-like assemblies [49–51]. Anchor-
ing appropriate molecules may facilitate self-assembly via the switching-on 
of various molecular interactions, including electrostatic, van der Waals, 
magnetic, and hydrophobic interactions. Before developing a self-assembly 
system one should consider the general rules of designing self-assembling 
components. Firstly these components should be agitated either by inherent 
thermal noise at small scales, or by external means at larger scales, usually 
to overcome strong surface forces. Secondly, the assembling particle needs 
to recognize only specifi c interactions and interact in proper directions to 
result in a desired structure. Additionally, a self-assembling system exhibits 
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the most structural diversity when the energy is more or less equally parti-
tioned between the interactions present in this system. Therefore one 
should look for self-assembled structures that are not dominated by one 
specifi c interaction as it leads to greater control over their shape and 
morphology.

23.3 Photoelectrochemical photocurrent switching 

(PEPS) effect

The most intriguing emergent property of molecule-semiconductor systems 
is photoelectrochemical photocurrent switching (PEPS) effect. This effect, 
initially regarded as a scientifi c curiosity, has become a fi eld of intense 
research [52]. In addition to the classic p-n, p-i-n or Schottky junctions, 
which generate photocurrent on illumination and changes in bias potential 
or incident photon [53], in the PEPS effect also the polarity of photocurrent 
can be easily changed from anodic to cathodic and vice versa. Since fi rst 
being described in 2006, numerous materials have been shown to exhibit 
this kind of behavior, but the most typical ones are wide band gap semi-
conductors (TiO2, CdS) with surfaces modifi ed with appropriate molecular 
species. Surface binding, redox and optical properties of these surface 
species as well as the degree of electronic coupling between surface and 
bulk of the hybrid materials are key factors infl uencing the performance of 
PEPS-based devices.

The effect of photocurrent switching depends on many variables which 
should be considered in order to fully understand the nature of this phe-
nomenon. They involve the redox properties of a semiconductor surface 
and its bulk, the availability of electron donors and acceptors in the elec-
trolyte solution, and certainly the applied potential and the energy of inci-
dent light. The direction of photogenerated net currents is a derivative of 
competition between various redox processes – anodic photocurrents are 
observed when oxidation reactions prevail at the working electrode while 
cathodic photocurrents require good effi ciencies of reduction processes.

The key point of all the photocurrent switching devices is the PEPS effect. 
Due to specifi c electronic structure, resulting from surface modifi cation, 
these materials are able to generate both anodic and cathodic photocurrent, 
while formally they are n-type semiconductors. The changes observed on 
chemisorption of cyanoferrate complexes onto titanium dioxide resemble 
those related to the surface transfer doping [54]. Cyanoferrate moieties 
interact with empty surface states and serve as electron donors. Strong 
titanium–nitrogen bonding facilitates formation of two-dimensional surface 
complexes with the HOMO–LUMO gap smaller than the band gap of the 
neat semiconductor (Fig. 23.2). The strength of this interaction can be quan-
tifi ed by the shift in the redox potential of iron species on binding to the 
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23.2 Tentative structure of the surface complex and its electronic 
structure. Cyanoferrate anions are bound to the TiO2 surface via axial 
cyano ligand (left). Interaction of the HOMO orbital of the complex 
with empty d orbitals of titanium constituting the surface states 
results in formation of new energy levels of bonding (localized mostly 
on iron complex) and antibonding (localized at titanium centres) 
character. ΔE½ is the change of the redox potential of the iron complex 
due to surface binding.

surface [55, 56]. Furthermore, the LUMO level of the surface complex for-
mally belongs to the conduction band. Therefore excitation of the surface 
complex within the MBCT (metal-to-band charge transfer) transition leads 
to photocurrent generation. The photocurrent switching phenomena origi-
nate from the ability of iron complexes to change reversibly their oxidation 
state. Iron(II) species act as effi cient electron donors, while iron(III) does 
not. Furthermore, at suffi ciently low photoelectrode potential the cyanofer-
rate layer prevents electron injection into the conducting support and only 
cathodic photocurrents can be observed. This effect is even more pro-
nounced in the case of ferrocene-modifi ed titania [57]. The photocurrent 
switching mechanism is shown in Fig. 23.3.

Similar behavior can be seen for the organic chromophores (anthraqui-
none derivatives [59], folic acid [60], carminic acid [61]), and organometallic 
species (e.g. ferrocene [57]) adsorbed at the TiO2 surface. Depending on the 
photoelectrode potential they can donate an electron to the conduction 
band or to the sacrifi cial electron acceptor in the electrolyte, thus changing 
the photocurrent direction.

Analogous behavior was also observed in the case semiconducting mate-
rials modifi ed within the bulk, where the acceptor levels are located just 
below the edge of the conduction band [62]. Sulfur doped cadmium sulfi de 
is a good example of such a system. The dopant levels associated with sulfur 
interstitials are located within the band gap (Fig. 23.4).
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At appropriate potential (cf. Fig. 23.4b) excitation within fundamental 
transition results in anodic photocurrent. At the same time excitation of the 
sub-band gap transition, which involves the interstitial sulfur atoms, results 
in cathodic photocurrents. Detailed potential-dependent photocurrent pro-
fi les are shown in Fig. 23.5. This peculiar photocurrent generation phenom-
enon can be used for construction of various logic gates.

23.4 Logic devices based on photoelectrochemical 

photocurrent switching (PEPS) effect

Any chemical system which can exist in at least two stable states can be 
regarded as a molecular switch. In the case of systems which show the PEPS 
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effect the wavelength of incident light and photoelectrode potential can be 
used as switching stimuli [4, 63, 64]. For example the photoelectrode made 
of folic acid modifi ed TiO2 could be used to construct simple logic gates [60, 
65]. In order to analyze the photoelectrochemical behavior in terms of 
Boolean logic the photocurrent map must be divided into zones of different 
photoactivity; in the current case it gives four 2 × 2 subdiagrams (Fig. 23.6). 
This system generates anodic photocurrent at high potentials irrespective 
of the wavelength and cathodic photocurrent at low potentials. These two 
types of photocurrent outputs can be assigned to two different logic states, 
for example anodic to logic ‘0’ and cathodic to logical ‘1’. The same can be 
done with inputs: the photoelectrode potential and the incident light wave-
length. The lower potential is logical ‘0’, whereas the higher potential – 
logical ‘1’. Analogously the lower and higher wavelength regions were 
assigned to logic ‘0’ and ‘1’. The four subdiagrams show four different logic 
devices: PASS 1, YES, INH and IMP. Depending on the range of potentials 
and wavelength applied, this system can work in four different modes. It is 
therefore possible to get different functions in the same system.

More complex behavior, leading also to more advanced Boolean func-
tionality, was observed in the case of titanium dioxide modifi ed with 
[Fe(CN)6]4− complexes (or other cyanoferrates) [66]. Competition between 
cathodic and anodic photocurrent in this system can be applied to mimic 
the XOR logic gate (Fig. 23.7). It was the fi rst example of a optoelectronic 
XOR gate operated by optical inputs and electrical outputs [66]. Illumina-
tion with violet (400 nm) and/or blue (460 nm) light sources caused the 
cathodic, anodic, or null photoresponses of the system, depending on the 
sequence of pulses and photoelectrode polarization. At the positive polari-
zation of the electrode, when the surface complex was oxidized, only the 
anodic photocurrent was observed, but applying a negative potential 
(reduced the complex) results in a cathodic photocurrent. The interesting 
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effect was observed at potential of 250 mV, under conditions of partial 
reduction of the surface complex. Pulsed irradiation with violet light results 
in an anodic photocurrent while irradiation with blue light generates the 
cathodic photocurrent. Moreover when the system is illuminated with both 
light sources no photocurrent was observed. To analyze the system in term 
of Boolean logic it was necessary to assign logic values to input and output 
signal. Logical ‘0’ and ‘1’ were assigned to OFF and ON states of the lights. 
Two different wavelengths correspond to two different inputs of the logic 
gates. In analogous way the logical ‘0’ was assigned for the state when the 
photocurrent was not generated and logic ‘1’ when the photocurrent (anodic 
or cathodic) was observed (Table 23.1).

In the case of sulfur-doped CdS it was possible to mimic two different 
complex systems: 1 : 2 demultiplexer [67] and binary half-adder [68]. 
The implementation of logic devices on the PEPS-based platform is simple 
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Table 23.1 True table for logic gates based on [Fe(CN)6]4− modifi ed TiO2 
photoelectrode

Input 1

(460 nm)
Input 2

(400 nm)
Output 1

(−200 mV)
Output 2

(250 mV)
Output 3

(400 mV)

0 (off) 0 (off) 0 (no) 0 (no) 0 (no)
1 (on) 0 (off) 1 (yes) 1 (yes) 0 (no)
0 (off) 1 (on) 1 (yes) 1 (yes) 1 (yes)
1 (on) 1 (on) 1 (yes) 0 (no) 1 (yes)

Table 23.2 The truth table of the 1 : 2 optoelectronic demultiplexer

Input1

(light)
Input 2

(photoelectrode 
potential)

Output 1

(anodic 
photocurrent)

Output 2

(cathodic 
photocurrent)

0 (off) 0 (positive) 0 (no) 0 (no)
1 (on) 0 (positive) 1 (yes) 0 (no)
0 (off) 1 (negative) 0 (no) 0 (no)
1 (on) 1 (negative) 0 (no) 1 (yes)

(Fig. 23.8). Sulfur-doped CdS generates anodic photocurrents on the excita-
tion of fundamental transition at positive polarization of the electrode, but 
cathodic ones at negative polarization (cf Fig. 23.5). This can be easily 
described in terms of Boolean logic (Table 23.2). Boolean values of ‘0’ and 
‘1’ are assigned to OFF and ON states of the light source and to positive 
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and negative polarization of the photoelectrode, respectively. The same 
concerns the output: anodic and cathodic photocurrents were assigned to 
Boolean signals of ‘1’ in two different output channels, while Boolean ‘0’ 
was assigned to null photocurrent. Upon these assumptions the CdS pho-
toelectrode behaved as a 1 : 2 demultiplexer: input signal (light pulse) was 
directed to one of the two outputs in the form of electric pulse. The systems 
presented here is one of the smallest demultiplexers and is defi nitely the 
smallest semiconductor-based device. While experiments were performed 
on much larger devices (containing billions of nanoparticles), the photocur-
rent switching does not require any interactions between individual parti-
cles. Therefore the operation of the demultiplexer can be reduced to a single 
CdS nanoparticle, in this particular case of a diameter of 7 nm [67].

Even more complex devices have been constructed when aqueous elec-
trolyte was replaced with ionic liquid electrolyte [68]. The basic unit was 
assembled using two ITO electrodes (one covered with thin fi lm of CdS) 
sandwiching a layer of semisolid electrolyte ((polyoxyethene[20] hexadecyl 
ether, methyltridodecylammonium chloride and tetrabutylammonium 
iodide). Such a device behaves as a Schottky photodiode. The combination 
of two photodiodes gives AND (Fig. 23.9 a) or XOR (Fig. 23.9 b) logic gates 
with optical input (456 nm light from high power light-emitting, diode, 
LED) and electrical (photocurrent) output. Photocurrent profi les recorded 
during pulsed illumination are shown in the middle section of Fig. 23.9. 
Connection of these two logic gates in parallel and sharing the input light 
sources resulted in optoelectronic binary half adder. The system was able 
to take two bits in the form of light pulses and yield the arithmetic sum of 
these data in the form of photocurrent pulses on two outputs of the device 
[68]. It is important to note that this system works without external polari-
zation and power supply. Application of external bias potential may result 
in more complex switching patterns and may lead to ternary logic. This 
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system provides a universal platform for the construction of optoelectronic 
logic devices based on unconventional semiconducting materials. Appropri-
ate selection of semiconductors (many different materials can be used in 
this type of devices) and appropriate connection of simple two-electrode 
photoelectrochemical cells may lead to an infi nite diversity of logic systems. 
Table 23.3 presents logic devices reported to date, which are based on the 
photocurrent switching phenomenon. In some cases different Boolean 
functions are obtained by appropriate choice of output thresholds, recon-
fi guration by potential pulses, or by specifi c design of the device, e.g. layer 
sequence and surface modifi ers.

23.5 Conclusions and future trends

Wide band gap semiconductors (oxides and chalcogenides) modifi ed with 
molecular species are unique materials. Owing to mutual interaction 
between the lattice and the molecular species they show peculiar emergent 
properties, among which the PEPS effect is perhaps the most intriguing. 
While the conductivity type is not affected by surface modifi cation (i.e. the 
Fermi level potential and doping density remain almost intact), their pho-
toelectrochemical properties are completely changed. Polarity of photocur-
rent generated on such electrodes is a function of conducting substrate 
potential, incident light wavelength and electrolyte composition. Therefore 
these materials are naturally suited for application in chemical sensors and 
switching devices, including Boolean logic gates. Information-processing 
characteristics of devices based on hybrid semiconductors are usually not 
the result of complex structural engineering (as in the case of silicon elec-
tronic devices) but rather molecular-scale tailoring and fi ne-tuning of elec-
tronic properties of interfaces. Their performance is defi ned by the nature 
of the chemical species adsorbed at the surface (or immobilized within the 
nanocrystals) and is a result of a subtle interplay between the components 
of the system. Furthermore, their function can be modifi ed by simple chemi-
cal methods, for example, oxidation, reduction, or covalent modifi cation of 
immobilized molecules. The underlying physics is straightforward: the 
photocurrent switching phenomena are simply the result of thermodynamic 
competition between various pathways of photoinduced electron transfer. 
This simple principle offers an almost unlimited number of optoelectroni-
cally switchable systems. The next step should involve the design and syn-
thesis of materials presenting more complex photocurrent maps, containing 
several switching processes occurring in one material. This kind of material 
would give an access to ternary logic (to date, there is only one systems 
reported which may qualify for ternary switching [92]). This is not a trivial 
task, as surface complexes with several stable redox states do not provide 
the desired functionality. Another important issue involves integrating 
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memory functions with Boolean switching. This should result in a new 
quality of molecular computing devices. The real problem, however, is not 
to fi nd the system of more complex switching characteristics, but to perform 
the switching at an isolated nanoparticle and subsequently wire several 
nanoparticles within a more complex circuit. In such a circuit all nanopar-
ticles should be independently stimulated with light and/or electrical stimuli. 
This will lead to devices with unprecedented integration scale, complexity 
and performance.
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Abstract: Photorefractive (PR) polymers offer the high potential 
of developing a large area platform for recording dynamic holograms. 
They are made by carefully manipulating the energy levels and 
concentrations of the components required for charge generation, 
transport and trapping, and modulation of refractive index. The fact 
that dynamic holograms can be recorded in photorefractive polymers 
without the necessity of any special processing techniques makes it 
very attractive for many applications including refreshable 3D 
displays. This chapter describes the basic theory used to develop 
photorefractive polymers, molecular energy level requirements and the 
components used to develop highly effi cient polymer composites. In 
addition, it describes some of the recent applications of photorefractive 
polymers.

Key words: photorefractive (PR) polymers, nonlinear optical properties, 
dynamic holograms, photoconducting polymers, refreshable 3D display, 
photoconducting polymers.

24.1 Introduction

Signifi cant advances have been accomplished in the development of pho-
torefractive (PR) polymers since their discovery in 1991, and exhibit high 
effi ciencies and fast response times. 1–4 The PR effect, originally discovered 
in inorganic crystals more than 40 years ago,5,6 initially drew attention as 
an apparent detriment to non-linear applications. However, development 
was pursued because of some unique properties relevant to some other 
perceived applications. Primarily, the PR process was reversible though 
also can be fi xable, allowing both read/write and read-only applications, as 
opposed to standard photographic fi lms which could only be written once.7 
Moreover, the signature non-local nature of the process allowed coupling 
and energy transfer to occur between two coherent beams.8 The inherent 
advantage of organic polymer materials to manipulate the properties that 
suit to a given application is very attractive in making optical and photonic 
devices at low cost. The structural constraints were also relaxed, allowing 
polymers to be custom made into different geometries, such as optical 
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devices and displays unlike typical inorganic crystals. The smaller dielectric 
constant reduces the electric fi eld screening of trapped charges increasing 
the quality factor. The drawbacks of polymer materials for optical and 
display applications is that they are more dispersive in nature, both opti-
cally and electronically, and the theory behind their operation is signifi -
cantly more complicated than regular crystals, though much work has been 
done in these areas.9,10 Currently, PR polymers outperform their inorganic 
counterparts in properties like diffraction effi ciency, two-beam coupling 
gain, and sensitivity.11,12

Owing to this remarkable progress many applications have appeared, 
including optical communication, correlation, and imaging through scatter-
ing media, all with different material challenges that can be met by these 
highly versatile polymers.13–18 Recently, they have been shown to function 
in dynamic holographic displays, which can be of use in medical imaging, 
industrial design, among other emerging areas such as telepresence.19 
Unlike other permanent media for recording holograms, PR polymers are 
reversible and require no post-processing. They demonstrate fast response 
time and high diffraction effi ciency, which are necessary material properties 
for such an application. However, progress in other areas has not been as 
rapid, particularly in the area of sensitivity. In the visible, the sensitivity is 
still orders of magnitude smaller than that of permanent fi lms used for 
recording static holograms. There are also few routes to extend operation 
into the infrared (IR), and only recently have these begun to bear fruit. 
Some of these include using organic photosensitizers with one photon 
absorption in the near IR, 20,21 using semiconductor nanocrystals where the 
absorption band is tunable,22 and using two-photon absorption to charge 
sensitizers that are otherwise transparent.23.24

This chapter describes the fundamentals of photorefractivity, material 
concepts behind fabrication of organic PR polymer composites, including 
the functional components, their respective roles in devices, and the basic 
physical mechanisms that must be taken into account when designing 
devices. Recent progress in these areas is also discussed, including new 
hole-transporting polymers for reduced glass transition temperature (Tg) 
and high mobility. Many novel sensitizers are also reviewed, which is a very 
dynamic area of research. New composites with excellent sensitivity in the 
near IR wavelengths have extended the range of high performing polymers 
beyond the visible. Finally, some material considerations necessary for 
specifi c applications are also taken into account, such as pulsed writing for 
high speed operation of many devices, and updatable holographic displays. 
Optimized materials have been shown to exhibit good performance even 
under single pulse nanosecond writing times, enabling operation at 100 Hz 
or more, which is faster than continuous wave (CW) recording schemes. 
The materials for holographic displays will be briefl y discussed and 
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extensions to refl ection geometry and video-rate response times will be 
examined, since still higher sensitivities and trap densities are needed to 
accomplish these goals.

24.2 Fundamentals of photorefractivity

In the PR effect, an index of modulation is accomplished by the generation 
of space charge fi eld by redistribution of photogenerated charges based on 
non-uniform irradiation and electro-optic effect resulting from nonlinear 
chromophore. Therefore, the necessary requirements for photorefractivity 
are photoconductivity and electro-optic effect. Ideally, a PR material should 
be an insulator in the dark and a good conductor under illumination. 
Charge generation, transport, trapping and electro-optic activity are repre-
sented in Fig 24.1. A spatially modulated intensity pattern obtained from 
two coherent interfering beams can be written as:

I x I m( ) [ cos( )],= +0 1 2π Λ  [24.1]

where I0 = I1 +I2 is the total incident intensity, i.e., the sum of the two beam 
intensities; the fringe visibility, m = 2(I1I2)1/2/(I1 + I2) and the periodicity or 
fringe visibility is Λ.25,26 In tilted transmission geometry Λ is given by:

Λ =
−

λ
α α2 22 1nsin[( ) ]

,  [24.2]

where n is the refractive index of the material, λ the optical wavelength 
in vacuum, and α1 and α2 are the incident internal angles of the two 
writing beams with respect to the sample normal. Periodicity, λ repre-
sents the sinusoidal light distribution which depends on the writing beam 

24.1 Cartoon showing the light interference, charge generation, 
separation, space charge fi eld build up and refractive index 
modulation in photorefractive polymers.
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angle and can vary from a sub-micron to a few tens of microns. The two 
writing beams yield an interference pattern within the sample and charge 
carriers are generated in the high light intensity areas. Since the mobility 
of the majority carriers (usually holes in organic materials) are higher, 
they move from the bright areas leaving behind the carriers of opposite 
charge. This movement is diffusion controlled due to concentration gradi-
ent or a drift due to an externally applied electric fi led. The traps present 
in the low-intensity (dark) region limit the migration process. An inho-
mogeneous space charge distribution results from the charges trapped in 
low intensity regions and those opposite charges left behind in high 
intensity regions. The space charge distribution ρ(x) in a material with a 
dielectric constant ε induces an internal space charge fi eld Esc(x) under a 
one-dimensional light distribution is given by Poisson’s equation is dEsc/
dx = 4πρ/ε. The phase shift between the light distribution due to the 
interfering beams and the generated space charge fi eld will be π/2 if the 
transport is driven by diffusion alone. However, it can be different if 
carrier drift due to an external fi eld is also involved. The spatial deriva-
tive appearing in Poisson’s equation explains the non-local response in 
PR materials. The life time of the space charge fi eld is governed by the 
type of charge traps present in the sample. The space charge fi eld forma-
tion is followed by the electro-optic modulation of the refractive index. 
The signature of photorefractivity is the phase-shift between the initial 
light distribution due to interfering beams and the modulated refractive 
index.

The Kukhtarev model27–29 provides the fi rst order component of the 
steady-state space charge fi eld generated by a sinusoidal light distribution 
in inorganic crystals. The amplitude of the space charge fi eld (Esc) in this 
model is described by:

E m
E E

E E E Eq q
sc

D

D

= +
+ +

⎛
⎝⎜

⎞
⎠⎟

( )
( ) ( )

,0
2 2

2
0

2

1 2

1  [24.3]

where E0 is the component of the applied fi eld along the grating vector. The 
diffusion fi eld ED is defi ned as:

E
Kk T

e
D

B= ,  [24.4]

where K = 2π/Λ is the grating vector, kB the Boltzmann constant, T the 
temperature and e the elementary charge of an electron. The, trap limited 
fi eld Eq is represented by:

E
eN
K

q = eff

εε0

,  [24.5]
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where ε0 is the permittivity and Neff the effective density of traps in the 
photorefractive sample. The phase-shift between the space charge fi eld and 
the light intensity pattern is given by:

Θ = + +
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ ≠arctan ,
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E
E E

E
q q

D D

D
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0

0
2

01 0  [24.6]

and Θ = π/2 for E0 = 0.
The magnitude of the index modulation Δn(x) is related to the magnitude 

of the space charge fi eld is given by:

Δn x n r E x( ) ( ),= − 1
2

3
eff sc  [24.7]

reff is the effective electro-optic coeffi cient. The electro-optic coeffi cient 
depends on the symmetry and orientation of the sample and the polariza-
tion of the light beams. This model successfully provides a framework for 
the photorefractivity in inorganic crystals where the linear electro-optic 
effect is the prevailing factor. However, many phenomena in polymer PR 
materials like fi eld dependence of charge generation, transport, trapping 
and recombination processes cannot be explained by this model alone. In 
addition, the high diffraction effi ciency and two bean coupling gain accom-
plished in PR polymers are much larger than that expected simply from the 
electro-optic effect of the nonlinear component. These enhanced effects 
observed in PR polymers are explained by a mechanism called ‘orienta-
tional enhancement’ (OE). This effect will be discussed below.

24.2.1 Electro-optic PR polymers

An organic PR sample is made up of different components, and each serves 
a specifi c purpose. An oriented gas model was developed to provide a 
reasonable approximation for the description of poled polymers.30,31

Oriented gas model

Under a given applied fi eld and molecular density, macroscopic optical 
properties of materials can be obtained from the orientational distribution 
of the molecules present. The degree of orientation of chromophore mol-
ecules can be achieved by applying statistical mechanics to the molecular 
population. A charge transfer push–pull molecule with an electron accept-
ing group connected to the electron donating group through a π-conjugated 
bridge is considered in this approximation (Fig. 24.2). These molecules are 
highly polarizable with a cylindrical symmetry exhibiting strong nonlinear 
optical response.
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Considering second-order effects, the molecular polarization expressed 
in the molecular reference frame {x, y, z} can be given as

p F F E D F E Ei i ij j ijk j k= + + +ε μ α β0 0 1
2

2( ),( )  [24.8]

where μi is the permanent ground state dipole moment, αij the linear molec-
ular polarizability tensor, βijk the fi rst molecular hyperpolarizability tensor, 
and D(2) is a degeneracy factor that accounts for the number of distinct 
permutations of the interacting applied fi eld frequency components. The 
fi eld correction factors F0, F1 and F2 gives a proper estimation of the screen-
ing effects of the surrounding dielectric on the applied fi elds interacting 
with the chromophore molecules. The value of these correction parameters 
depends on the frequency of the fi elds inducing the polarization and they 
are usually included into the values of the polarizabilities and molecular 
dipole moments. For example, in the electro-optic effect, the ‘dressed’ 
values are given as

μ μ α α β βω ωi i ij ij ijk ijkf f f f* * *, , ,= = =0 0
2  [24.9]

where f0 and fω are the Onsager and Lorentz–Lorenz fi eld correction factors, 
respectively, defi ned as

f f0
2

2
2

3
= +

+
= +ε ε ω

ε ε ω
ε ω

ω
dc

dc

[ ( ) ]
[ ( )]

;
( )

,  [24.10]

where ε(ω) is the dielectric constant at optical frequencies (i.e. n2 = ε(ω)) 
and εdc the zero frequency or direct current (DC) dielectric constant.

It is possible to relate molecular polarizability and macroscopic polariza-
tion if an appropriate statistical average is taken using the dressed values 
from the framework provided by the oriented gas model. In order to explain 
electric fi eld (applied along the laboratory Z-direction) induced electro-
optic effect, the model assumes (i) push–pull chromophore molecules are 
used; (ii) the only nonvanishing fi rst hyperpolarizability tensor element is 
βzzz, and third order effects are negligible; (iii) chromophores can freely 
reorient under an applied fi eld without any interactions with the surround-
ings and (iv) any other chromophore interactions are negligible.

The electric fi eld-induced macroscopic polarization calculated using the 
above approximations is

P
V

pI i I
= ( )∑1

,  [24.11]

Donor π-conjugation Acceptor

24.2 A push–pull molecular concept with donor group connected to 
the acceptor through a π-bridge.
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where V is the volume and the subscripts I and i refer to the laboratory and 
molecular frames, respectively. This summation has very little practical 
value since a large number of chromophore molecules are present in a unit 
volume. But (24.11) can be replaced by a thermodynamic average for an 
arbitrary function g(Ω) defi ned as

g
g f

f
( )

( ) ( )

( )
,Ω

Ω Ω Ω

Ω Ω
= ∫

∫
d

d  [24.12]

where f(Ω) is the statistical orientational distribution which follows the 
Maxwell–Boltzmann distribution under steady-state conditions. For a set 
of polarizable dipoles the distribution is defi ned as

f
U
k T

( ) exp
( )

sin ,Ω Ωd d
B

= −⎡
⎣⎢

⎤
⎦⎥

θ θ θ  [24.13]

where U(θ) is the interaction energy between the DC poling fi eld Ep and 
the molecular dipole moment μ, which is written as

U E

E

k T

( )

cos

cos ,

*

*

θ μ
μ θ

ξ θ

= − ⋅

= −
= −

p

p

B

 [24.14]

where ξ
μ

=
*E

k T
p

B

.

It is interesting to note that the interaction energy between the poling 
fi eld and the electronic contribution to the polarization has been neglected 
in this analysis. The justifi cation of this approximation is based on the 
assumption that the chromophores have large dipole moments. Hence 
(24.12) becomes a Langevin function if g(Ω) = cosmθ, where

cos

cos exp( cos )sin

exp( cos )sin

( ).m

m

mLθ
θ ξ θ θ θ

ξ θ θ θ
ξ

π

π= ≡
∫

∫

d

d

0

0

 [24.15]

If the poling fi eld is small, the Langevin functions can be simplifi ed to make 
ξ << 1. Applying this approximation the fi rst three Langevin functions can 
be written as

L L L1 2

2

3
3

1
3

2
45 5

( ) ; ( ) ; ( ) .ξ ξ ξ ξ ξ ξ≈ ≈ − ≈  [24.16]
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Oriented gas model-based equations (24.12 to 24.15) provide the basic 
outline to relate microscopic and bulk properties in polymer composite 
poled by an electric fi eld.

Refractive index modulation

A correlation between the microscopic and the macroscopic polarization 
can be achieved from (24.8) as

P N pX Y Z x y z{ , , } { , , } ,= A  [24.17]

where N is the total number of chromophore molecules present in a sample 
volume of V and A is a transformation tensor from the microscopic to the 
macroscopic frame. However, it is essential to derive expressions that 
permit the macroscopic susceptibility to be correlated with the microscopic 
polarizability because the index of refraction is directly linked to the sus-
ceptibility tensor. The various contributions to (24.17) and the subsequent 
modulation of the refractive index are mentioned in the proceeding 
sections.

Pockels electro-optic effect

Index modulation due to the Pockels electro-optic effect is accomplished 
by applying both optical and electrical fi eld to a non-centrosymmetric mate-
rial. The macroscopic polarization component induced along the Z axis 
when both fi elds are applied along the same axis is described by

P N a a a E EZ zZ zZ zZ ZZZ Z Z= ε β ω0 0* ( ) ( ),  [24.18]

where aij are the direction cosines of the transformation tensor which can 
be written as

a i J a z Z a z XiJ zZ zX≡ ⋅ ≡ ⋅ = ≡ ⋅ =ˆ ˆ; . . ˆ ˆ cos ˆ ˆ sin cos ,i e andθ θ φ  
[24.19]

where angles θ and ϕ are given in Fig. 24.3.
Based on (24.15) and (24.19), the second order susceptibility tensor can 

be described in terms of the microscopic fi rst hyperpolarizability as

χ β
θ β

ξ β

ZZZ zZ zZ zZ ZZZ

ZZZ

ZZZ

N a a a
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( ) *

*

*

,
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2

3
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=
=

=

 [24.20]
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If an optical fi eld in the X-direction is applied, other elements of χ̃(2) are 
obtained as shown below

χ β
θ θ φ β

ξ

ZXX zZ zX zX ZZZ

ZZZ

N a a a

N

N
L L

( ) *

*cos sin cos

[( ( ) (

2

2 2

1 3
2

=
=

= − ξξ β)) ],*
ZZZ

 [24.21]

Therefore (24.7) which is the space charge fi eld induced refractive index 
modulation and the electro-optic tensor can be derived from (24.20) and 
(24.21)

Δn n r E

r
n

= −

= −

1
2
2

3

4
2

eff SC

eff effχ( )  [24.22]

and

χ ε χ εeff
(2)

d
* (2)

i( : )= ⋅ ⋅ ⋅ˆ ˆ ˆe k e

The unit polarization vectors for the diffracted êd and incident beam êi, the 
dielectric tensor ε̃ and the unitary grating vector k̂ are the quantities defi ned 
inside the tensorial product.

Orientational birefringence

The index of modulation occurs in inorganic ferroelectric crystals like 
lithium niobate is by a linear electro-optic or Pockels effect. These non-
centrosymmetric crystals are fi rst subjected to poling to align their crystal 
domain. In high Tg PR polymers, a similar poling procedure is followed to 
align the nonlinear chromophore at a high temperature (above Tg). The 
polymer is cooled to room temperature with the fi eld applied. However, in 
low Tg photorefractive polymers, the poling is carried out at room tempera-
ture during the writing process itself. This is due to the orientational 
freedom of the chromophores in the polymer composite. Hence the chromo-
phores can give rise to index modulation known as orientational birefrin-
gence. Therefore, in photorefractive polymers, orientational birefringence 
dominates the electro-optic response, but it does not prevent other effects 
from adding to the total electro-optic response.

In inorganic crystals, the index modulation is provided by the linear 
electro-optic or Pockels effect, which leads to an electric-fi eld induced 
change in the refractive index. The Pockels effect occurs only in crystals 
that are non-centrosymmetric. In ferroelectric crystals like lithium niobate 
or barium titanate, the crystal domains must fi rst be aligned by applying a 
poling fi eld. It has been believed that electro-optic effect is entirely 
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responsible for the index of modulation in photorefractive polymers. This 
is true in the case of high Tg polymers in which the poling of the nonlinear 
chromophores is carried out at high temperature (at or above Tg) using a 
high applied electric fi eld and cooling down to room temperature (with the 
fi eld applied). However, the poling is carried out at room temperature 
during the writing process if the polymer Tg is at or near room temperature. 
In low Tg polymers, an index of modulation can be achieved without heating 
the sample due to the orientational freedom of the chromophore molecules. 
Hence the chromophores can give rise to index modulation known as ori-
entational birefringence.

Considering the polarizability in the molecular x–y plane is identical and 
non-negligible compared to the input along the z-axis, the linear polarizabil-
ity tensor can be given as
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�
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 [24.23]

Since it is presumed that the chromophore molecule is a rod-like dipole, it 
has different linear polarizability in directions along and perpendicular to 
the molecular axis. The macroscopic polarization in the presence of a poling 
fi eld and an optical fi eld along the Z-axis can be presented as

P E

N and

Z ZZ Z

ZZ

=

= + = −⊥ ⊥

ε χ ω
χ α α θ α α α

0
1

1 2

( )

( ) * * * * *

( )

cosΔ Δ
 [24.24]

In the absence of a poling electric fi eld, the chromophores are randomly 
aligned, the interaction energy in the Boltzmann distribution disappears 
and the distribution function is defi ned as f0(Ω)dΩ = sinθdΩ. This distribu-
tion is benefi cial in determining the polarization of unpoled material in the 
presence of an optical fi eld. The purpose of the poling fi eld is to change the 
distribution function defi ned by (24.13). The change in the linear suscepti-
bility under the infl uence of a poling fi eld is written as

Δ Δ Δχ α α θ α α θZZ N( ) * * * *cos cos ,1 2 2
0

= + − +( )⊥ ⊥  [24.25]

By using appropriate integrals it can be demonstrated that 〈cos2θ 〉0 = 1/3 
thus (24.25) becomes

Δ Δχ α θZZ N( ) * cos .1 2 1
3

= −⎡
⎣⎢

⎤
⎦⎥

 [24.26]

The change in susceptibility leads to a change in refractive index given by

Δ Δn
n

ZZ ZZ= ε χ0 1

2
( ) .  [24.27]
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If the fi eld is polarized along either the X or Y axis instead of the Z axis, a 
similar route provides the following relation between the changes in sus-
ceptibility induced in each case

Δ Δ Δχ χ χXX YY ZZ
( ) ( ) ( ) .1 1 11

2
= = −  [24.28]

The optimization of chromophores for photorefractive applications can 
be performed based on (24.21) and (24.26) since they directly relate to the 
macroscopic index modulation. Additionally, it is possible to draw a rela-
tionship between molecular polarizability and macroscopic susceptibility 
using (24.14) and (24.16). We fi nd:

Δ Δχ α μ
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22
45
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and
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B
p  [24.30]

χ μ β
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ZZZN
k T

E( )
* *

.2

15
≈

B
p  [24.31]

The above equations establish that molecular dipole moment, polariza-
bility anisotropy and fi rst hyperpolarizability of the nonlinear chromophore 
are the factors determining the modulation of refractive index. In tilted 
transmission geometry for writing gratings, the total fi eld is the superposi-
tion of modulated space charge fi eld and external fi eld (Fig. 24.3). The 
chromopores present in the PR polymer align based on the total fi eld. 
Therefore, refractive index modulation has contributions from birefrin-
gence as well as electro-optic effect unlike inorganic crystals where the 
contribution is only from electro-optic effect. The birefringence is due to 

X

ET

ET

Eext

+Esc

–Esc

Z

24.3 The total poling fi eld in a low glass transition temperature 
polymer for standard tilted transmission geometry.
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the anisotropy of the linear polarizability whereas electro-optic effect is due 
to the second-order nonlinearity. The high diffraction effi ciency in PR poly-
mers is due to the combined effect of these two contributions.

The total poling fi eld is:

E r E r X E E r ZT sc ext sc( ) [ ( )sin ] [ ( )cos ]= + +ϕ ϕˆ ˆ  [24.32]

where the spatially modulating space-charge fi eld is given by Esc (r➞)=Esc 

exp(iK
➞

r➞), φ is the angle between the external fi eld and grating vector and 
Eext is the external fi eld. The periodically changing angle ξ with respect to 
the laboratory Z axis under the total poling fi eld is given by:

ξ ϕ
ϕ

=
+

⎡
⎣⎢

⎤
⎦⎥

arctan
( )sin

( )cos
.

E r
E E r

sc

ext sc
 [24.33]

The contribution of the birefringence to the refractive index modulated 
at the spatial frequency K for a given slanted four-wave mixing transmission 
geometry can be written as:

Δ Δn
n

e T r T r eeff
(1)

d
* (1) 1

i
2

. ( ). ( ). ,= −π χˆ ˆ  [24.34]

where T(r) is the transformation matrix between laboratory and local coor-
dinates and Δχ̃(1) is a diagonal matrix of ΔχXX

( )1 , ΔχYY
( )1  and ΔχZZ

( )1  given in 
equations (24.28) and (24.29).

The different contributions to the modulation of refractive index for each 
polarization of the probe beam is detailed as

Δn
n
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where,
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*μ

B
 [24.37]

The birefringence contribution is doubled when a p-polarized reading beam 
is used in the tilted transmission geometry.

Likewise, the refractive index modulation due to the electro-optic effect 
is given by the expression
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Δ Δn
n

e T r T r eeff
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. ( ). ( ). .= −π χˆ ˆ  [24.38]

The second order expression for s and p polarizations when the second 
order susceptibility is approximated to a diagonal matrix with diagonal 
components χZXX

( )2  and χZZZ
( )2  can be expressed as:
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Δn
n

CE EK P,
( ) [cos cos cos sin sin cos

sin(

2
1 2 1 2

1

8
3= +

+

π α α ϕ α α ϕ

α
ext sc

++α ϕ2 )sin ]
 [24.40]
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The contribution from the electro-optic effect is enhanced by a factor of 
three when a p-polarized reading beam is used in slanted transmission 
geometry. However, when low Tg polymers are used, it is improved by only 
a factor of two.

The summation of the fi rst-order (birefringence) and second-order (elec-
tro-optic) contributions give the total modulation of the refractive index. 
Based on this summation, one can defi ne the following fi gure of merit 
(FOM) for chromophores32 as

FOM
B

= +2
9

2

k T
μ α μβΔ  [24.42]

In order to accomplish a high orientational birefringence, the polarizability 
anisotropy of the chromophore Δα = (α ∏ − α⊥) should be high. A high 
hyperpolarizability β is desirable for a considerable contribution from the 
electro-optic effect along with high dipole moment μ for better refractive 
index modulation.

24.3 Functions of photorefractive (PR) components

A typical PR composite consists of charge transporting polymer matrix, 
photosensitizer, nonlinear chromophore molecules, and a plasticizer. There 
are two approaches to develop a PR sample: either mixing all the compo-
nents together in a common solvent and develop into a solid composite or 
chemically attach different components to a polymer backbone. In a PR 
polymer, the photosensitizer is a photo-reducible molecule that can either 
absorb light or form a charge-transfer complex with the hole-transport 
polymer. When it is excited with a suitable wavelength the photo-sensitizer 
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injects a hole into the transport system. The NLO chromophore is respon-
sible for the fi eld-dependent refractive index. Since birefringence is 
the major factor in generating high index modulations, a Tg close to room 
temperature is a desired property. Plasticizer molecules are added to the 
mixture to lower the Tg.

Signifi cant advances have been achieved in the fi eld of organic PR since 
their discovery. Several PR samples have been developed with high diffrac-
tion effi ciency, fast response time and large two beam coupling gain. This 
includes functionalized polymers, amorphous glass and polymer-dispersed 
liquid crystals. Guest–host composites are the best studied PR samples 
because of its high degree of customizability of composition. That is, in 
order to accomplish a specifi c property, its constituents can be easily engi-
neered. This versatility sometimes comes at the cost of potential phase 
separation due to the mixing of components with immiscible characteristics. 
Hence, material manipulations are extremely important in developing high-
quality PR polymer composites.

24.3.1 Charge transport polymer (CTP)

The charge transport polymer (CTP) is usually the host polymer material 
and will be an effi cient charge conductor enabling the formation of space 
charge fi eld. In PR samples, holes are the majority carriers and the hole 
transport has been extensively studied. The CTP are so selected that they 
are highly conjugated with delocalized π-electrons. It should also be an 
electron donor capable of accepting a hole from the sensitizer molecule (in 
the case of hole transport). The latter condition requires the highest occu-
pied molecular orbital (HOMO) level of CTP to be above (lower in energy) 
that of the sensitizer to energetically facilitate charge transfer. Hereafter in 
this chapter, all HOMO energy levels discussed will be with reference to 
that of the CTP. For the most commonly used CTPs, the HOMO is typically 
between −5.5 and −6.0 eV (referenced to vacuum level). A component with 
a HOMO energy level higher than that of the CTP means that its ionization 
potential is lower and a HOMO energy level lower than that of CTP means 
that its ionization potential is higher. The loading of CTP in the PR com-
posite will be high enough so that transport can occur by hopping.33 In PR 
polymers, an electric fi eld is necessary for transport since the mobility is 
highly fi eld dependent.34

A few of the commonly used transporting agents are shown in Fig. 24.4. 
Carbazole-containing polymers are among the thoroughly studied materi-
als. Among them, poly(vinyl carbazole) (PVK) is the fi rst high-performing 
composite utilized for making PR devices. A few other conjugate poly-
mers have drawn considerable attention as well, due to the generally 
higher drift mobilities and reduced polarity leading to more stable mixing. 
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Triarylamine-containing side chain polymers, such as poly(acrylic tetra-
phenyldiaminobiphenyl) (PATPD) have been as successful as PVK-based 
samples, and the response time is not dependent on the history of illumi-
nation,35 as discussed below. Other polymers like poly(phenylene vinylene) 
(PPV), showed better steady-state characteristics compared to PVK 
systems.36,37

24.3.2 Nonlinear molecules

The nonlinear chromophore molecules provide the refractive index modu-
lation necessary for PR effect in response to the development of the space-
charge fi eld. Orientational birefringence or the linear Pockels electro-optic 
effect is instrumental in achieving high refractive index modulation. Thus, 
the molecule should exhibit either a large linear polarizability anisotropy 
(birefringence) or fi rst hyperpolarizability (electro-optic), and in both cases 
the requirement is a large ground state dipole moment. An extensively 
accepted expression for quantifying the chromophore quality and optimiz-
ing these two contributions to the index modulation is given by equation 
24.42.38Maximization of hyperpolarizability for specifi c donor and acceptor 
strengths for a given conjugated bridge is predicted by a two-state four-
orbital model assuming non-interacting electrons.39 These predictions agree 
well with the experimentally observed values for β obtained from electric 
fi eld-induced second harmonic generation measurements (EFISH), which 
determines the projection of the second-order polarizability tensor along 
the direction of the molecular dipole moment. As a guide for optimizing 
the projection by adjusting the strengths of the acceptor and donor mole-
cules, and the conjugated π-bridge length, a bond order alternation model 
has been proposed.40 It is noted that the contribution from the linear polar-
izability anisotropy is about an order of magnitude higher than that from 
the fi rst hyperpolarizability in most of the commonly used chromophores 
in PR composites.38 This is the molecular manifestation of the orientational 
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24.4 Commonly used charge transporting polymers.
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enhancement, and states that the orientational birefringence is mostly 
responsible for the enhanced PR performance in polymer composites. It 
needs to be noted that this expression for the FOM arises from the oriented 
gas model, which foresees the macroscopic properties of the material from 
the orientational distribution, density of molecules, and microscopic non-
linear properties. However, in an intimate mixture of components in a PR 
polymer composite, inter molecular interactions can happen, which are not 
accounted for in the model and can infl uence the performance, such as the 
interaction between the polar chromophore and the transport manifold, as 
discussed below.

An important parameter in optimizing the chromophores’ properties is 
the dipole moment, as it can affect not only the refractive index modulation, 
but also the molecular aggregation, and charge transport and trapping in 
PR composite. Strong donor–acceptor termination groups are used to 
create electron separation across the π-conjugate bridge to accomplish a 
permanent dipole moment. In order to accomplish the second order non-
linear properties, the delocalization along a π-conjugated bridge permits 
rapid electronic redistribution in the presence of an electric fi eld. These 
molecules referred to as push–pull molecules,41 the dipole moment can also 
be engineered by altering the length of the bridge, similar in principle to 
the quantum mechanical particle-in-a-box. However, longer bridge lengths 
may lead to reduced orientational freedom and increased optical absorp-
tion. Even though, larger dipole moments lead to high FOM, phase instabil-
ity of highly polar chromophores in presence of other non-polar molecules 
can cause a major problem in PR composites. Hence an optimum chromo-
phore density is to be determined even though large loading enhances 
modulation effi ciency. Moreover, chromophores with high dipole moment 
can reduce the mobility of charges due to the energetic disorder introduced 
in the polymer matrix.42

It is to be noted that the chromophores can also act as a sensitizer43 if 
the energetics is appropriate at the operational wavelength. For this to be 
effective, the HOMO level must be deeper than that of the CTP. If instead 
a chromophore molecule with a HOMO level shallower than CTP is used, 
it may act as a deep trap for holes already injected into the transport mani-
fold from other sensitizers.44

Thus, the ionization potential is an important parameter in determining 
the magnitude of the SC fi eld and the response time of PR polymers.45 The 
concentration of the chromophore is also an important parameter. If the 
HOMO levels are aligned properly, at low concentrations the chromophore 
can be used as traps. As the concentration increases the chromophore may 
also begin to participate in charge transport via hopping,46 which will also 
lead to a tradeoff between a large SC fi eld and fast response as chromo-
phore also participate in charge transport. In general, care must be taken 
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to select a chromophore with proper optical and electronic properties for 
the anticipated application, as this can affect not only the index modulation 
but also the charge generation, transport, and trapping.

Several high-performing chromophores have been synthesized for use in 
PR composites. Some of the most common ones are dicyanostyrenes 
(DCST),47 azo-dye derivatives (DMNPAA),48 and oxypyridine dyes 
(ATOP).49 There are also some recent reports about tricyano molecules 
(DCDHF), which shows high photoconduction and two-beam coupling 
(TBC) gain.50,51 A number of reviews are available on the structure and 
design of chromophore for PR composites.12,49,50 The structures for some of 
these chromophores are shown in Fig. 24.5.

The design of nonlinear optical chromophores is also an active area, since 
this can affect nearly every functional property of the composites. There is 
no shortage of high performance composites. For example, PVK/DCDHF 
composites have exhibited TBC gains of 200 cm−1 with an absorption coef-
fi cient of 13 cm−1 at 647 nm and at only 30 V/μm.47 PSX-based composites 
with the 2-piperidino-5-thienylmalononitrile (P-TH-DC) chromophore 
have recently shown near 100% diffraction effi ciency at moderate fi elds of 
50–70 V/μm and response times of about 100 ms.52 At 532 nm, which is of 
interest for visual applications, PATPD and FDCST composites without C60 
sensitization also have high diffraction effi ciency.19 In this case, the sensitiza-
tion comes from the chromophore itself, and the ionization potential can 
be adjusted based on the position and degree of fl uorination.53 Liquid 
chromophores have also been used to achieve the PR effect without a 
plasticizer, demonstrating a response time of 46 ms.54 Arylimine derivatives 
have exhibited near 100% diffraction effi ciency and over-modulation at low 
fi elds (30–50 V/μm) with relatively low concentrations (25%),55 though the 
gain coeffi cient is well below 100 cm−1.
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24.5 Chemical structures of nonlinear optical chromophores used in 
photorefractive composites.
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24.3.3 Photosensitizers

Charge generation at the wavelength of interest in PR samples is accom-
plished by photosensitizing molecules. The photosensitizers may form a 
charge transfer complex with the CTP, facilitating the charges to be effi -
ciently transferred. In the case of primarily hole conduction in PR polymer 
composites, the sensitizer after photexciting an electron from its HOMO 
to LUMO will inject a hole into the CTP by accepting an electron, becom-
ing reduced. For the PR effect to be reversible, it should also be oxidizable 
to allow it to return to the original state. In order to act as a sensitizer, its 
HOMO level must be well below that of the CTP so that effi cient hole 
generation can be possible. According to Marcus’s theory, the difference 
between the ionization potential of the donor and acceptor should be large 
to accomplish large photogeneration effi ciency.56,57

Photosensitizers such as fullerenes may also serve as traps after being 
reduced, as there is a close relationship observed between the anion density 
and the trap density deduced from near-IR spectroscopic and PR charac-
terization.52,58 Moreover, the chromophore molecules can participate in this 
process as well, as it can provide the compensating sites for the holes to 
balance the anion density. These sites can help in reducing the recombina-
tion of charges. Thus, the ionization potential of the PR component is highly 
important in establishing the trap density.53,59

Some of the most common   sensitizers for visible wavelengths are C60, 
TNF, and TNFDM (Fig. 24.6) as they will form a CT complex with donor 
molecules. A highly soluble fullerene derivative, PCBM, is sometimes used 
in place of C60, and is also used for the wavelength sensitivity in the visible 
region. A recently developed DBM has been used for sensitivity at 1550 nm 
via two-photon absorption.14 A multitude of wavelength sensitivity was also 
achieved by inorganic crystals like CdSe and PbS. This approach has the 
benefi t of tuning the absorption band by changing the size of the 
particles.60
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24.6 Photorefractive sensitizer molecules.
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24.3.4 Plasticizers in PR samples

In the majority of cases, the Tg of the PR composites is much higher than 
room temperature. As discussed previously, since the largest contribution 
to the index modulation is achieved by the orientational birefringence, the 
Tg of the material must be at or near the operating (room) temperature. In 
order to bring the Tg to room temperature, plasticizers may be added to the 
composite. They are typically inert with respect to charge generation and 
trapping, though they do reduce the functional volume by diluting the 
charge transport matrix.

The commonly used plasticizer in PVK-based PR composite is benzyl 
butyl phthalate (BBP) at a loading level of 10–15 wt%. An alternate 
approach is to make the plasticizer less inert by using the hole transporting 
monomer unit as part of the design. The monomer, 9-ethyl carbazole 
(ECZ), has been highly successful as a plasticizer even though its contribu-
tion to charge transport and trapping has never been carefully scrutinized. 
These two plasticizers are shown in Fig. 24.7.

24.4 Photorefractive (PR) characterization techniques

24.4.1 Steady-state four-wave mixing (SSFWM)

The fundamental characterization of PR material involves steady-state 
four-wave mixing (SSFWM). In SSFWM, the intensity of the diffracted 
beam is monitored as a function of the applied fi eld.61 The schematic 
diagram of a four-wave mixing experiment is shown in Fig. 24.8. Beams (1) 
and (2) are two interfering beams which create the gratings and a reading 
beam (3) is diffracted from the grating written inside the sample. The 
sample surface is usually tilted 60° (ψ) with respect to the sample bisector. 
The writing beam incident angles are α1 and α2. The grating vector is given 
by K and d is the sample thickness. In order to minimize the grating erasure 
a low-intensity beam is used as the writing beam. The reading beam can be 
at the same or a different wavelength from the writing beams and therefore 
requires a tilt angle in its direction to satisfy the Bragg condition. A well-
known confi guration is degenerate four-wave mixing where all beams have 
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24.7 Benzyl butyl phthalate (BBP) and 9-ethyl carbazole plasticizers 
(ECZ).
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24.8 Photorefractive four-wave mixing geometry.

the same wavelength and the reading beam (3) partially diffracts from the 
grating written by the writing beams to produce a fourth beam (3′). In this 
confi guration, the diffracted beam (3′) is counterpropagating with respect 
to the writing beam (1) and the Bragg phase-matching condition is auto-
matically fulfi lled. Beam 4 is the transmitted beam counterpropagating with 
respect to the second writing beam (2). A non-degenerate four wave mixing 
is where a different readout wavelength than the writing beam wavelength 
is used. A cautious selection of the polarizations and relative powers of the 
writing and reading beams maximizes the visibility of the phase grating and 
minimizes the interaction between the beams. The diffraction effi ciency 
provides the strength of the gratings which can either be internal or exter-
nal. The internal diffraction effi ciency is the ratio of the diffracted beam 
intensity to that of the transmitted beam intensity in the absence of a 
grating (ηint = Idiff/Itran) whereas the external diffraction effi ciency is the ratio 
of the diffracted beam intensity to the incident intensity (ηext = Idiff/Iinci).

The functional form of the index modulation can be extracted from the 
fi eld-dependent diffraction effi ciency. The experimental data is normally fi t 
with a simplifi ed form of Kogelnik’s equation given by

η = A BEPsin ( )2  [24.43]

The index modulation can be calculated by relating the argument of the 
sine in (24.43) with that of the full Kogelnik relation once the fi tting param-
eters A, B and p have been determined as given below:

BE n
d

e eP = ⋅
⎛
⎝⎜

⎞
⎠⎟

Δ π
λ α αcos cos

.
1 2

1 2ˆ ˆ  [24.44]
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where d is the thickness of the sample, λ is the wavelength, and the dot 
product is between the polarization vectors of the writing beams.

24.4.2 Transient PR characterization

The dynamic response of a PR samples is determined by transient four-
wave mixing experiments. In a transient PR measurement, the reading 
beam and one of the writing beams were turned on using an electrical 
shutter at a constant fi eld applied to the sample. A Pockels cell turns the 
second writing beam on and off for a desired period of time. The electrical 
shutter remains open with the reading and the writing beams illuminating 
the sample until the end of the experiment, at which point the shutter is 
closed.

A simplifi ed version of Kogelnik’s equation is used to fi t the time-
dependent diffracted power. The temporal evolution of the index modula-
tion is described by the weighted biexponential function52

η = − + −− −A B m mt t t tsin [ ( ( ) )],2 1 11 2e e  [24.45]

where A, B, m, are amplitudes and t1 and t2 are the time constant fi tting 
parameters. This functional form provides an excellent fi t to experimental 
results. The weighed biexponential function has been commonly used for 
organic samples. However, some materials have shown severe disagree-
ment with (24.45) such that other functional forms have also been 
considered.

The performance of a holographic device is defi ned in terms of its sensi-
tivity.62 A widely used expression for sensitivity is

S
t

I t
=

ηext

WB ext

( )
,exp

, exp
 [24.46]

where ηext(texp) is the total external diffraction effi ciency achieved after a 
short exposure time texp when writing with a total external writing beam 
intensity IWB,ext. Sensitivity enhancement can be achieved by (i) accomplish-
ing high space charge fi eld (Esc), (ii) optimizing the EO chromophore 
structures and enhancing their orientational mobility in the polymer matrix, 
(iii) decreasing absorption losses, and (iv) reducing the sample exposure 
time by increasing the recording speed.

24.4.3 Two-beam coupling (TBC)

An identical experimental geometry as FWM is used in TBC characteriza-
tions except that no reading beams are used and two writing beams are 
p-polarized. Two optical beams, probe and pump, intersect inside the PR 
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polymer creating a nonlocal diffraction grating and subsequently, the beams 
diffract from the gratings they have just created. This results in the ampli-
fi cation of one of the beams and the attenuation of the other. This phenom-
enon is unique to PR gratings due to their non-local character, leading to 
the nonzero phase shift between the optical interference pattern and the 
grating.

A reversal of the direction of energy transfer is achieved by reversal of 
the applied fi eld due to the physical nature of the phase shift. This is 
because in low Tg organic materials, the energy transfer direction is deter-
mined by the drift of the majority carrier in the electric fi eld, and therefore 
a change in polarity of the electric fi eld can reverse the direction of energy 
transfer. This phenomenon of asymmetric two-beam coupling is a fi nger-
print of the PR nature of the photoinduced grating in any material; the 
energy exchange between the beams is generally monitored as a function 
of the applied fi eld.

24.4.4 High-performing PR polymers

All high-performance PR polymers developed in the early ages of its dis-
covery utilized PVK, which has since become one of the standards, with 
fast speed and high effi ciency. However, there are a number of properties 
that limit the usefulness of PVK in applications, such as component aggre-
gation and deterioration of the response time upon illumination.53,58 PR 
composites with polysiloxane derivatives (PSX) with a siloxane chain, 
which are similar to PVK in having a carbazole group have also been devel-
oped. PSX composites exhibit a lower Tg compared to PVK-based compos-
ites with similarly high performance,63,64 and diffi cult to phase separate.65 A 
variant class of the transporting polymers uses carbazole as a pendant group 
on a rigid backbone, such as poly (p-phenylene terephthalate) (PPT).66 
These materials have a tendency to self-organize into layered microstruc-
tures, and have a glass transition below room temperature without the 
addition of a plasticizer. TBC gains over 200 cm−1 and diffraction effi cien-
cies close to 100% have been reported on these samples. They show supe-
rior performance over PVK in refl ection geometry where the small grating 
spacing often limits PR characteristics.67,68

Recently, a different type of polymer called PATPD has been developed, 
which attains hole transport without the degradation of the PR properties.35 
This was accomplished by manipulating the HOMO level of PATPD, which 
is above that of most chromophores. The energy levels of some typical 
constituents in PATPD and PVK composites are shown in Fig. 24.9. With 
PVK as the CTP, the mobile holes can be trapped in the chromophore 
HOMO, enhancing the ionized acceptor density that is associated with deep 
trapping. With PATPD polymer composite, it is energetically unfavorable 
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for the mobile holes to be injected into the chromophore HOMO. Thus, 
the possibility of the chromophore acting as a compensating trap, leading 
to the formation of C60 anions in the composite, is reduced. The accumula-
tion of traps degrades the photoconductivity and the response time of the 
grating as the material is exposed, and with PATPD, this is avoided because 
of the HOMO energy level. Indeed, in PATPD composites video-rate 
response times were maintained over a large range of exposures, whereas 
the response times of similar PVK-based composites deteriorated by about 
an order of magnitude, as shown in Fig. 24.9. Both the composites studied 
were sensitized with sensitizer C60 and contained either 7-DCST, DBDC, 
or a combination of chromophores. Response times were measured under 
633 nm illumination with a total fl uence of 1.1 W/cm2.

The tetraphenyldiaminobiphenyl (TPD) is attached to a polyacrylic 
backbone as a pendent group through a fl exible alkoxy linker. This alkoxy 
linker reduces the Tg of the composite by providing structural fl exibility and 
orientational freedom to the pendent TPD groups. Thus, it is expected that 
the photorefractive traps are shallow, and conformational or structural in 
nature. Attempts have been made to engineer the chromophore HOMO 
levels to mimic the situation in PVK-based composites, but this was achieved 
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24.9 Intrinsic energy states and charge generation, transport and 
trapping process in (a) PATPD and (b) PVK with various 
chromophores. Reprinted with permission from Ref. 35, Copyright 
Wiley-VCH (2004).
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only at the expense of a dramatic reduction in the dynamic range of the 
device.68

The phase stability of the composite was also enhanced, allowing chromo-
phore loadings of 35–40%, and external diffraction effi ciencies approaching 
70% were accomplished at fi elds of about 50 V/μm with net TBC gain coef-
fi cients well above 100 cm−1. The hole mobility in TPD is reported to be 
about two orders of magnitude higher than in PVK,67,69 which may help to 
increase the photogeneration effi ciency; this high mobility is one of the 
reasons why TPD-based polymers have also found use in organic light-
emitting diodes.54,55,68,69

24.5 Photorefractive (PR) polymer composites 

for applications

The advent of PR polymers which can be made into large area devices led 
to the laboratory demonstration of many applications, for which all the 
previous material developments assisted to various degrees. Some of the 
important applications proposed are tissue imaging,18 beam cleanup,70 data 
storage,71 and dynamic displays.72 In this section, some of the specifi c mate-
rial aspects required to realize a few of these applications will be reviewed, 
namely pulsed writing required for many high-speed devices, and holo-
graphic displays.
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24.10 Plot demonstrating the simultaneous rise and decay of the 
diffraction effi ciency in a photorefractive sample under single pulse 
illumination. Pulse width was 1 ns and energy density was 4 mJ/cm
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applied fi eld was 95 V/μm. (Reproduced with permission from Ref. 73. 
Copyright 2006 American Institute of Physics.)
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24.5.1 Pulsed PR recording

One of the primary advantages of recording a grating with pulsed writing 
beams is that suffi cient writing energy can be delivered in much shorter 
period of time than in CW. Pulsed recording highly improves the writing 
time as well as make the system vibration insensitive. Pulsed recoding 
requires materials that can respond to brief impulses.

In one of the previous pulsed recording PR studies conducted,73 a com-
posite consisting of PATPD/7-DCST/ECZ/C60 (54.5/25/20/0.5 wt.%), 105 μm 
thick, was illuminated with two 532 nm writing beams about 1 ns in pulse 
duration (total fl uence of 4 mJ/cm2). Under single pulse writing, a maximum 
diffraction effi ciency of 56% was observed in 1.8 ms after illumination, as 
charge transport, trapping, and chromophore orientation continued after 
each pulse. An applied fi eld of 95 V/μm was used in a standard geometry 
with a 60° slant and an inter-beam angle of 20°. In CW recording, the same 
sample shows near 100% effi ciency with a response time of 4 ms under a 
similar fl uence.

Quantitative temporal characteristics were obtained by fi tting the curve 
to a modifi ed exponential function. Since grating build-up and decay are 
occurring simultaneously, each of which is typically characterized by two 
time constants, a total of four time constants were used:

Δn m t t m t t
m t t m

∝ − − − − −
× − + −
[ exp( ) ( )exp( )]

[ exp( ) ( )exp(
1 1

1
1 1 1 2

2 3 2 −−
∝

t t

B n
4

2 2

)]

sin ( )η Δ

 [24.47]

All the fi t parameters for single pulse illumination are shown in Fig. 24.10. 
The fast time constant obtained was 300 μs, with a weighting factor of 0.54. 
The slowest time constant for the decay was 74.4 ms. The effect of pulse 
energy was examined by writing with different fl uences. The fact that the 
peak power is also altering will not affect the PR process, since the number 
of charges generated is dependent on the total number of photons absorbed. 
The results of various pulse energies from 0.2 to 3 mJ/cm2 are shown in Fig. 
24.11. The maximum effi ciency increases more or less linearly with the 
energy, at least for the energy range used. However, the recording time 
does not signifi cantly improve, suggesting the dynamics are not limited on 
these timescales by charge generation but by the charge transport and align-
ment of chromophores, which are independent of writing intensity.

The devices developed for pulsed photorefractivity needs to be operated 
at the fastest possible speed for the desired application, at least as fast as 
the pulse repetition rate, which can be around hundreds of Hz. To accom-
plish this goal, substantial grating formation and decay should be within 
10 ms so that new information can be recorded. The grating builds within 
1–2 ms, and the decay can be accelerated by uniform illumination. Gated 
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illumination for 5 ms with a CW 532 nm beam was used. The dynamics of 
this process are shown in Fig. 24.12. Since it cannot be present during the 
grating formation, a variable time delay is used for the gating. At an energy 
density of 6 mJ/cm2, the entire write–read–erase process was completed 
within 10 ms. The delay as well as the intensity and nature (cw or pulsed) 
of the erasing can be adjusted to optimize the signal-to-noise ratio during 
the reading process.

While pulse writing constitutes a signifi cant increase in the dynamic 
response, some display and storage applications require even faster writing 
times. Recently, Nau et al.74 has demonstrated a grating written with 130 fs 
pulses at 800 nm in PVK samples sensitized with TNFM. With an average 
intensity of 3.5 mW/cm2, the diffraction effi ciency reported is 2%, lower 
than for the previously reported PATPD samples under ns exposure, but 
much higher repetition rates are achievable (80 MHz) with these lasers, 
thus requiring materials with response times on the order of 10 ns. However, 
as faster lasers are used, the spectral bandwidth increases, which may 
reduce contrast from unintentional spectral multiplexing.

24.5.2 Updatable 3D PR displays

Three-dimensional perception is fundamental to the human interaction 
with the world, since our brains are accustomed to processing more than 
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24.11 Time response of diffraction effi ciency under single pulse 
exposure with energy densities varying from 0.20 to 3.00 mJ/cm2. 
(Reproduced with permission from Ref. 73. Copyright 2006 American 
Institute of Physics.)

�� �� �� �� �� ��



702 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

just a single perspective to understand our surroundings. A 3D image has 
the ability to make people better understand: for example, a 3D viewing 
would be highly advantageous in medical imaging, industrial design, and 
terrain mapping.

Currently, 3D imaging techniques rely on stereoscopic rendering that 
requires special eye-glasses, at the expense of user fatigue and lack of the 
number of available perceptions. Holographic displays can reproduce very 
high-quality 3D images without these drawbacks, but to date have been 
made with either static photopolymers75 or dynamic media with small-size 
and low resolution.76,77

The attractive properties of PR polymers like large diffraction effi cien-
cies, fast writing times, large area, phase stability, and reversible recording 
process are attractive for holographic display applications. The fi rst updat-
able holographic 3D display based on PR polymers has been recently 
developed utilizing all these properties.19 A copolymer approach has been 
used to reduce the phase separation, allowing higher loading of the chromo-
phores. The copolymer consists of a polyacrylic backbone with pendant 
group TPD-type and carbaldehyde aniline (CAAN) attached through an 
alkoxy linker (PATPD-CAAN) in a ratio of 10 : 1. The function of CAAN 
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24.12 Diffraction effi ciency decay as a function of time with and 
without a separate uniform illumination to accelerate the decay. The 
shaded bar shows the duration of the CW erasing beam. The grating 
has completely decayed in 10 ms, showing the potential for operation 
at 100 Hz. (Reproduced with permission from Ref. 73. Copyright 2006 
American Institute of Physics.)
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group was to provide phase stability to the composite. A fl uorinated dicy-
anostyrene (FDCST) NLO chromophore was added to provide suffi cient 
refractive index modulation and charge generation at the wavelength of 
interest (532 nm). ECZ was used as a plasticizer to bring the glass -transi-
tion temperature near to room temperature. The ratios of PATPD : CAAN/
FDCST/ECZ were 50/30/20 wt.%. The sample for holographic display was 
105 μm thick with an active area of 4 inches × 4 inches (100 mm × 100 mm).

The high diffraction effi ciency (90%) exhibited by a 105 μm thick sample 
at 4 kV in the standard slanted transmission geometry at 532 nm is shown 
in Fig. 24.13a. The transient plots of a105 μm thick sample in the standard 
slanted transmission geometry at 532 nm shown in Fig. 24.13b. It is to be 
noted that this sample is slower than the typical fast PR composites, though 
at 9 kV an intermediate peak is reached after 1 s of writing. This allows 
writing the display at this voltage and sets the timescale of the recording 
process and is utilized in a new approach called voltage kick-off technique. 
This technique provided high-speed writing and long persistency for PR 
samples.78

An integral image holography was used to make the hologram for the 
3D display. The technique involves the processing of dozens of 2D perspec-
tives of an object on a computer which is followed by optically multiplexing 
these perspectives onto the recording medium in a manner such that when 
reconstructed, the sensation of depth is created via parallax. The two 
writing beams interfere inside the sample in Fourier transform geometry. 
The hologram was recorded by successively writing approximately 120 
holographic pixels, or ‘hogels’ side by side. Taking into account the geom-
etry of the human vision, horizontal parallax only was used, so the hogels 
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24.13 (a) Diffraction effi ciency (90%) exhibited by a 105 μm thick 
sample at 4 kV in the standard slanted transmission geometry at 
532 nm. (b) Transient plots demonstrating writing and erasing of 
photorefractive gratings. (Reproduced with permission from Ref. 19. 
Copyright 2008 Nature Publishing Group.)
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are vertical stripes. For recording, 532 nm light was used with a total writing 
intensity of 0.1 W/cm2. Given the transients, each hogel is written for 1 s, so 
the overall writing time is about 3–4 minutes for a 4 inch × 4 inch sample. 
After writing, the sample was translated to a new position and the hologram 
was read using a 650 nm light-emitting diode (LED) lamp. The image was 
visible for a period of about 3 hours, but erasing can be done at any time 
by illuminating the sample with a homogeneous beam at 532 nm. Some 
images produced by this process are shown in Fig. 24.14.

Even though this is a signifi cant progress in the area of PR polymers and 
3D holographic displays, many applications will require even faster samples 
for use in video-rate displays, and practicality dictates the viewability in 
standard white light room conditions.

In refl ection recording confi guration, the grating spacing is 0.2 μm, which 
is considerably (6.5 times) smaller than in transmission geometry. In order 
to achieve high diffraction effi ciency, higher trap densities are required. For 
this, PCBM was added at 0.5 wt% to the 3D display composition both as 
a sensitizer and a charge trap.79 This approach would also improve the 
speed of sample for use in video-rate displays, as discussed above. The 
results of FWM measurements in refl ection geometry for this sample are 
also included, we observe 40% diffraction effi ciency at 9 kV and an offset 
of 3˚. The increased trap density due to PCBM leads directly to a larger SC 
fi eld, but likely reduces the charge recombination, both of which explain 
the increase in effi ciency.

24.14 2D images of the 3D holographic images produced from 
updatable display setup. Images are taken at different camera 
locations to demonstrate occlusion and parallax. The right-most 
images are one frame from the computer model used to generate the 
holograms. (Reproduced with permission from American Chemical 
Society.)
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24.6 Conclusion and future trends

Photorefractive polymers have transformed to such an extent that they can 
be used to display refreshable 3D holograms. Currently, they outperform 
their inorganic counterparts in diffraction effi ciency, sensitivity and two 
beam coupling gain. The sensitivity of the devices can be tuned from the 
visible to the infrared, and highly customizable fabrication enables to make 
devices of various shapes and sizes with relative ease. Thus, the current focus 
of the research is on developing materials for specifi c applications and 
assessing their performance in real-world schemes. In particular, holo-
graphic 3D displays will have potential applications in medical technologies, 
military planning, and the entertainment industry.

Despite the rapid progress, there is still plenty of room for improvement. 
One aspect which needs particular enhancement is the sensitivity of PR 
polymers. It is much less than photographic fi lms at least for holographic 
applications, though the updatability is a signifi cant advantage. Many of the 
complex processes like charge transport and trapping are still not com-
pletely understood and modeling efforts will need to be implemented to 
better understand the mechanism and guide developments. Moreover, the 
electrical and chemical stability is still a concern in some high-performing 
samples. Currently emerged applications like updatable 3D display will 
continue to drive the scientifi c community in the development of new 
materials to meet these challenges.
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Abstract: The focus of this chapter is to introduce important background 
information on the physical properties of polymers and then to discuss 
the signifi cant progress that has occurred in polymers for passive 
waveguide operations, such as high-performance fi lters for dense 
wavelength division multiplexing (DWDM) systems, and in both 
waveguide and free-space electro-optic (EO) polymer modulators, which 
have applications in both high-speed communications and radio-
frequency (RF) photonics.
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25.1 Introduction and motivation for using polymer 

(opto)electronic components

The glassy state has long been recognized to be practically ideal for light 
transmission, owing to the isotropic and transparent nature of glassy media. 
Inorganic glass science has developed over thousands of years, reaching its 
zenith in the realization of optical fi ber with less than 0.2 decibels/kilometer 
(dB/km) propagation loss, a tremendous feat that enabled the creation of 
the Internet as we know it. Glass science is based, fundamentally, on working 
with atoms, where certain atoms are known to be effective at forming glass 
networks, while others are better at breaking them up and also frustrating 
crystallization.

It has been only one hundred years since glassy synthetic polymers were 
fi rst made. Polymer science progressed dramatically during the 20th century, 
as it was realized that manipulating molecules, not atoms, was more effi cient 
and less costly. Polymers now dominate much of our material world owing 
to their low-cost (and low energy) manufacture, light weight, fl exibility, and 
ability to be continually tailored to address the application at hand.
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Polymers have played an important role in the development of informa-
tion technology with epoxy composites emerging as the primary printed 
circuit board material, polymer-based photoresist driving the lithographic 
patterning on ever-denser integrated circuits, and optical polymers, which 
have enabled the production of compact disks, DVDs, polymer optical fi ber, 
and claddings for glass optical fi bers.

More recently, advanced optical polymers have been developed possess-
ing exceptional properties, and that have enabled ultra-low loss optical 
waveguides [1], high-performance variable optical attenuators [2], 100 GHz 
electro-optic (EO) modulators [3], polymeric light emitting diodes [4], 
polymer photovoltaics [5], polymers for optical limiting [6, 7], and 3D holo-
graphic display polymers [8, 9]. The focus of this chapter is to introduce 
important background information on the physical properties of polymers 
and then to discuss the signifi cant progress that has occurred in polymers 
for passive waveguide operations, such as high-performance fi lters for dense 
wavelength division multiplexing (DWDM) systems, and in both waveguide 
and free-space electro-optic polymer modulators, which have applications 
in both high-speed communications and radio-frequency (RF) photonics.

25.2 General polymer science

The extraordinary richness of organic chemistry provides the basis for 
polymer science, even though inorganic polymer chemistry has made sig-
nifi cant strides in recent years. In this work we will focus our discussion on 
organic polymers and their optical properties.

Polymers are built up from individual units called monomers, where the 
monomers can comprise a large range of organic compounds that are able 
to react in such a way as to create a high molecular weight ‘molecule’ from 
the single molecule present at the outset. These high molecular weight 
species, the polymer chains, generally have a distribution of chain lengths, 
and possess dramatically different properties from the starting monomers, 
which are typically in either liquid or crystalline powder form at room 
temperature. These properties generally include excellent fi lm-forming 
ability, moldability, fl exibility, and compatibility with a large range of 
substrates.

25.2.1 Basic polymer chemistry

The fi eld of polymer chemistry is very active with new approaches to 
polymer synthesis emerging at a steady pace. For our purposes we can learn 
a lot about polymer chemistry by considering two of the most popular 
optical polymers, poly (methylmethacrylate) (PMMA) and polycarbonate, 
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both of which have a long and successful history in a broad range of optical 
applications.

PMMA is formed from the methylmethacrylate (MMA) monomer (Fig 
25.1a and b). This transformation from monomer to polymer is generally 
accomplished by a free radical polymerization. In this approach, the mono-
mers are combined with small amounts of a molecule called the initiator. 
In the case of PMMA, a common initiator is azobisisobutyronitrile (AIBN), 
which is typically incorporated at a fraction of a mole percent. At elevated 
temperatures, AIBN initiates the formation of a free radical on the MMA 
monomer as shown in Fig. 25.2. The resulting MMA free radical is highly 
reactive and, in particular, can undergo a reaction that links the free radical 
species to another MMA monomer, which then carries the free radical end 
group. This ‘dimer’ can then react with another MMA monomer, and so 
forth, leading to the formation of a long polymer chain, with the reaction 
conditions being principally controlled by AIBN concentration, tempera-
ture, and time.

In order to describe the polymer that is then formed we introduce the 
concepts of number-averaged and weight-averaged molecular weight. To 
determine the number-averaged molecular weight, we note that the polymer 
molecule weight, M, must be a multiple of the monomer molecular weight, 
M0. For free radical polymerizations there are no atoms removed during 

(a) (b)
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O
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25.1 Chemical structures of (a) methyl methacrylate and 
(b) polymethylmethacrylate.
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25.2 Free radical polymerization of MMA by AIBN.
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polymerization, so this defi nition works nicely. Thus, the possible values of 
M can be written as Mi, where Mi = iM0. The total weight is given by

N Mi i
i=

∞

∑
1

,
 

[25.1]

where Ni is the number of polymer chains with molecular weight, Mi, while 
the total number of molecules is

Ni
i=

∞

∑
1

,
 

[25.2]

thus we write

M
N M

N
N

i i
i

i
i

= =

∞

=

∞

∑

∑
1

1

.

 

[25.3]

Note that the number fraction of polymers with molecular weight Mi is
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whence we may write

M X MN i i
i

=
=

∞

∑
1
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[25.5]

for the number-averaged molecular weight.
Often the properties of polymers depend on the size or weight of a given 

polymer molecule. We merely replace Ni with NiMi, the weight of chains 
that are i monomers long, in our previous expression to obtain
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Since

N M
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i i

i i
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∑
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[25.7]

is the weight fraction of polymer with molecular weight Mi we can write

M w MW i i
i

=
=

∞

∑
1

.
 

[25.8]
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The ratio of the number-averaged molecular weight to the weight-averaged 
molecular weight is known as the polydispersity index (PDI) given by

PDI = M
M

W

N

,
 

[25.9]

where large values of PDI indicate a broad molecular weight distribution, 
while low values (∼1) indicate a narrow distribution.

It is important to know M
–

W, M
–

N, and PDI for polymer samples of interest, 
since these values profoundly affect important polymer properties such as 
solubility, mechanical strength, and viscosity in the melt.

25.2.2 Polymer physics

The physics of polymers is dominated by the fact that most polymers are 
in an amorphous or semicrystalline state, the nature of which dictates their 
mechanical, electrical, and optical properties among other aspects. In this 
chapter our discussion centers almost exclusively on amorphous polymers, 
which are generally required for integrated optics, since semicrystalline 
materials suffer from extensive light scattering owing to the presence of 
boundaries between the amorphous and crystalline regions.

Amorphous polymers as a class share some common features such as

• low light scattering, which results in high transparency in regions where 
the polymer’s monomeric constituents do not have light absorption;

• excellent dielectric properties, owing to the diffi culty of charge transport 
in an amorphous polymer matrix;

• mechanical properties that depend largely on the glass transition tem-
perature, Tg, and the degree of crosslinking that exists between the 
polymer chains.

Amorphous polymers are usually weaker than their semicrystalline coun-
terparts, which can be a challenge for optical applications in which the 
polymer is expected to provide structural strength, such as windows. Fur-
thermore, polymer properties can often change in the course of repeated 
exposure to moisture and ultraviolet radiation leading to changes of 
mechanical properties in use that can be quite signifi cant.

The glass transition temperature plays a crucial role in the physics of 
amorphous polymers. A glass transition is a second order phase transition, 
which means that while the specifi c heat is continuous at Tg, its derivative 
is not. Figure 25.3 illustrates this behavior for an idealized glass transition. 
Other mechanical properties, such as the coeffi cient of thermal expansion, 
are discontinuous at Tg, since the specifi c volume is continuous, but its 
derivative is not.
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For applications, it is important that the glass transition be far from the 
operating range. Ordinarily, we think of this as being above the operating 
range, but in many cases, such as heavily crosslinked polymers, it is also 
acceptable to have the Tg be well below the operating range. This is indeed 
the case for one of the most successful and rugged polymers, rubber.

The amorphous nature of optical polymers also results in a number of 
related physical properties. Optical polymers are generally good dielectrics, 
with high resistivity, low dielectric constant, and low dielectric loss. Owing 
to their amorphous nature, they generally have large amounts of free 
volume, leading to rapid diffusion of both gases and vapors into polymer 
fi lms. This same free volume lends these materials high fl exibility especially 
for fi lms thinner than 50 μm or so.

25.3 Polymer processing

25.3.1 Solution processing

Thin polymer fi lms, such as those used in integrated optics, are usually 
processed in solution and deposited by casting, dip coating or spin coating. 
In casting the solution is dropped onto the substrate and then allowed to 
dry, perhaps with heating to accelerate the evaporation of the solvent. Dip 
coating is usually performed using a process such as that shown in Fig. 25.4. 
The polymer solution is held in a container into which the substrate is 
lowered and then removed at a constant speed. The fi lm thickness is a func-
tion of the concentration of the polymer in solution and the speed at which 

S
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t

Temperature

A

B

C

25.3 Specifi c heat as a function of temperature for a polymer 
undergoing a glass transition – the glass transition occurs at A.
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the substrate is withdrawn. Dip coating can be used to deposit a wide range 
of fi lm thicknesses (100 to 10 μm) with fairly high uniformity and reason-
ably good control over the absolute value of the polymer thickness. The 
thickness of a dip-coated fi lm is related to the experimental parameters 
such as through the Landau–Levich expression [10]

h
v
gLV

= ⋅
⋅

0 94 2 3

1 6 1 2

. ( )
( )
η

γ ρ  
[25.10]

where h is the fi lm thickness, v is the speed at which the substrate is with-
drawn, g is the acceleration due to gravity, ρ is the density of the solution, 
and η is the viscosity. It is straightforward to set up a dip-coating apparatus 
since the primary requirement is a variable speed automated translation 
stage that can be controlled with practically arbitrary precision by using a 
computer for control.

For ultra-high uniformity fi lms requiring nanometer level control over 
the fi lm thickness, the preferred method for deposition of a dissolved 
polymer is spin coating. In spin coating, a controlled volume of the polymer 
solution is dispensed onto the intended substrate, often silicon owing to its 
superb fl atness, the presence of a passivating native oxide, and control over 
the substrate thickness. The substrate is held, usually by vacuum, to a fl at 
metal plate or chuck. The substrate/polymer solution are then spun at rates 
from 500   rpm up to approximately 5000 rpm, with the resulting polymer 
thickness being a function of spin speed, polymer concentration in solution 
and solution viscosity. Often a low-speed ‘spread’ cycle is used to spread 

Reservoir

Coating solution

Upward speed dependent on
desired thickness

25.4 Schematic of dip-coating process for depositing polymer fi lms.
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the solution evenly around the substrate prior to high-speed spinning used 
to achieve the fi nal fi lm thickness. After spin coating or dip-coating, samples 
are dried at elevated temperatures (>100 °C) either in ovens or on hot 
plates. Hot plate baking is frequently preferred, since the residual solvent 
is then naturally forced out of the fi lm, resulting in dense fi lms with no 
trapped solvent. Oven baking works well if it is necessary to heat the fi lm 
for an extended period of time, such as an annealing step, so heating cycles 
are often a combination of both methods. For spin coating, the fi lm thick-
ness can be related to experimental parameters through the following 
expressions such as [11]

h
mA

A A

= −⎛
⎝⎜

⎞
⎠⎟

⋅
⋅

⎛
⎝⎜

⎞
⎠⎟

1
3

20 0
2

1 3ρ
ρ

η
ρ ω  

[25.11]

where h is the fi lm thickness, m is the evaporation rate of the solvent (in 
length per unit time), ω is the angular velocity, η is the viscosity, ρAo is the 
initial mass of volatile solvent per unit volume, and ρA is the fi nal mass of 
volatile solvent per unit volume (after spinning). We see that concentration, 
spin speed, and, to a lesser extent, viscosity are the most important factors 
to control for spin coating.

25.3.2 Melt processing

By melt processing, we mean any process where we make use of the fact 
that an amorphous polymer is generally a glass and, as such, softens con-
siderably at temperatures above Tg, becoming effectively molten at tem-
peratures approximately 100 °C above Tg in most cases. One of the 
challenges of melt processing of polymers is that at the temperatures 
required many polymers will have an increased tendency to suffer from 
thermo-oxidative decomposition, and this is especially the case when dye 
molecules are incorporated as in the case of EO polymers. Once the polymer 
is well-above Tg, it can easily be stretched and formed into practically arbi-
trary shapes.

Melt processing is extensively used in the production of polymer optical 
fi bers, transparent rolls of polymer fi lm, molded lenses, and compact disks/
DVDs, among many other examples. Polymer optical fi bers can either be 
drawn from a preform, as in the case of glass optical fi ber, or coextruded, 
a process that is used by Mitsubishi Rayon, the main producer of polymer 
optical fi ber [12]. Figure 25.5 shows a polymer optical fi ber being drawn 
using a conventional draw tower, which can be much shorter than glass fi ber 
draw towers, since the processing temperatures are 200–300 °C as opposed 
to ≥ 1000 °C for most glasses.

Recently, there has been a renewed effort devoted to melt processing for 
the formation of sub-wavelength features that are useful for polarizers and 
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waveplates, as well as optical waveguides. Figure 25.6 shows an scanning 
electron micrograph (SEM) of a waveguide that we have molded in an EO 
polymer that is single-mode [13]. As the quality of optical polymers improves 
and mass consumption of photonics components commences, fueled by the 
ever-increasing bandwidth demands of the Internet and cloud computing, 
there will be an urgent need for molding-based technology that can cheaply 
and effi ciently deliver polymer photonic components.

25.4 Ultra-low loss polymer waveguide devices: 

materials science

25.4.1 Perfl uoropolymer platform

In this section we will review ultra-loss loss single mode perfl uoropolymer 
waveguides in terms of overall material properties, fabrication processes, 
devices and their applications in optical telecommunications and RF 

25.5 Fiber draw tower for polymer optical fi ber.
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photonics. Perfl uoropolymers have the lowest absorption limited loss of 
available optical polymers, owing to the absence of carbon–hydrogen bonds, 
which contribute overtone infrared absorption in regions of interest for 
communications. Particularly, we will discuss single mode perfl uoropolymer 
waveguide structures exhibiting polarization independent ultra-low loss of 
<0.05 dB/cm at 1310 nm and 1550 nm bands with a high Δn (i.e. 1.6%) as 
well as their optical power-handling reliability properties, which are impor-
tant for both telecommunications and avionics applications. Moreover, 
porous structures that arise during the waveguide fabrication process will 
be discussed by considering implications to the propagation loss based on 
the Rayleigh–Mie scattering loss mechanism. We will show that the porosity 
needs to be reduced to below 40 nm to realize waveguide structures with 
ultra-low propagation losses (i.e. <0.1 dB/cm) based on the fabrication and 
measurement of morphologies with various degrees of porosity. Further, 
bending loss and respective polarization-dependent propagation loss behav-
ior will be briefl y discussed as a means to determine a minimum bending 
radius for realizing compact devices with ultra-low loss and polarization 
independent features.

Based on these insights into perfl uoropolymer low-loss structures, we 
demonstrated long delay lines (i.e. 1 m) with compact features and highly 
effi cient athermal arrayed waveguide grating (AWG) multiplexers and 

25.6 SEM of molded EO polymer waveguide – waveguide is 
approximately 5 × 5 μm2.
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demultiplexers will be demonstrated as key building blocks for various 
applications. In an attempt to further improve cross-talk (xtalk) and inser-
tion loss features of AWGs with high channel counts and high resolutions, 
various techniques and their implications will also be investigated, i.e. 
shadow mask fabrication, array tapering, etc. Specifi cally, RF photonics 
applications that benefi t from the combination of AWG fi ltering and long 
delay lines (i.e. selective true time delays (TTD) and wide-band photonic 
channelizer modules) will be discussed as promising, potentially ground-
breaking applications of this platform.

Planar waveguide technologies offer unique integrated photonic plat-
forms for various devices with increased functionality and reduced size and 
cost for optical communication and RF photonics applications [14]. Numer-
ous single-mode devices have already been realized on silica-on-silicon, 
ion-exchanged glass, InP and polymer waveguide platforms. The polymer 
waveguide platform presents several advantages that include design of the 
optical properties, ease in processing and device fabrication, high-density 
device integration, cost effectiveness, and high-volume production [15]. 
However, material and process-induced losses need to be addressed care-
fully to minimize propagation losses. Earlier reported polymer waveguides 
were usually fabricated with structures that contain hydrocarbon bonds 
(C–H), which limit the waveguide intrinsic absorption loss within the 1300–
1650 nm communication window to be no less than 0.2 dB/cm [15, 16]. An 
effective way to reduce the intrinsic absorption loss is to design polymers 
in which the highly absorbing C–H groups are replaced with very low 
absorption loss fl uorocarbon groups (C–F) [17, 18]. Various material systems 
such as partially fl uorinated acrylates, polyimides, and silicone resins have 
been investigated to reduce the absorption loss; however, in order to achieve 
polymer waveguides with propagation loss comparable to silica waveguides, 
a fully fl uorinated polymer material system with little, or no, C–H content 
is required.

Besides material absorption loss, scattering and process-induced losses 
also contribute to the propagation loss in polymer waveguides [19, 20]. The 
origin of scattering loss in polymer waveguides can be both extrinsic and 
intrinsic. In the simplest case, extrinsic scattering loss may result from dust, 
dissolved bubbles, unreacted monomer, voids and cracks in the polymer 
waveguide, for example. If present these features are generally large inclu-
sions (i.e. >1 μm) with largely wavelength independent scattering. In order 
to avoid these potential extrinsic sources, it is routinely necessary to perform 
all material process and device fabrication steps under traditional clean-
room conditions. On the other hand, intrinsic scattering can result, for 
example, from compositional inhomogeneities, or static and dynamic density 
fl uctuations, both of which can occur on short length scales (i.e. <0.1 μm) 
[21, 22]. In these cases, the scattering intensity is isotropic and can be highly 
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wavelength dependent, i.e., Rayleigh scattering. However, under ordinary 
conditions, loss values as small as <0.1 dB/cm are achievable in typical, 
high-quality, optical polymer waveguides with only these intrinsic scattering 
loss sources. Moreover, polymer materials generally tend to form porous 
structures upon spin coating and annealing due to spinodal decomposition 
[23]. These porous structures form additional Rayleigh–Mie scattering loss 
centers, where these structures must be controlled and reduced to below 
40 nm size to realize waveguide structures with ultra-low propagation losses 
(i.e. <0.1 dB/cm).

In addition to propagation loss, polarization dependent loss (PDL) is also 
a critical factor. PDL usually originates from material birefringence, asym-
metric waveguide cross-sections, or induced stresses, for example. Stress 
usually arises during waveguide fabrication steps, especially when the mate-
rials of the waveguide structure and supporting substrate have different 
coeffi cients of thermal expansion (CTE) [24]. Polarization independent 
performance can be obtained by utilizing very large-scale integration 
(VLSI) processing methods in fabricating symmetric waveguides together 
with a CTE matched polymer substrate [25]. In general, ultra-low loss and 
PDL independent performance must be complemented with a high Δn (e.g. 
>1.5%) in order to make it feasible to realize integrated functionalities with 
compact layouts; 1m long delay lines need to be bent with a maximum of 
4 mm radius in order to place 8 delay line chips on a 4″ (100 mm) wafer. 
Thus, high Δn is another key parameter in the waveguide platform enabling 
long propagation lengths and high-density device integration as well as 
further increasing manufacturing effi ciency and bringing down material and 
fabrication cost.

The perfl uoropolymer waveguide platform is ideal for a variety of inte-
grated optic devices that would benefi t from ultra-low loss, high Δn and 
polarization independent loss properties, for example, delay lines, thermo-
optic (TO) switches, splitters, AWGs, tunable fi lters, etc. In principle, devices 
like AWGs exhibit high temperature dependence due to their phase-sensi-
tive nature, e. g., wavelength shifts of around 11 pm/°C for conventional 
silica-on-silicon based AWGs. A few different approaches have been inves-
tigated to achieve athermal AWGs. One approach involves canceling out 
the TO coeffi cient of the waveguide core material with either a reversed 
TO coeffi cient cladding material, or replacing a section of the waveguide 
with a reversed thermal optic coeffi cient material [24]. Another approach 
utilizes a moving fi ber at the input slab waveguide so that the AWG struc-
ture is effectively dynamically changing with temperature to reduce tem-
perature effects [25]. For the perfl uoropolymer platform, one can achieve 
athermality by choosing a substrate with a specifi c CTE that matches the 
TO coeffi cient of the waveguide, where all polymer confi gurations may 
provide the ideal approach owing to polymers’ intrinsically positive CTE 
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and negative TO coeffi cient properties [26]. Further, the all-polymer design 
may be confi gured with a superstrate overlay approach that sandwiches the 
polymer waveguides in between a polymer superstrate and a polymer sub-
strate. By tuning the superstrate thickness and therefore the effective 
thermal expansion coeffi cient, the AWG temperature dependence may be 
tuned to achieve athermal performance [27]. Using this technique, the tem-
perature shift of a perfl uoropolymer AWG was shown to be around 
−0.5 pm/°C. In an attempt to further improve xtalk and insertion loss fea-
tures of AWGs with high channel counts and high resolution, various tech-
niques and their implications are discussed such as shadow mask fabrication 
and array tapering, etc.

Besides known applications such as cost-effective photonic devices for 
wavelength division multiplexing (WDM) networks (e.g. splitters, TO 
switches, AWGs), the perfl uoropolymer waveguide platform offers unique 
benefi ts for RF photonics applications, especially the integration of AWG 
fi ltering with long delay lines for selective TTD and high-resolution wide 
band photonic channelizer modules. The optical TTD technique is an 
important element for both RF photonics and optical telecommunication 
applications [28, 29]. On the RF photonics side, besides many advantages 
of optical signal processing techniques that include low distribution loss, 
reduced size, higher frequency operation and increased immunity to elec-
tromagnetic interference (EMI), optical TTD is a key enabling technique 
particularly for phased array antenna (PAA) systems where electronic tech-
niques are inadequate. On the optical telecommunications side, TTD is also 
a promising technique for providing dynamic optical buffering elements for 
optical routing in all-optical networks as well as encoder/decoder elements 
for wavelength code division multiple access (CDMA) networks to increase 
the correlation properties of codes and network security [30]. Both the 
optical telecommunication and RF photonics applications require similar 
specifi cations for TTD modules such as low insertion loss, low coupling loss 
to single mode fi ber (SMF) and low polarization dependence, all of which 
can be met by the perfl uoropolymer waveguide platform.

The channelizer module is another promising application for RF photon-
ics as a means to enable a large portion of the RF spectrum (i.e. 2–20 GHz) 
to be simultaneously monitored and analyzed. A channelizer is basically an 
AWG with extremely high resolution that can be realized with large length 
differences among the array grating lengths, for example 1 GHz resolution 
requires ∼20 cm length differences between the shortest and longest grating 
arms [31]. The channelizer requires innovative AWG designs with precise 
fabrication processes and active phase control of individual grating arms. 
Although there are still fabrication challenges in achieving a wide band 
channelizer, the initial results are promising, where interlayer coupling and 
coarse fi ltering have been achieved [32]. The photonic channelizer module 
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offers an order of magnitude reduction in the power, weight, and cost as 
compared to an electronic system, yet several research objectives (i.e. active 
phase control via TO, multilayer coupling control, etc.) must be met to 
realize such unique devices on the perfl uoropolymer platform.

25.4.2 Perfl uoropolymers

Perfl uoropolymer material systems offer superior properties for optical 
waveguides in terms of transparency and stability owing to their hydrocar-
bon free and stable molecular structures. There are several commercially 
available perfl uoropolymer materials with various grades, for example 
poly[2,3-(perfl uoroalkenyl) perfl uorotetrahydrofuran] (CYTOPTM, from 
Asahi Glass), poly[2,2-bistrifl uoromethyl-4,5-difl uoro-1,3-dioxole-co-
tetrafl uoroethylene] (Tefl on AFTM from Dupont Chemicals) and poly[2,2,4-
trifluoro-5-trifluoromethoxy-1,3-dioxole-co-tetrafluoroethylene] 
(HYFLON ADTM, from Solvay Solexis). Figure 25.7 illustrates the corre-
sponding chemical structures for (a) CytopTM, (b) Tefl on AFTM, and (c) 
Hyfl on ADTM. A combination of these systems with each other or with 
various dopants can be utilized for refractive index tailoring to desired Δn 
values. These systems generally need to go through purifi cation processes 
in a cleanroom environment before waveguide fabrication processes.

Table 25.1 shows the vibrational overtones with corresponding central 
peak wavelengths, normalized intensities and absorption losses. Polymer 
waveguide material absorption loss in the 1300–1650 nm range predomi-
nately comes from the overtones of C–H bond vibrations. The strong bond 
and high effective mass of the C and F bonded atoms result in low vibra-
tional energies (∼10 μm) and, correspondingly, relatively low associated 
absorption coeffi cients. As seen from the Table 25.1, with hydrogen being 
the smallest atom, the C–H bond has a vibrational absorption peak at 
3390 nm, and, thus, second and third overtone modes, extending well into 
the 1300–1650 nm range accompanied by high absorption. As an example, 
acrylate polymers containing C–H bonds exhibit an absorption loss of about 
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25.7 Chemical structures of several perfl uoropolymers of interest 
for low-loss optical waveguides: (a) CytopTM, (b) Tefl on AFTM, and 
(c) Hyfl on ADTM
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0.75 dB/cm at 1550 nm. As a comparison, C–F bond absorption only starts 
to extend into the 1300–1650 nm range with its fi fth, sixth, and seventh 
overtones with associated relative absorption intensities several orders of 
magnitude lower than that of the C–H bond. For perfl uoropolymers with 
no C–H bonds, waveguide losses of <0.03 and <0.07 dB/cm were realized 
for low and high Δn waveguide structures, respectively, in the 1300–1650 nm 
range [17, 18]. The absorption limited loss of such perfl uoropolymer 
waveguide is well below 0.001 dB/cm.

25.5 Ultra-low loss polymer waveguide fabrication 

and process-induced losses

As is well known in addition to absorption loss, scattering and process-
induced effects can also contribute to the propagation loss in single mode 
polymer waveguides [13–22]. Under ordinary conditions, values as negligi-
bly small as <0.01 dB/cm are achievable in typical, high-quality, optical 
polymer waveguides from intrinsic scattering loss sources. Various condi-
tions affecting these general contributions to loss in perfl uoropolymer 
waveguide structures remain under continued study.

Process-induced scattering losses in polymer waveguides can be encoun-
tered from surface roughness and stress-induced scattering. Polymer thin 
fi lms are typically formed by spin coating process steps that include deposit-
ing from solution and subsequently drying in an oven. The resultant fi lms 
are generally uniform but may have roughness features that contribute to 
scattering losses. Single mode waveguides that are then fabricated from 

Table 25.1 Wavelengths, intensities and absorption losses of some 
important vibrational bond structures

Bond Wavelength
(nm)

Intensity
(a.u.)

Absorption
(dB/cm)

C–H n1 = 3390 1 500
C–H n2 = 1729 7.2 × 10−2 36
C–H n3 = 1176 6.8 × 10−3 3.4
C–D n3 = 1541 1.6 × 10−3 0.8
C–D n4 = 1174 1.3 × 10−4 0.065
C–F n5 = 1626 6.4 × 10−6 0.0032
C–F n6 = 1361 1.9 × 10−7 0.000095
C–F n7 = 1171 6.4 × 10−9 0.0000032
C=O n3 = 1836 1.2 × 10−2 6.0
C=O n4 = 1382 4.3 × 10−4 0.22
C=O n5 = 1113 1.8 × 10−5 0.009
O–H n2 = 1438 6.0 × 10−2 30
O–H n2 = 979 5.2 × 10−3 2.6
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these thin fi lms can also contribute additional roughness features, especially 
by way of lithographic process steps in which dry or wet etching defi ne the 
waveguide structure. Thus, these spin coating and etch process steps must 
be performed with suffi cient care to keep the overall surface roughness to 
a minimum, for example, <40 nm RMS is required for <0.03 dB/cm loss. 
Another process-induced loss contribution is stress-induced scattering. A 
general observation is that in the deposition of a thin fi lm on a solid sub-
strate, a crucial aspect of the process is managing the naturally occurring 
stress that is primarily induced from the fi lm–substrate materials mismatch. 
In planar glass waveguide fabrication, for example, the effects of stress are 
even more pronounced because of the high temperature deposition (e.g. 
>1000 °C) involved, often necessitating follow-on annealing operations. In 
polymers, thin fi lms for waveguide fabrication are usually deposited from 
liquid solution at relatively low temperatures (e.g., ∼RT) with solvent bakes 
and annealing steps occurring at moderate temperatures (e.g., 100°C). It is 
well known that these temperature excursions, when coupled with the mis-
match in the CTE between the waveguide and substrate, may yield high 
stress values and consequent large birefringence and polarization depend-
ence. In recognition of these potential problems, polymer waveguide and 
polymer substrate materials have been arranged with appropriate CTEs to 
avoid large scattering losses [17].

Typical fabrication process steps for perfl uoropolymer waveguides are 
illustrated in Fig. 25.8. We fabricated buried channel waveguides with our 

Buried channel
Perfluoropolymer
waveguide

Overcladding

Metal

Undercladding

Polymer wafer
substrate

Perfluoropolymer
core layer

Reactive ion etching

(1)

(2) (4)

(3)

25.8 Process steps that were used for perfl uoropolymer waveguide 
fabrication.

�� �� �� �� �� ��



 Organic waveguides, demultiplexers, electro-optic devices 725

© Woodhead Publishing Limited, 2013

perfl uoropolymer materials utilizing standard silicon VLSI fabrication 
steps, such as spin coating of undercladding and core layers (1), photoli-
thography (2), reactive ion etching (3) and a fi nal spin coating of overclad-
ding (4). Figure 25.9(a) and (b) show an SEM micrograph of a channel 
waveguide after core etching processing, and a micrograph of the cross-
section of our waveguides, respectively. The waveguide is symmetric (4 μm 
× 4 μm) with a core-cladding refractive index difference of about 1.6%. We 
measured the propagation loss spectrum of our waveguide to high precision 
by fabricating a 100 cm long waveguide chip with a footprint of about 3 cm 
× 4 cm. The layout of the chip follows a spiral pattern, as depicted in Fig. 
25.10, to ensure minimal bending loss. Coupling and propagation losses are 
distinguished by measuring the loss of a 5 cm long reference channel on the 
same chip. There are also four channels following the spiral and references 
in order to ensure consistency and waveguide yield. The measured propaga-
tion loss spectra over the 1310, 1440, and 1550 nm bands are shown in Fig. 
25.10. The waveguides were pigtailed with a high numerical aperture (NA) 
fi ber with a mode fi eld diameter matched to our waveguide; coupling loss 
was measured to be 0.4 dB per interface. As seen in Fig. 25.10, the waveguide 
structure exhibits a propagation loss of <0.05 dB/cm at 1310 nm and 
1550 nm while <0.1 dB/cm at the 1440 nm bands for all four channels. Fur-
thermore, we measured the overall PDL of the waveguides to be random 
and less than 0.004 dB/cm owing to the use of a CTE matched polymer as 
the substrate. This CTE matching enabled low-stress loading during the 
waveguide fabrication process, resulting in polarization independent per-
formance. Note that insensitivity to wavelength is an important feature for 

(a) (b)

Upper cladding

Core

Under cladding

Polymer substrate

7 kV 5 μm 0356 PHOTON–××3,000

25.9 (a) SEM micrograph of a channel waveguide after core etching, 
(b) optical micrograph of a perfl uoropolymer waveguide interface with 
light emitting from a 4 μm × 4 μm symmetric waveguide.
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devices operating over a broadband. Although there is still a minimal O–H 
absorption peak at 1440 nm due to residual solvent or polymer end groups, 
the overall loss spectrum is comparable to that of commercially available 
silica optical waveguides.

25.5.1 Nanoporosity effect

As mentioned above, the total optical loss for an optical waveguide consists 
of absorption and scattering losses and should be kept to a minimum. Per-
fl uoropolymer waveguides exhibit minimal absorption losses in the visible 
and near-infrared ranges. However, there are contributions to the optical 
scattering loss consisting of volume scattering due to discontinuities in the 
refractive index from density or composition variations, and surface scat-
tering, arising from waveguide wall roughness. The volume scattering con-
tribution is intrinsic and associated with the well-known classic 1/λ4 
dependence of Rayleigh scattering that is present in the limit where the 
spatial dimensions of the refractive index discontinuities are much smaller 
than the vacuum propagation wavelength λ of the light guided inside the 
waveguide. There is an important additional contribution to volume scat-
tering that can arise in perfl uoropolymer thin fi lms, namely a contribution 
due to the presence of nanopores and their clusters into nanoporous 
structures.

The formation of these nanoscopic aero-structures is presumed to occur 
as follows. Under standard spin-coating conditions of the perfl uoropolymer 
solution, there is a natural interplay between various material properties, 
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25.10 Measured loss spectra of the perfl uoropolymer waveguides.
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such as surface energy, solubility, polymer glass transition temperature, 
entropy, and processing conditions that include temperature, pressure, and 
ambient atmosphere, which can result in amorphous perfl uoropolymer thin 
fi lms exhibiting extensive nanopore and nanoporous structures. The behav-
ior of the polymer solution is described by treating the solution as a binary 
system of perfl uoropolymer and miscible solvent that is unstable to tem-
perature or concentration fl uctuations. Under standard thin fi lm fabrication 
procedures, the polymer solution is fi rst prepared under critical miscibility 
conditions such that, at room temperature, the polymer is completely mis-
cible with the solvent, and the solution is thermodynamically stable at a 
critical concentration Cc and critical miscibility temperature Tc. During spin 
coating, rapid solvent evaporation takes place causing the binary system to 
cool to temperatures below Tc into a thermodynamically unstable regime, 
where the solution becomes a metastable liquid–liquid dispersion. Upon 
further cooling and solution concentration, the metastable dispersion 
undergoes a highly nonlinear, evaporation-induced phase separation, or 
equivalently polymer precipitation, driven by spinodal decomposition. The 
major result is the formation of a perfl uoropolymer thin fi lm containing 
large regions of nanopores and arrays of nanopores clustered into extended 
nanoporous structures.

The morphologies of these nanoporous structures have been observed to 
demonstrate critical dependence on the thermal annealing profi le for our 
waveguide material following the spin-coating process. Temperature 
ramping rates, especially near the Tg, and total annealing duration at Tg can 
be confi gured to obtain a wide range of nanoporosity morphologies. We 
experimentally optimized the annealing profi le for the minimum pore size 
and volume that would yield the lowest scattering losses. The wafer anneal-
ing process usually starts from room temperature, from which the tempera-
ture is slowly ramped (e.g. 1 °C/min) up to the Tg of the core material. Then, 
the temperature is kept at Tg for approximately one hour to release the 
stress originated by fi lm formation and the difference in CTE of core and 
cladding materials. Next, another slow temperature ramp is applied up to 
20 °C above Tg, where the wafer remains for 24 h. Finally, a reverse tem-
perature ramp profi le with the identical rates is applied to cool down the 
wafer. Figures. 25.11(a) and (b) show SEM images for two processed thin 
fi lms with different temperature annealing processes. The perfl uoropolymer 
nanoporous structures are clearly evident directly under SEM. The struc-
ture, shown in Fig. 25.11(a), was annealed at 20 °C above Tg for only several 
minutes with the same ramping rate for both baking and cooling processes 
whereas the structure, shown in Fig. 25.5(b), followed the optimized process 
as described above. Numerous experiments also indicated that annealing at 
20 °C above Tg for at least 24 h results in both reducing the existing pore 
sizes and pore numbers. Moreover, annealing at lower temperatures with 
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the same duration generally resulted in larger pore sizes. We further 
observed that higher temperature (i.e. >20 °C above Tg) annealing caused 
permanent waveguide shape deformations although the porous structure 
still remained similar to that of Fig. 25.11(b). With regard to implications 
on the induced loss, this extrinsic scattering contribution arising from the 
presence of the nanopores is described by the well-known Rayleigh–Mie 
theory [20, 21]. The nanopores are here viewed as nonabsorbing spheres of 
refractive index npor evenly distributed in the perfl uoropolymer host matrix. 
The associated scattering loss α, in dB per unit length, is dependent on the 
nanopore diameter d, which is assumed to be smaller than the vacuum 
propagation wavelength λ of the light guided inside the waveguide, the 
refractive index ratio of the nanopores and the surrounding host material 
m = npor/nsur, and the volume fraction of the nanopores in the host Vp. To 
fabricate a certain optical component with a nanopore-induced scattering 
loss budget of α, the pore diameter d should satisfy the following 
relationship:
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It is challenging to distinguish each process-induced loss contribution accu-
rately, since these mechanisms are somewhat interdependent of each other. 
For example, high porosity induces larger wall roughness, material non-
uniformity and deformation, each of which separately contributes to the 
overall propagation loss value in addition to scattering induced propagation 
loss. In addition, the refractive index also tends to reduce with larger poros-
ity, which may also lead to a slight reduction in the Δn of the waveguide, 
resulting in relaxed light confi nement and larger bending loss values, com-
pared to those of structures with a smaller porosity. Yet, useful prediction 
can be obtained from (25.12). As an example, for a structure with nsur = 1.34 

(b)(a)

7 kV ×10,000 1 μm 0634 PHOTON–× 7 kV ×10,000 1 μm 0652 PHOTON–×

25.11 SEM micrographs of waveguides after core etching with (a) 
nanopore sizes of 100 nm and (b) nanopore sizes of 10 nm.
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and Vp = 1% at λ = 1550 nm, the nanopore diameter d must be smaller than 
50 nm for a Rayleigh–Mie scattering induced loss budget of α <0.1 dB/cm.

Figure 25.12(a) shows measured propagation loss spectra over the 1310 
and 1550 nm bands for three structures exhibiting porous morphology with 
approximately <10, ∼20, and ∼40 nm pore sizes. The structures with different 
pore sizes were fabricated by simply varying the overall annealing time at 
20 °C above Tg, i.e. ∼24, 4, and 1 h, respectively. The waveguide structure 
with <10 nm pore sizes exhibits a uniform propagation loss of 0.05 dB/cm 
at 1550 nm while the structures with ∼20 and ∼40 nm yield approximately 
0.07 and 0.18 dB/cm propagation losses at 1550 nm, respectively. Note that 
wavelength dependence becomes predominant as the pore sizes increase 
for both structures, a clear indication of Rayleigh–Mie scattering. It is also 
seen that the loss spectrum of the structure with the ∼40 nm pore sizes 
produce several peaks that may also result from the remaining solvent due 
to the short annealing time. An atomic force microscopy (AFM) image of 
a surface of the optimized waveguide (i.e. <10 nm pore sizes) is shown in 
Fig. 25.12(b), where the waveguide shows a superior surface with a smooth-
ness of <0.4 nm in the absence of porosity.

25.5.2 Bending loss

Bending loss is another key property for optical waveguides, where 
the minimum lossless bend radius eventually determines the size and com-
ponent density that can be integrated on a single chip. Here, the main 

1240 1280 1320 1520 1560 1600 1640

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Lo
ss

 (
dB

/c
m

)

l (nm)

(a) (b)

Avarage pore size:
<10 nm
~20 nm
~40 nm

1
2

μm

X 1.000 μm/div
Z 25.000 nm/div

0°

view angle
light angle

Digital Instruments NanoScope
Scan size
Scan rate
Number of samples
Image Data
Data scale

3.000 μm
1.327 Hz
 512
   Height
25.00 nm

25.12 (a) Measured loss spectra of the perfl uoropolymer waveguides 
with various degrees of nanoporosities and (b) atomic force 
microscopy (AFM) image of a channel waveguide with <10 nm pore 
sizes after core etching.

�� �� �� �� �� ��



730 Handbook of organic materials for optical devices

© Woodhead Publishing Limited, 2013

underlying loss mechanism is the fi eld mismatch at the transition between 
the straight and curved waveguide that leads to radiation loss and addi-
tional scattering loss from wall roughness [33]. There are several modeling 
and computational methods that include full-vectorial fi nite-element, effec-
tive index, eigenmode expansion, and planar wave boundary methods 
reported to analyze the induced radiation loss, mode coupling, and polariza-
tion coupling mechanism due to the bending in optical waveguides [34–36]. 
It is known that bending losses can be reduced either by increasing the 
radius of curvature or by utilizing a large refractive index profi le with high 
Δn waveguide designs. Here, experimental results on the bending loss prop-
erties of our particular waveguide structures are briefl y presented. The 
measured propagation loss spectra for two different bending radii (i.e., 2 
and 4 mm) over 1550 nm band are shown in Fig. 25.13(a). The measured 
waveguides are 100 cm long with a core cross-section of 4 μm × 4 μm and 
Δn of 1.6%. Fig. 25.13(b) illustrates 50 cm and 100 cm long fabricated delay 
lines with 4 mm bending radius, where the layout of the chip follows a spiral 
pattern to ensure minimal bending loss. As can be seen in Fig. 25.13(a), the 
waveguide structure with 4 mm bending radius exhibits a propagation loss 
of <0.05 dB/cm while a smaller bending radius of 2.5 mm gives rise to 
<0.075 dB/cm propagation loss at 1550 nm, as well as demonstrates a typical 
bending loss induced wavelength dependence. Moreover, bending loss 
breaks the symmetry between polarization modes and causes transverse 
electric (TE) and transverse magnetic (TM) polarized modes to exchange 
power in the bent waveguides, leading to polarization – xtalk [37]. Consist-
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ent polarization dependence was also observed by introducing bending loss 
for waveguide structures with a reduced bending radius of 2.5 mm, while 
the structure with a bending radius of 4 mm exhibited a polarization inde-
pendent loss spectrum. In addition to the optimized annealing process, CTE 
matching between waveguide and substrate materials enabled low stress 
loading during the waveguide fabrication process, resulting in negligible 
polarization dependent propagation loss.

25.5.3 Power-handling reliability

Earlier generation polymer waveguides had severe optical power-handling 
reliability issues that prevented the realization of practical devices, primarily 
due to infrared absorption induced photodegradation. In particular, the 
oxygen molecule has strong absorption in the near infrared and in the 
excited state it can convert to the highly active singlet form which can react 
with even mildly conjugated polymers, causing photo-induced local varia-
tions of refractive index, with the resulting loss of optical confi nement 
causing the degradation in performance. These problems are absent from 
perfl uoropolymer waveguides with an ultra-low absorption of <0.001 dB/cm 
in the near IR telecom windows and no active sites for singlet oxygen attack. 
Figure 25.14 shows the power-handling properties of perfl uoropolymer 
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waveguides with 0.05 dB/cm and 0.07 dB/cm propagation losses for 1310 
and 1550 nm, respectively, where the insertion loss is plotted as a function of 
time for input power at 10, 50, 100, and 200 mW for 1310 and 1550 nm wave-
lengths. Here, 5 and 50 cm waveguides are used to identify any potential 
failure in fi ber coupling or in waveguide loss [17]. The results indicate that 
both the 5 and the 50 cm long waveguides have an insertion loss variation 
less than 0.1 and 0.9 dB for 1550 and 1310 nm wavelengths, respectively, after 
2000 h of exposure. The slightly higher loss at 1310 nm may come from 
oxygen molecule absorption, which is higher near 1310 nm.

25.5.4 Athermal phase sensitive waveguide devices

AWG multi/demultiplexers are key components for high channel-count 
wavelength division multiplexing systems because of their use in multiplex-
ers, demultiplexers, add-drop multiplexing, and routing. AWG multi/demul-
tiplexers have already been realized using silica-on-silicon, ion-exchange 
glass, InP, Si, and polymers. In comparison with other passive waveguide 
approaches, perfl uoropolymers offer an attractive platform owing to their 
ultra-low loss and potential low cost fabrication on various kinds of sub-
strates. Figure 25.15(a) shows an SEM micrograph of the waveguide struc-
tures at the output of the perfl uoropolymer AWG, fabricated with VLSI 
fabrication steps as described above for a 4 μm × 4 μm waveguide with a 
Δn of 1.6%. The AWG operates in the 66th order, free spectral range (FSR) 
of 23.5 nm, grating waveguide number of 126 and waveguide path differ-
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ence of 77 μm [17]. The fi ber-to-fi ber spectral transmission characteristics 
of the AWG were measured with a tunable laser and an optical spectrum 
analyzer. The measured data in Fig. 25.15(b) shows adjacent xtalk levels of 
about –30 ± 2 dB, non-adjacent xtalk of –28 ± 2 dB with an insertion loss 
of 2.8 ± 0.3 dB. The polarization dependent shift is less than 0.1 nm.

In addition, owing to their phase-sensitive nature, AWG output channel 
wavelengths usually exhibit highly sensitive temperature dependence as 
mentioned above. A few different approaches have been developed to 
achieve athermal AWGs so as to eliminate temperature controllers and 
their associated issues such as higher cost, increased power consumption, 
reduced reliability, and greater device size [24, 25]. In contrast, all polymer 
confi gurations offer athermal operation once waveguide and substrate 
material properties are carefully adjusted [26, 27].

The wavelength shift versus temperature is given by dλ/dT = (λ/n)(dn/dT 
+ n⋅α) where λ is the wavelength, T is temperature, n is effective index of 
the waveguide, α is CTE, and dn/dT is the TO coeffi cient experienced by 
the waveguide array section within the AWG device. The athermal condi-
tion is therefore: dn/dT = −n⋅α. In the usual case where the thin waveguide 
layers are placed on top of a much thicker substrate, the substrate CTE 
dictates the value of α. As depicted in Fig. 25.16(a), the temperature depend-
ence of this confi guration for the perfl uoropolymer AWG on a polymer 
substrate is 12 ± 0.4 pm/°C, which is essentially the same as the silica-on-
silicon value. It is also found that by attaching a polymer superstrate with 
a lower thermal expansion coeffi cient and adjusting its thickness, the value 
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of α can be fi ne-tuned so that the athermal condition is satisfi ed as shown 
in Fig. 25.16(b). With superstrate tuning, the temperature dependence of 
the channel wavelength shift can be reduced to −0.5 ± 0.4 pm/°C over a 
wide range from −20 °C to 80 °C as shown in Fig. 25.16(a). This technique 
has the immediate advantage of tunability after the device is fabricated. 
Further, the superstrate can be chosen among a large variety of materials 
since it need not meet the requirements of the waveguide substrate, such 
as surface smoothness and stability under device fabrication conditions.

25.6 Perfl uoropolymer-based true time delay 

(TTD) modules

The perfl uoropolymer waveguide platform offers unique benefi ts for RF 
photonics applications, especially the integration of AWG fi ltering with long 
delay lines for selective TTD and high-resolution wide band photonic chan-
nelizer modules. The optical TTD functionality is important for both RF 
photonics and optical telecommunication applications [28, 29]. On the RF 
photonics side, optical signal processing techniques present various advan-
tages that include low distribution loss, reduced size, higher frequency 
operation, and increased immunity to EMI. More importantly, TTD con-
fi gurations can be implemented via photonic techniques that would revo-
lutionize PAA systems for squint-free, agile, wide-band and frequency 
independent operations where electronic techniques are inadequate. TTD 
modules also have applications in wavelength hopping optical CDMA, 
which is a practical network control strategy because it overcomes the limi-
tations of switching time associated with optoelectronic devices and the 
processing delay associated with network protocols; in this respect optical 
TTD is ideally suited for performing the function of an optical CDMA 
encoder–decoder, encoding a data bit in both wavelength and time domains 
[30]. Both the optical telecommunication and RF photonics applications 
require similar specifi cations for TTD modules. These overlapping specifi ca-
tions are mainly low insertion loss, low coupling loss to SMF and low 
polarization dependence, all of which can be met by the perfl uoropolymer 
waveguide platform.

We have demonstrated this concept using an all-polymer AWG-based 
TTD in a symmetric feedback confi guration, also known as a recirculating 
photonic fi lter (RPF), as illustrated in Fig. 25.17(a). The modulated optical 
carrier was steered by the waveguide grating to the appropriate integrated 
delay line, depending on the carrier wavelength. The signal is delayed and 
fed back into the symmetric input port via optical fi ber delay lines. The 
grating then focuses the delayed beam into the common output port. This 
TTD can be considered topologically equivalent to two AWGs in series with 
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a delay element in between. Thus, three sequential operations are per-
formed in a single AWG: wavelength demultiplexing, time delay, and wave-
length multiplexing. It is important to note that the RPF has no 1/N loss; 
all the power at a given wavelength is diffracted into the output port. Thus, 
high resolution (e.g., 8 bits) can be obtained with low loss in a compact 
integrated device. Furthermore, digital control of the TTD module can be 
effected at a tunable laser module with up to 8-bit confi gurations, while 
monolithically integrated AWG and delay lines provide all passive proc-
esses, resulting in more simplicity in the system. Figure 25.17(b) shows a 4″ 
(100 mm) polymer wafer with several fabricated perfl uoropolymer 4-bit 
TTD chips with various delay increments. VLSI fabrication of monolithi-
cally integrated AWG and delay lines enable superior control of the resolu-
tion of the delay lines (∼1 μm), thus providing sub-picosecond time delay 
control. Figure 25.18(a) shows a mask design of a TTD module in the RPF 
confi guration. In this design, all wavelength channels will loop back into the 
AWG and focus into a single channel waveguide at the output end. This 
design provides 4-bit operation with a maximum relative time delay of 
465.5 ps with 10 ps spacing. If longer delay is required, the delay lines in 
the looped back region can be designed with spiral turns to generate more 
delay time without a signifi cant increase in chip size. Figure 25.18(b) shows 
the output characteristic of a 16-channel TTD device with 100 GHz channel 
spacing. The fi ber-to-fi ber spectral transmission characteristics of the TTD 
device were measured in high resolution by synchronizing the wavelength 
sweeping function of an external cavity laser (ECL) with an optical spec-
trum analyzer (OSA) via external triggering. In this technique, the measure-
ment resolution bandwidth is determined by the narrow linewidth of the 
ECL (i.e. 200 kHz). All channels go through the AWG twice and respective 
delay lines in between. The insertion loss of the module varies from 3.3 to 
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25.17 (a) Schematic of proposed wavelength selective TTD system; 
(b) assembly of monolithically integrated AWG and delay lines for 
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4.8 dB due to additional loss acquired from delay line changes and AWG 
transmission characteristics, where the side channels suffer slightly higher 
loss compared to those at the center. TTD minimum and maximum delay 
times were arranged to be 315.5 ps (Channel#16) and 465.5ps (Channel#1), 
respectively. The overall TTD chip size is 22 mm × 28 mm. Furthermore, 
the delay length of each individual line can be set at a desired length for 
different applications, and the resolution is within a micron since the fea-
tures are directly transferred from the photomask with high fi delity. The 
unique athermal perfl uoropolymer platform assures that the delay time of 
this TTD module will not change (i.e. Δλ ≤ 0.1 nm) within the operational 
temperature range from 0 to 65 °C.

In considering further performance improvement (i.e. insertion loss and 
xtalk reduction), of the perfl uoropolymer-based AWGs, we can see that the 
total loss of an AWG has two main origins; one is waveguide propagation 
loss, and the other is mode mismatch loss that occurs at the junction region 
between the slab and arrayed waveguides. The AWG loss from mode mis-
match occurring between the slab modes and arrayed waveguide modes in 
the junction region is due to the presence of physical gaps between the 
arrayed waveguides at the junction. The gaps are formed because of the 
fi nite resolution of photolithography together with isotropic etching taking 
place during reactive ion etching (RIE) processing steps. There are several 
methods to reduce the effect of the presence of these gaps. These include 
(a) reducing the spacing between the gaps (i.e., gap reduction) [38]; (b) 
introducing island-like structures in the immediate vicinity of the gaps (i.e., 
island structures) [39]; or (c) gradually smoothing, or tapering, out the mode 
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transition region (i.e., vertically tapered structures) [40]. The individual 
methods can also be combined to achieve even greater improvement.

Upon looking at all three of these methods singly and in various combi-
nations, one fi nds that gap reduction will result in a direct reduction in loss; 
however, it reaches a limit where new lithography techniques and etching 
methods have to be introduced and applied. Further reduction of the gap 
size will introduce unstable and irregular features in the photolithographic 
mask that will transfer into the patterned AWG as scattering centers, result-
ing in increased loss and xtalk.

Island structures are signifi cantly more effective when the designed gap 
size is relatively large. The island functions as a local wavefront velocity 
modifi er so that when the wavefront reaches the arrayed waveguides, the 
mode shape is similar for each channel waveguide cross-section. The pres-
ence of the islands theoretically can reduce the loss in a manner similar to 
gap reduction. However, island structures also have a resolution limit asso-
ciated with the slightly rounded edges and corners of each individual island 
that greatly reduce the effi ciency and even increases loss.

Vertically tapered structures cause the fi eld in the transition region to 
change gradually. The height of the 3D taper is the same as the height of 
the slab and decreases with distance from the junction, fi nally reaching zero 
at a distance of a few hundred microns from the slab-arrayed waveguide 
junction. With this approach, light propagating from the slab propagates 
smoothly into the arrayed waveguide region via the 3D tapered waveguides. 
Fabrication of the tapered structures can be implemented by the auxiliary 
mask technique, routinely done in VLSI processing for semiconductor 
device manufacturing. Thus, it is expected that further implementations of 
gap reduction via higher-resolution lithography and tapering via the auxil-
iary mask technique will improve the above AWG performances beyond 
that of silica-based counterparts in addition to the other discussed advan-
tages of the perfl uoropolymer platform.

25.7 Wide band channelizer with high-resolution 

arrayed waveguide grating (AWG)

The channelizer module is another promising application for RF photonics 
as a means to enable a large portion of the RF spectrum (i.e., 2 to 20 GHz) 
to be simultaneously monitored and analyzed. A channelizer is basically an 
AWG with extremely high resolution (e.g., <5 GHz) that can be realized 
with large length differences among the array grating lengths; for example, 
1 GHz resolution requires ∼20 cm length difference between the shortest 
and longest grating arms. The channelizer requires innovative AWG designs 
with a precise fabrication process and active phase control of individual 
grating arms. Although there are still fabrication challenges in achieving a 
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wide band channelizer, the initial results are promising, with interlayer 
coupling and coarse fi ltering having been achieved [31, 32]. Figure 25.19 
shows an SEM picture of an intersection of the fabricated perfl uoropolymer 
two-layer waveguide structure for interlayer coupling and wide band chan-
nelizer applications. Multilayer designs provide much longer delay lengths 
and individual tapping to slab regions. An exemplary design layout is shown 
in Fig. 25.20(a), where a single long delay line and hundreds of taps are 
arranged in a two-layer confi guration as required for high-resolution RF 
processing. This potentially allows meters of path length difference to be 
achieved in an area of a few square centimeters based on the all polymer 
platform.

In principle, optical power is tapped off the long delay using evanescent 
taps of varying coupling strength. The tap optical power is coupled through 
feeder waveguides into the slab waveguide area. The slab and feeder 
waveguides are physically located in a second waveguiding layer parallel to 
the waveguiding layer containing the spiral delay line. Figure 25.20(b) 
shows the preliminary performance of such a design with approximately 
maximum 0.6 m length differences between the grating arms for spectrally 
separating the signal into <1 GHz channels. Despite the fabrication chal-
lenges, the initial results (i.e. 12 dB peak at 400 MHz) are encouraging [32]. 
The photonic channelizer module is promising to offer orders of magnitude 
reduction in the power, weight, and cost as compared with an electronic 
system, however several additional research objectives (i.e. active phase 
control via TO, multilayer coupling control, etc.) must be met to realize such 
unique devices on the perfl uoropolymer platform.

Upper layer waveguide 

Lower layer 
waveguide 

Substrate15 kV ×1,700 10 μm 2001 PHOTON  ×

25.19 SEM micrograph of an intersection of the fabricated 
perfl uoropolymer two-layer waveguide structure for interlayer 
coupling in a wide band channelizer.

�� �� �� �� �� ��



 Organic waveguides, demultiplexers, electro-optic devices 739

© Woodhead Publishing Limited, 2013

25.8 Electro-optical polymer-based waveguide 

devices: materials science

The Pockels coeffi cient of EO polymers has been rapidly increasing over 
the last decade, reaching more than 300 pm/V [41, 42]. This ultra-high 
second order nonlinear activity makes EO polymers an attractive alterna-
tive to the industry standard EO material lithium niobate. Along with the 
ability to heterogeneously integrate EO polymers on any substrate [43–47], 
their optical and electro-optical properties can be tailored with engineering 
at the molecular level [48–50], a unique advantage over crystalline nonlin-
ear optical materials. The purpose of this section is two-fold: (1) to introduce 
the reader to the basic material theory and physics of guest–host type EO 
polymers and (2) to demonstrate that through system level considerations 
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potential trade-offs in material properties can be determined that allow 
feedback into the molecular engineering of EO polymers for attaining 
ultimate performance.

25.8.1 The physics of guest–host EO polymers

A guest–host EO polymer, here after referred to as EO polymer, is com-
posed of a guest chromophore loaded into a host polymer matrix, as shown 
in Fig. 25.21. The EO coeffi cient of EO polymers has rapidly increased from 
a few tens of pm/V in the 1980s to more than 300 pm/V today [41, 42, 48–67]. 
Devices utilizing EO polymers have been fabricated with high operating 
speeds, up to greater than 100 GHz [68–72], low optical loss [73] and with 
operating voltages that are below 1 V [44, 74–77]. Much of the gain
in EO activity and overall device performance can be attributed to an 
improved understanding of the requisite molecular characteristics of organic 
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25.21 (a) The chemical structure of a guest EO chromophore (CLD1 
[61]) (b) 3 D representation of CLD1 (c) chemical structure of the MMA 
and (d) 3 D representation of the common host polymer PMMA.
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nonlinear optical materials. However, in order to better understand the 
desired properties and molecular structure of chromophores a basic under-
standing of the macroscopic phenomena they are to provide is required.

25.8.2 Introduction to nonlinear optics

In linear optics the optical properties of a material are independent of the 
interaction of said material with electromagnetic fi elds, unlike nonlinear 
optics where the presence of electromagnetic fi elds can modify the optical 
properties of a material. The EO effect is a second order nonlinear optical 
effect where the presence of a low-frequency electric fi eld can induce a 
change in a material’s refractive index. Hence, in this section the basic clas-
sical theory of nonlinear optics is outlined. For a more thorough discussion 
of nonlinear optics the interested reader is referred to [63, 78–82].

As with most electromagnetic phenomena the classical theory of nonlin-
ear optics begins with Maxwell’s equations, which, in SI units are given by

∇⋅ =D ρ  [25.13]

∇⋅ =B 0  [25.14]

∇× = − ∂
∂

E
B
t  

[25.15]

∇× = + ∂
∂

H J
D
t  

[25.16]

where D is the electric displacement fi eld in units of C/m2, ρ is the space 
charge density in units of C/m3, B is the magnetic fi eld in units of T, E is 
the electric fi eld in units of V/m, H is the auxiliary magnetic fi eld in units 
of A/m and J is the current density in units of A/m2. Maxwell’s equations 
are supplemented by constitutive relationships

D E= ε ε0  [25.17]

B H= μ μ0  [25.18]

J E= σ  [25.19]

where ε0 is the permittivity of free space in units of F/m, ε is the dimension-
less electric permittivity tensor, μ0 is the permeability of free space in units 
of H/m, μ is the dimensionless magnetic permeability tensor, and σ is the 
conductivity in units of S/m. It is necessary to mention that ε0, and σ all have 
a dependence on the frequency of the applied electromagnetic fi elds.

To better understand the interaction of light and matter (25.17) can be 
rewritten as a physically meaningful additive relation

D E P= +ε0  [25.20]
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with

P E= ε χ0  [25.21]

where P is the material polarization in units of C/m2 that can be shown to 
represent the dipole moment density [83], and χ is the electric susceptibility 
tensor, a dimensionless quantity that quantifi es how easily a material polar-
izes in response to an applied electric fi eld. Assuming we are in a nonmag-
netic, non-conductive material, that is μ = 1 and σ = 0, a reasonable 
assumption for EO polymers, we can take the curl of (25.15), interchange 
the order of the space and time derivatives and replace ∇ × B with μ0(∂D/∂t) 
and with (25.17), (25.19) and (25.20), we have

∇×∇ × = − ∂
∂

E
D
t

μ0

2

2
.
 

[25.22]

Replacing D with the right hand side of (25.20), using the vector identity 
∇ × ∇ × A = ∇(∇ ⋅ A) − ∇2A and realizing that ε0μ0 = 1/c2, where c is the 
speed of light in vacuum results in

∇ − ∂
∂

−∇ ∇⋅ = ∂
∂

2
2

2

2
0

2

2

2

1 1
E

c
E
t

E
c

P
t

( )
ε  

[25.23]

which is the electromagnetic wave equation. Unlike for linear dielectric 
isotropic homogeneous media, in general for nonlinear media the term 
∇(∇ ⋅ E) is not identically zero. However, for transverse electromagnetic 
plane waves this term does vanish and in many cases of interest it can be 
shown to be small compared with the other terms of the wave equation, 
therefore it will be assumed to be zero for the rest of this chapter.

Following from the discrete time Fourier transform, without loss of gen-
erality the E fi eld can be written as the sum of discrete frequency 
components

E E rn
i t

n N

N
n= −

=−
∑ ( )e ω

 
[25.24]

with ωn denoting the nth frequency component, En(r) is the spatially varying 
fi eld of the nth frequency component, r is the spatial position vector, N is 
the total number of frequency components in the fi eld and E En n− = * , where 
* denotes the complex conjugate. (25.24) can be rewritten in a shortened 
notation as

E E n
n N

N

=
=−
∑ ( )ω

 
[25.25]

(25.21) holds true for linear materials, however, for nonlinear optical mate-
rials the material polarization responds nonlinearly to the applied electric 
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fi eld and so the material polarization can be represented as a power series 
in E as

P E E E= + + +ε χ χ χ0
1 2 2 3 3( )( ) ( ) ( )  [25.26]

where χ(n) is a rank n+1 tensor. Then replacing E in (25.26) with (25.24) we 
have

P E

E E

i ij n j n
nj

ijk n m j n k m
nm

=

+ + +

∑∑

∑

ε χ ω ω

ε χ ω ω ω ω

0
1

0
2

( )

( )

( ) ( )

( ) ( ) ( )
jk
∑

 
[25.27]

where the subscripts ijk represent the Cartesian coordinate unit vector 
directions. From (25.27) it is clear that the polarization is a combination of 
linear and nonlinear terms, P = P(1) + P(NL), where the nonlinear terms act 
as source terms for electric fi elds with frequencies of, for example, ωn + ωm. 
Since the polarization involves mixed frequency terms, separate wave equa-
tions can be found for each frequency.

Assuming a material with a nonzero χ(2), by combining (25.23) and 
(25.27), a nonlinear wave equation can be written in the frequency 
domain as

∇ + + + + +

= − +

2
2

2
1

2

2

2

E
c

E

c

n m
n m

n m n m

n m
ijk

( )
( )

( ) ( )

( )

( )

(

ω ω ω ω ε ω ω ω ω

ω ω χ 22)( ) ( ) ( )ω ω ω ωn m j n k m
jk

E E+∑
 

[25.28]

where ε(1) = n2 and n is the linear refractive index. This equation leads to 
many interesting effects such as second harmonic generation, parametric 
oscillation, difference frequency generation, optical rectifi cation, and the 
EO effect. By letting one frequency component of the electromagnetic fi eld 
be an applied radio frequency signal and the other an optical fi eld, ωm = 
ωRF, where ωRF < < ωn, so that the assumption ωRF + ωn ≈ ωn is valid then, if 
for simplicity we assume that E is a scalar (25.28) becomes

∇ + = −2
2

2
1

2

2
22

E
c

E
c

E En
n

n n
n

n n( ) ( ) ( ) ( ) ( ) ( )( ) ( )ω ω ε ω ω ω χ ω ω ωRF
 

[25.29]

which can be rearranged to give

∇ + + =2
2

2
1 22 0E

c
E En

n
n n( ) {( ( ) ( )} ( )( ) ( )ω ω ε χ ω ω ωRF

 
[25.30]

Assuming that χ(2)E(ωRF) < <1, (25.30) looks just like the linear wave 
equation for a material with a refractive index n = n0 + χ(2)E(ωRF), where 
n0

1= ε ( ) . It is clear then, that by applying an RF wave to a material with 
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a nonzero χ(2), the refractive index can be modifi ed in proportion to E(ωRF). 
This is commonly known as the EO or Pockels effect.

The derivation of the EO effect required a material with a nonzero χ(2); 
however, a key observation is that in order for a material to have a nonzero 
χ(2) it must be non-centrosymmetric. This can be easily proved as follows: if 
a material is centrosymmetric than it must possess inversion symmetry in 
other words, the material polarization for an applied electric fi eld E, P(E), 
must change sign if the sign of E changes, that is to say P(−E) = −P(E). 
However for a material with a nonzero χ(2), P(2)(E) = χ(2)E2, so P(2)(−E) = χ(2)

(−E)2, which is equal to −χ(2)(E)2 if and only if χ(2) = 0, proving that in order 
for a material to possess a nonzero χ(2) it must be non-centrosymmetric. This 
proof can be generalized for all even order material nonlinearities. Interest-
ingly this also shows that no special material symmetries are required for 
odd order nonlinearities, therefore all materials (even air) possess odd order 
nonlinearities. These facts will prove to be critical in understanding the 
design and characterization of chromophores for EO polymers.

25.8.3 EO formalism

Since the Pockels effect was discovered more than 50 years prior to the 
development of the fi eld of nonlinear optics, the formalism is signifi cantly 
different than that used for the rest of the fi eld. This section will provide a 
brief discussion of the EO formalism and how the EO effect modifi es the 
refractive index of an anisotropic material.

The index ellipsoid

In order for a material to be electro-optic it must generally be anisotropic 
and so D is related to E by a tensor relationship

D E
xx xy xz

yx yy yz

zx zy zz

=
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

ε
ε ε ε
ε ε ε
ε ε ε

0

 

[25.31]

For optical wavelengths that are far from the material absorption band edge 
and absorption resonances, this relationship can be simplifi ed by rotation 
into the principle axis frame as

D E
xx

yy

zz

=
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

ε
ε

ε
ε

0

0 0

0 0

0 0  

[25.32]

In the principal axis coordinate system (25.32) can be shown to represent 
a material whose refractive index is described by an ellipsoid as [79, 83]
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[25.33]

with ni ii
2 = ε . Poled EO polymers are uniaxial and so (25.33) simplifi es even 

further to

x
n

y
n

z
n

2

2

2

2

2

2
1

o o e

+ + =
 

[25.34]

where no and ne represent the ordinary and extraordinary refractive indices, 
respectively. (25.34) can be used to fi nd the refractive indices for an elec-
tromagnetic wave of a given polarization by fi nding the intersection of the 
index ellipsoid with the plane perpendicular to the direction of propagation 
that passes through the origin. Since poled EO polymers are uniaxial the 
ordinary wave will always have refractive index no, and the extraordinary 
wave refractive index will change depending on the angle of the propaga-
tion vector with respect to the material’s principal axes. This principle is 
illustrated in Fig. 25.22.

The Pockels coeffi cient

The relationship between D and E can also be represented in terms of the 
impermeability tensor η, where η = ε−1

(a) (b)

Optic axis

ne

n'e

no
no

k

25.22 (a) Light propagating along the principal axis in a uniaxial material 
will not observe birefringence. (b) When the light is propagating in a 
direction k other than the optic axis birefringence will be observed with 
an ordinary refractive index no and an extraordinary refractive index ne 
which depends on the projection of k onto the optic axis.
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E D
xx xy xz

yx yy yz

zx zy zz

=
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⎝

⎜
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⎞

⎠

⎟
⎟

1

0ε

η η η
η η η
η η η  

[25.35]

similarly to the description of the material polarization as a power series in 
the E fi eld, the impermeability elements ηij can be represented as a power 
series in E

η ηij ij ijk k
k

r E= + +∑( )0

 
[25.36]

For electromagnetic fi elds with frequencies that are far from absorption 
resonances the impermeability tensor must be symmetric which is to say ηij 
= ηji, and so a shortened notation for the r-coeffi cients can be used, rijk = rhk, 
where

h

ij

ij

ij

ij or

ij or

ij or

=

=
=
=
=
=
=
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⎪
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1 11

2 22

3 33

4 23 32

5 13 31

6 12 21.

⎪⎪
⎪

The r-coeffi cients are also known as the Pockels coeffi cients so named after 
Friedrich Carl Alwin Pockels, the discoverer of the EO effect. In a general 
coordinate system the index ellipsoid has the form:
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[25.37]

= + + + + +η η η η η η11
2

22
2

33
2

23 13 122 2 2x y z yz xz xy  [25.38]

According to (25.36) the EO effect modifi es the index ellipsoid in the fol-
lowing way
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[25.40]

Oftentimes symmetry arguments can be used to simplify the 18 element r 
tensor to just a few nonzero elements. EO polymers have C2v symmetry [84] 
and so their r tensor can be shown to reduce to

r
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[25.41]

So, for an EO polymer in the principal axis coordinate system, the index 
ellipsoid is modifi ed as follows for an applied direct current (DC) electric 
fi eld polarized in the z-direction

1 1 1
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[25.42]

Interestingly, the principal axes remain the same in this case, which is not 
generally true. The new values of the ordinary and extraordinary refractive 
indices are given by the well-known expressions

′ = −n n n r Ezo o o
1
2

3
13

 
[25.43]

′ = −n n n r Eze e e
1
2

3
33 ,

 
[25.44]

assuming n2rEz < <1, so n⋅(1 + n2rEz)−1/2 can be approximated as the fi rst 
two terms of its Taylor series, a reasonable assumption for moderate applied 
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E-fi elds. Furthermore these expressions yield a useful fi gure of merit for 
EO polymers, n3Ez.

25.9 Molecular theory of electro-optic (EO) polymers

The previous section introduced the macroscopic theory of nonlinear optics 
and discussed the EO effect. This section will describe the molecular theory 
of electro-optically active chromophore molecules, and how these mole-
cules can be turned into macroscopic EO polymer fi lms. Since the material 
polarization P represents the dipole moment density of a material, assum-
ing that local fi eld factors can be ignored, justifi able for moderate densities 
of molecules, the material polarization of a collection of molecules can be 
written as

P
V

di
i

N

=
=
∑1

1  
[25.45]

where di is the induced dipole moment of the ith molecule, N is the total 
number of molecules and V is the volume over which the dipoles exist. This 
expression will prove valuable in translating the properties of individual 
molecules to those of a bulk material.

25.9.1 The Lorentz oscillator model

While a full description of the interaction of light with matter requires 
quantum electrodynamics, intuition for the light matter interaction can be 
gained by considering a purely classical description, the Lorentz oscillator 
model. In this model the linear molecule–light interaction is described by 
considering the force between the nucleus and electron(s) of a molecule to 
be due to a spring binding the two together, with an applied electromagnetic 
fi eld represented as an external driving force on the spring system. The 
overall material response can then be determined by realizing that the 
displacement of the electron from its equilibrium position induces a dipole 
moment that can be simply related to the material polarization by (25.45). 
For simplicity the discussion of the electric fi elds and forces will be limited 
to one dimension, so vector notation will not be used. The model is pictori-
ally described in Fig. 25.23. The Lorentz force FL exerted on a charge −q by 
an electric fi eld E is given by

F qEL = −  [25.46]

The effect of the magnetic fi eld is omitted from the Lorentz force since for 
non-relativistic electron velocities, the term v × B is negligible. According 
to Hooke’s law the restoring force, FR, of the bond between the electron 
and the nucleus can be represented as
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F m xR = − ω0
2  [25.47]

where m is the mass of the electron, ω0 is the natural frequency of the oscil-
lator and x is the displacement from equilibrium position. In this description 
we have assumed that the mass of the nucleus is much larger than the mass 
of the electron(s), so only the motion of the electron is signifi cant. Finally, 
a damping force, FD, proportional to the electron velocity exists

F m
x
t

D
d
d

= −2 Γ
 

[25.48]

The origin of the damping force is optical absorption, and it is related to 
electron–phonon interactions and other non-radiative electronic transitions 
and therefore requires quantum mechanics to specify. However, it should 
be clear that some damping force exists, otherwise an oscillator set in 
motion would continue perpetually. By inserting these forces into Newton’s 
equation F = ma, where m is the mass of electron(s) attached to the nucleus, 
we have

− − − =qE m x
x
t

m
x

t
ω0

2
2

2
2Γ d

d
d
d  

[25.49]

By rearranging (25.49), the familiar driven, damped harmonic oscillator 
equation emerges as

Nucleus

Bond with
spring constant

k = w0
2m

Incident
electromagnetic

wave
Phonon induced

damping, Γ

Electron

25.23 In the Lorentz oscillator model the bond between a valence 
electron and the nucleus is represented by a spring, the incident 
electromagnetic fi eld acts as a driving term whose energy is damped 
by electron–phonon interaction and other non-radiative processes.
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d
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m x
q

m
E+ + = −Γ ω

 
[25.50]

In quantum mechanics an analogous expression for the Hamiltonian can 
be found for the hydrogen atom by applying the dipole approximation, 
which is valid when the wavelength of the driving fi eld is much larger than 
the atomic radius and is true for most molecules of interest at optical fre-
quencies, showing the validity of this classical model. Letting the applied 
electric fi eld be a monochromatic plane wave of the form

E E Ei t kx i t kx= +− − −
0 0e e( ) ( )ω ω  [25.51]

a solution of the form

x
q

m i
E Ei t i t= −

− −
+ −1

20
2 2 0 0ω ω ω

ω ω

Γ
( )e e

 
[25.52]

can be found. The dipole moment induced by the applied electric fi eld is 
given by −qx, then the induced material polarization is given by P = −Nqx, 
where N is the number density of molecules in units of m−3, whence it 
follows that

P
Nq
m i

E Ei t i t=
− −

+ −
2

0
2 2 0 0

1
2ω ω ω

ω ω

Γ
( )e e

 
[25.53]

Using the relationships P = ε0χE, εr = 1+ χ, and √εr = n + iκ, assuming that 
N is such that |χ| <1 so that (1 + χ)1/2 ∼ 1 + χ/2, a valid assumption given that 
local fi eld effects were assumed to be negligible in this defi nition of P, which 
is valid only for small N, we have

n
Nq

m
= + −

− +
1

2 4

2

0

0
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2 2 2 2ε

ω ω
ω ω ω( ) ( )Γ  

[25.54]

κ
ε

ω
ω ω ω

=
− +

Nq
m

2

0 0
2 2 2 24

Γ
Γ( ) ( )  

[25.55]

Plots of n and k can be seen in Fig. 25.24. It is interesting to observe that 
in the region near ω0, anomalous dispersion of the refractive index n occurs. 
It is also worth noting that the addition of the damping term (25.48) to 
(25.49) leads directly to the existence of an optical absorption coeffi cient 
α, where α = 4πκ/λ, and λ is the wavelength of the incident electromagnetic 
fi eld, supporting the introduction of a phenomenological damping term.

25.9.2 The anharmonic oscillator

It is relatively straightforward to extend the Lorentz oscillator model to the 
nonlinear regime. The fundamental physics of nonlinear optical effects arise 
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from the deviation of the electronic displacement from harmonic behavior. 
One way to break the harmonicity of a driven oscillator is with the addition 
of a term of the form ax2 to (25.50). This leads to an ordinary nonlinear 
differential equation

d
d

d
d

2

2 0
2 22

x
t

x
t

m x ax
q

m
E+ + + = −Γ ω .

 
[25.56]

When this equation is solved using perturbation theory, one fi nds for an 
applied E fi eld at frequency ω terms of the induced molecular dipole 
moment that are proportional to E2, which oscillate at a frequency 2ω (for 
a full discussion on solving this equation using perturbation theory the 
interested reader is referred to [80]). Even higher-order harmonic terms 
can be found by adding terms to the restoring force such as bx3 and cx4. By 
analogy with the material polarization, P, it is reasonable to write the 
induced molecular dipole moment, μ as a power series in E

μ α β γ= + + +E E E2 3  [25.57]

where α is the molecular polarizability tensor, β is the second-order molecu-
lar hyperpolarizability tensor, and γ is the third-order molecular hyperpo-
larizability tensor.

25.9.3 The internal fi eld model

Owing to their delocalized π-electron cloud, conjugated molecules and 
polymers have been found to have large third-order molecular hyperpo-
larizabilities [63, 79, 81, 82]. Simple conjugated molecules are centrosym-
metric and therefore do not possess a β coeffi cient; however, by perturbing 
a conjugated molecule with an electronegative substituent on one end and 
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25.24 (a) The refractive index and (b) extinction coeffi cient near the 
resonance of a molecule as predicted by the Lorentz model.
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an electropositive substituent on the other, the symmetry is broken and a 
nonzero β emerges. This is why second order nonlinear chromophores are 
often called push–pull molecules and can be simply described as D-π-A, 
which represents an electron-donor, D, connected with a conjugated 
element, π, to an electron-acceptor, A.

The equivalent internal fi eld model is a simple approach that provides 
intuition for the physical origin of the EO effect in nonlinear chromophores. 
This model, fi rst described by Oudar and Chemla [85], states that if a cen-
trosymmetric conjugated molecule is perturbed by adding an electronega-
tive or electropositive substituent to one of the hydrogen positions a 
permanent dipole moment is created which forms a fi eld, Eint, internal to 
the molecule. According to (25.57) the induced dipole moment of the non-
perturbed molecule can be written as

μ α γ= +E E3  [25.58]

After perturbing the molecule with an electronegative or electropositive 
substituent, the induced dipole moment responds to the total fi eld Eint + 
E(ω), and so in a scalar approximation

μ α ω γ ω
α γ α γ ω

= + + +
= + + + +

[ ( )] [ ( )]

( ) ( )
int int

int int int

E E E E

E E E E

3

3 23 33 2 3γ ω γ ωE E Eint ( ) ( ).+  [25.59]

From (25.59) we can reason that

β γ= 3 Eint  [25.60]

From (25.59) it can be seen that the magnitude of the permanent 
dipole moment created by perturbing the conjugated molecule is 
Δμ α γ α= +E E Eint int int~3  so, Eint = Δμ/α and

β γ μ
α

= 3 Δ

 
[25.61]

So, according to the internal fi eld model, highly electronegative and elec-
tropositive substituents are desired to produce a large dipole moment, Δμ, 
and thus a large second order hyperpolarizability, β. Although in order to 
accurately calculate the hyperpolarizability coeffi cients for real molecules 
sophisticated ab initio quantum chemistry methods are required [64, 86], 
this is an excellent starting point for understanding the physics of highly 
nonlinear chromophores.

25.9.4 The two-level model

A slightly more complex model for second-order molecular hyperpolariz-
ability proposed by Oudar and Chemla [87] is known as the two-level 
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model, which was developed when much higher molecular second-order 
hyperpolarizablities than were predicted by the internal fi eld model were 
experimentally observed. According to the theory, the molecular second-
order hyperpolarizability can be decomposed into two parts

β β β= +add ct  [25.62]

where βadd is an additive portion arising from the interaction of the indi-
vidual substituents and the π-electron system (which can be described by 
the internal fi eld model) and βct is the contribution arising from the charge 
transfer interaction between acceptor and donor groups. In this model, the 
charge transfer properties of the molecule are characterized by only two 
states, a ground state and a low-lying charge transfer excited state. With this 
assumption, the expression for βct can be derived to be

β
ω μ

ω ω ω ωct
gn gn gn

gn gn

=
− −

3
2 2

2

2 2 2 2

e
m

f Δ
[( ) ( ) ][( ) ( ) ]  

[25.63]

where e is the fundamental charge, m is the electron mass, g and n represent 
the ground and excited states respectively, fgn is the oscillator strength of 
the ground to excited state transition, hωgn/2π is the energy difference 
between the ground and excited state, Δμgn is the difference in dipole 
moments between ground and excited states, and ω is the frequency of the 
optical wave. This expression shows that there is in fact dispersion in the 
EO coeffi cient. As the optical frequency nears the absorption resonance, 
β is enhanced.

25.10 Electric-fi eld assisted poling in polymer fi lms

We have seen the molecular origin of the EO activity of push–pull chromo-
phores; however, in order to translate this molecular phenomenon to a 
macroscopic polymer fi lm, electric-fi eld assisted poling is required. When a 
guest–host polymer fi lm is fi rst deposited, the chromophores are randomly 
oriented and therefore the bulk material is centrosymmetric. This symmetry 
can be broken by applying a strong electric fi eld and heating the polymer 
to its, Tg. As discussed above, the glass transition of a polymer is a second 
order phase transition. Above Tg molecular chains are able to slide past 
each other when a force is applied, allowing the chromophore molecule to 
rotate so that its permanent dipole moment partially aligns to the applied 
electric fi eld. After the chromophores have aligned to the applied DC 
poling fi eld, the fi lm is cooled to room temperature with the poling fi eld left 
on, locking the order into place and breaking the centrosymmetry. A picto-
rial description of the poling process can be seen in Fig. 25.25.

The physics of the poling process has been described in an oriented gas 
model [88, 89]. Within this model the degree of alignment of the 
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chromophore molecules to the applied poling fi eld can be analyzed using 
thermodynamic arguments. In the oriented gas picture of poling, assuming 
the chromophore molecules are far apart so there are no local fi eld effects 
and no interchromophore interaction, for a chromophore with a single large 
hyperpolarizability tensor component, βzzz, it can be shown that

χ
μ

β33
2

5
( ) ≈

N E

kT
zzz

p

 
(25.64)

χ
μ

β31
2

15
( ) ≈

N E

kT
zzz

p

 
(25.65)

where N is the number density of chromophores, μ is the permanent dipole 
moment of the chromophore, βzzz is the molecular second order hyperpo-
larizability tensor element, Ep is the applied poling fi eld strength, k is 
Boltzmann’s constant, and T is the poling temperature. Therefore, the EO 
tensor for a poled EO polymer is reduced to

(a) (b)

(c) (d)

V

V

25.25 The poling process: (a) initially the chromophores are randomly 
oriented, (b) the EO polymer is heated to its glass transition 
temperature with an applied electric fi eld, (c) after reaching the 
glass transition temperature the chromophores align to the applied 
electric fi eld, (d) the polymer is cooled to room temperature with 
the poling fi eld applied after which the fi eld is removed and the 
order is locked into place. Note that this is a cartoon description 
of the poling process and the degree to which the chromophores align 
to the applied poling fi eld depends strongly on the strength of the 
applied poling fi eld.
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(25.66)

a fact which is often used in the measurement of the Pockels coeffi cient of 
poled polymer fi lms [90].

The oriented gas model works well to fi rst order; however, when chromo-
phores are loaded in a polymer matrix at large densities the effect of inter-
chromophore interactions, which are assumed to be small in the oriented 
gas model, are no longer negligible. At large loading levels chromophores 
tend to form dimers oriented in a head-to-tail fashion, this dimer formation 
causes a rolling off of the r-coeffi cient at high loading densities [91], as well 
as optical scattering from larger aggregates which form at high loading 
densities.

While poling single layer EO polymer fi lms is relatively simple, poling in 
multi-layer stacks, which is typically required for devices and applications, 
can be quite challenging. If great care is not taken, excess optical loss can 
be generated by inhomogeneities created by the poling process [92]. 
However, with a careful choice of cladding material low poling induced loss 
can be achieved [70]; furthermore, an enhancement in the r33 coeffi cient can 
be achieved by increasing the dielectric breakdown strength of the polymer 
with a properly chosen cladding material [93–97].

25.11 Device and system level analysis for electro-

optical polymer waveguides

When designing a guest–host EO polymer it is useful to defi ne a material 
fi gure of merit in order to quantify material trade-offs. A naive approach 
would be to simply maximize the material r33 at all cost. However, in this 
section it will be shown that from device and system level considerations, 
a material fi gure of merit can be defi ned which truly optimizes material 
performance, namely n3r33/α. The system under consideration for this analy-
sis will be an RF photonic link.

In an RF photonic link a radio-frequency electrical signal is encoded onto 
an optical carrier, with the optical signal being propagated some distance 
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after which it is converted back to the electrical domain with a photodetec-
tor. There are several advantages to using an optical carrier to transmit the 
RF signal, one being that optical waves can be sent several kilometers 
through optical fi bers with very little attenuation whereas RF electrical 
signals transmitted over copper lines are severely attenuated at these dis-
tances. A block diagram of an RF photonic link is shown in Fig. 25.26.

The RF signal is encoded onto the optical carrier using an optical modu-
lator, and it is in this component that EO polymers can make a large impact. 
The type of modulator that will be considered for this analysis is the com-
monly used waveguide Mach–Zehnder modulator (MZM). Assuming the 
electrical bandwidth of the modulator is suffi ciently high for the RF fre-
quencies of interest, the optical transfer function, T, for an EO polymer 
waveguide MZM is given by

T P T n r
V
d

L= ⋅ ⋅ ⋅ + ⋅ +⎛
⎝

⎞
⎠

⎡
⎣⎢

⎤
⎦⎥

0 5 1
2

0
3

33. cosFF
π
λ

ϕΓ
 

(25.67)

where P0 is the optical power input to the device, TFF is the fi ber-to-fi ber 
transmission of the modulator, λ is the wavelength of the optical carrier, n 
is the refractive index of the EO polymer, Γ is the overlap integral of the 
waveguide mode with the EO polymer, r33 is the Pockels coeffi cient of the 
EO polymer, V is the voltage applied to the modulator, d is the separation 
between the electrodes, L is the length of the waveguide, and ϕ is the optical 
phase difference between the two arms of the Mach-Zehnder. The fi ber-to-
fi ber transmission can be given by

T L
FF coupling e= ⋅ − ⋅α α2  (25.68)

where αcoupling is the fraction of light coupled from an optical fi ber to the 
input/ output waveguide mode of the modulator, α is the propagation loss 
of the EO polymer in cm−1 and L is the total length of the waveguide 
modulator in cm.

There are several important system parameters in RF photonic links, two 
critical ones being the link gain and noise fi gure (NF). The link gain is 

Optical
source

Optical modulator

RF source

Optical fiber

Photodiode

RF output

25.26 Block diagram of an RF photonic link.
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defi ned as the ratio of the RF power output of the link to that of the input 
RF power and to fi rst order is given by:

g
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V

V R
R
V

P n

V
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= ∂
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d
R R

λ
ϕsin( ) modR load

 
(25.69)

where R is the responsivity of the photodetector, Rmod is the characteristic 
impedance of the modulator and Rload is the load impedance. Typically, 
systems are built with all impedances matched to 50 Ω. From (25.69) it is 
clear that having a phase offset ϕ of π/2 maximizes the link gain, which 
biases the modulator at quadrature. An additional benefi t of biasing the 
modulator at quadrature is that it forces all even order derivatives of the 
transfer function to zero, which means that all even order harmonic distor-
tion terms are also zero.

Since (25.69) is dependent on L, it is interesting to consider whether there 
is a waveguide MZM length, Lopt, which maximizes the link gain. According 
to (25.69) if the function exp(−αL)⋅L is maximized, the link gain will also 
be maximized with respect to the waveguide length. Simple calculus shows 
that Lopt = 1/α. Then, assuming Rmod = Rload = R, for the optimal waveguide 
length the gain can be written:

g
P

n r

d e
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coupling
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(25.70)

An interesting aspect of (25.70) is that the only parameter that depends on 
the EO polymer material properties is the ratio n3r33/α, which thereby 
emerges as the material fi gure of merit for EO polymers.

Let’s look at another system parameter, the NF, and see if this fi gure of 
merit is still pertinent. The link NF is defi ned as the ratio of the input signal 
to noise ratio (SNR) to the SNR out of the link, and is given in dB. There 
are three prominent sources of noise that degrade the link NF; Johnson 
noise

N kT gJohnson = ⋅ +0 1( )  (25.71)

where k is the Boltzmann constant and T0 is the temperature of operation, 
the 1 in the (1 + g) factor represents Johnson noise in the load resistor, and 
the g represents the amplifi ed input Johnson noise; next we consider shot 
noise

N qI Rshot = 2 det  (25.72)
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where Idet is the average current produced at the photodetector and q is the 
fundamental electric charge; and fi nally relative intensity noise (RIN)

N I RRIN

RIN

= 10 10 2
det  (25.73)

where RIN is a factor measured in dB/Hz and depends on the laser source. 
Therefore the link NF is given by:

NF Johnson shot RIN= + +⎛
⎝⎜

⎞
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10 10
0

log
N N N

gkT  
(25.74)

Using (25.67) and (25.69), (25.74) can be rewritten as
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(25.75)

It is interesting to note that according to (25.75) the NF is always 
greater than zero and therefore an improvement in the SNR can never 
be gained in an RF photonic link. Depending on the optical power input 
to the modulator and the RIN factor the NF can be Johnson, shot or RIN 
limited.

The following analysis will consider each of the three noise limiting cases 
and determine if there is a waveguide length that optimizes the link NF 
analogously to the link gain case. For the analysis we will assume an optical 
wavelength of 1550 nm, an EO polymer with a refractive index of 1.6, a 
propagation loss of 1 cm−1, an r33 of 200 pm/V, a photodetector with a 
responsivity of 0.9 A/W, a waveguide MZM biased at quadrature with cou-
pling losses of 1 dB and an overlap integral, Γ, a system impedance of 50 Ω, 
a laser source with a RIN of −170 dB/Hz and a background temperature of 
300 K. A signifi cant advantage of biasing the modulator at quadrature is 
that MZMs with differential outputs are available and therefore balanced 
detection can be used which reduces the RIN noise by the common mode 
rejection ratio, and although lasers with ultra-low RINs of −170 dB/Hz are 
commercially available, even sources with signifi cantly worse RINs could 
be used and the link would not suffer a penalty. Examples of all three noise 
limits can be seen in Fig. 25.27.
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For input powers below about 1 mW the example system is Johnson noise 
limited. In the Johnson noise limit the NF is approximately given by:

NF
d

P R n r LLJohnson
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(25.76)

In this limit it is clear that the device length that will minimize the NF will 
be the one which maximizes the function exp(−αL)⋅L, which occurs for a 
length given by Lopt = 1/α, exactly the device length which maximizes the 
link gain. Therefore in the low-power limit, a device can be designed which 
maximizes link gain and minimizes the link NF, an intriguing result.

For intermediate powers between approximately 10 and 100 mW the 
example link is shot noise limited. In the shot noise limit the NF can be 
approximated as:
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25.27 For the example system described in the text (a) an optical 
input power of 1 mW creates a Johnson noise limited link (b) input 
optical power of 100 mW creates a shot noise limited link, and (c) and 
an input optical power of 1 W causes a shift in the optimal modulator 
length for shot noise limited performance due to RIN limiting.
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According to (25.77), the device length which will minimize the NF will 
maximize the function L2 exp(−αL), which is Lopt = 2/α. Therefore in a shot 
noise limited system the optimal modulator will be twice the length of the 
one for a Johnson noise limited system.

Finally for high input powers above 1 W the link is RIN limited. When 
RIN dominates the noise, the link NF can be approximated as:
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According to (25.78) the device length which will minimize the NF in 
the RIN limit decreases monotonically with device length, therefore 
the optimal modulator length will be given by the length after which the 
shot noise begins to dominate over RIN noise. This length is given approxi-
mately by
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(25.79)

where W(x) is the Lambert W function.
It is interesting to note that in any noise limit the optimal modulator 

length is simply inversely proportional to α. Therefore at the optimum 
waveguide length in any noise limit, the dimensionless link noise factor, F 
= 10NF/10, is simply inversely proportional to n3r33/α and since the noise factor 
is a quantity which is desired to be minimized, then the EO polymer mate-
rial fi gure of merit chosen to optimize link gain also optimizes the link noise 
fi gure and noise factor.

By choosing an example system and EO polymer-based device it is pos-
sible to derive an EO polymer material fi gure of merit that is not simply 
the r33 coeffi cient. For analog RF photonic links it has been shown that the 
proper fi gure of merit to optimize when designing EO polymers at the 
molecular level is n3r33/α.
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25.12 Electro-optic (EO) polymer spatial light 

modulators: theory

In this section we discuss recent progress in ultrafast spatial light modula-
tors (SLM) employing electro-optic polymers. Existing commercial SLM 
technologies are based either on liquid crystals or digital micromirror 
devices, both of which are limited to speeds in the tens of microseconds to 
milliseconds. In the section below we describe the fi rst comprehensive effort 
to demonstrate a spatial light modulator based on EO polymers, which in 
principle should be capable of operating in the nanosecond and even sub-
nanosecond regimes.

25.12.1 Voltage-induced resonant wavelength shift

The light transmitted through a tilted Fabry–Perot interferometer (FPI) is 
represented by

T
T T

R R F
a b

a b

FP =
−( ) +1

1
12 2sin

,
δ

 

(25.80)

where the subscripts a and b denote a particular mirror, T is the transmit-
tance of each mirror, R is the refl ectance of each mirror, F is the fi nesse of 
the cavity, δ = (ϕa + ϕb)/2 − δ ′, δ ′ = 2πnd cos θp/λ, φ is the mirror refl ectance 
phase, n is the polymer refractive index, d is the thickness of the polymer, 
θp is the refracted angle in the polymer, and λ is the wavelength of the 
incident light. Fig. 25.28 illustrates how light propagates through a tilted FPI 
as a voltage is applied to the electrodes/mirror introducing a birefringence 
in the EO polymer layer.

 In order to fi nd the resonant wavelength shift due to an applied 
electric fi eld we need to fi nd the FPI phase that gives maximum light trans-
mission. Applying a voltage to the tilted FPI can be represented by taking 
the derivative of (25.80), which yields the following:
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(25.81)

Solving (25.81) for ∂δ/∂V yields:
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(25.82)

By including the phase dispersion with respect to wavelength, polymer 
refractive index, and tilt angle, the voltage-induced change in mirror refl ect-
ance phase of (25.82) becomes:
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The voltage-induced change in phase of the polymer spacer layer of (25.82) 
simplifi es to:
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From Snell’s law the refracted angle inside the polymer layer is given by

θ θP = ⎛
⎝

⎞
⎠

−sin sin ,1 0
0

n
n  

(25.85)

where θ0 is the light incident angle and n0 is the refractive index of the 
outside medium. Taking the derivative of (25.85) with respect to voltage 
gives voltage-induced change in refracted angle inside the polymer and is 
given as

Mirrors/electrodes
Δq0

q0

q0

qp'

qp

q0

Δx
d

25.28 Simple diagram of a tilted electro-optic Fabry–Perot 
interferometer that shows the change in light path when a voltage is 
applied.
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Simplifying (25.86) yields:
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Simplifying (25.87) yields:
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Simplifying (25.88) yields:

∂
∂

= ∂
∂

− ∂
∂

⎛
⎝

⎞
⎠

θ θ θ θ θP
P

V
n
n V

n
n

n
V

0
0

0 0
2 0cos sin cos

 
(25.89)

Substituting (25.83) and (25.84) into (25.82) yields:
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(25.90)

Substituting (25.89) into (25.90) and setting the equation equal to zero we 
arrive at the following approximation:
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 (25.91)

where Δn is the change in refractive index due to the Pockel’s effect, Δλ is 
the resonant wavelength shift, Δθ0 is the apparent change in refracted angle 
at the output of the FPI, and Δd is the change in thickness due to the piezo-
electric and electrostrictive effects of the material. Simplifying and reorgan-
izing (25.91) yields:
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Simplifying and reorganizing (25.92) yields:
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Several additional simplifi cation and reorganization steps yield:
λ
π

φ
λ

φ
λ

θ
λ

λ

λ
π

φ
θ

φ
θ

2
2

2 0 0

∂
∂

+
∂
∂

⎛
⎝⎜

⎞
⎠⎟ +⎡

⎣⎢
⎤
⎦⎥

= −
∂
∂

+
∂
∂

⎛
⎝

a b P

a b

nd cos
Δ

⎜⎜
⎞
⎠⎟ −⎡

⎣⎢
⎤
⎦⎥

−
∂
∂

+
∂
∂

⎛
⎝⎜

⎞
⎠⎟ −

2

2
2

0 0 0n d

n n
d

P

a b

P

tan cos

cos

θ θ θ

λ
π

φ φ
θ

Δ

⎡⎡
⎣⎢

⎤
⎦⎥

+Δ Δn n d2 cosθP

 
(25.94)

Solving (25.94) for Δλ yields:
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If light hits the FPI at normal incidence then (25.95) simplifi es to the 
following familiar equation:
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(25.96)

For a tilted FPI the output beam experiences a lateral displacement which 
could be useful as part of beam steering device design. This lateral offset 
Δx is illustrated in Fig. 25.29. The relationship between Δx and Δθ0 as shown 
in Fig. 25.29 is represented by the following:
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(25.97)

By rearranging terms and assuming that Δθ0 is small for (25.97) we can 
perform a Taylor series approximation that yields:
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Solving (25.98) for Δθ0 and simplifying yields:
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Substituting (25.99) into (25.95) gives the voltage-induced resonant wave-
length shift as a function of output lateral beam displacement as follows:
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q0

25.29 Geometry that illustrates the FPI output beam lateral 
displacement caused by the apparent change in output angle due to 
Pockels effect.
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25.13 Spacial light modulator device design 

and fabrication

The general design for a thin fi lm FPI has been described previously in the 
literature [98–101]. The fabricated device consists of an 8 × 8 array of indi-
vidually addressable pixels which were designed to operate at a resonant 
wavelength of 1550 nm. This array is divided into four quadrants each con-
taining 16 identical pixels with pixel sizes of 800, 692, 565, and 400 μm. The 
quadrant with 565 μm pixels was chosen for analysis due to this region 
having the least amount of surface roughness in the EO polymer layer. The 
structural layout of this region is illustrated in Fig. 25.30.

 A high refl ectance distributed Bragg refl ector (DBR) mirror con-
sisting of 10 periods of alternating SiO2 and Ta2O5 quarter-wave layers 
serves as one mirror in the Fabry–Perot cavity. The other mirror is a thin 
fi lm of Au that also serves as the top electrode. The Au is coated with a 
quarter-wave layer of SiO2 which serves as both an anti-refl ection coating 
and encapsulaton layer to protect the Au surface from damage during the 
poling process. The pixels are defi ned by etched 2% Al-doped ZnO (AZO) 
which also serve as the bottom electrodes. A layer of Ge is patterned in 
between the pixels for the purpose of drastically reducing the amount of 
light transmitted due to the high absorption of Ge at 1550 nm coupled with 
the multiple refl ections inside the cavity. This has the effect of increasing 
the image contrast of the SLM signifi cantly. The spacer layer consists of the 
SEO100 EO polymer from Soluxra. Simulation of this multi-layer thin fi lm 
design was performed using Essential Macleod software.

A step by step overview of the fabrication process is illustrated in Fig. 
25.31. Initially a high refl ectance DBR mirror was sputtered onto a clean 2 
in (50 mm) diameter, 2 mm thick fused silica substrate. Afterwards, a 50 nm 
layer of AZO was deposited onto the surface by pulsed laser deposition 
(PLD) then annealed at 400°C. Next, a bi-layer lift-off process to deposit 

270 nm

1625 nm

4536 nm

45 nm

50 nm

2 mm

Side view Top view (below EO polymer)

728 µm 565 µm
Fused silica

DBR (Ta2O5/SiO2)10

AZO

Ge

EO polymer

Au

SiO2

25.30 Layout of fabricated SLM device test region at a design 
wavelength of 1550 nm. Reproduced with permission from the Optical 
Society of America.
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contact electrodes with connecting traces consisting of layers of Ti/Au was 
performed as follows: A 400 nm layer of MicroChem 3A lift-off resist 
(LOR) was spin-cast onto the substrate then softbaked on a hotplate for 
5 min at 175°C. A 1.3 μm layer of Shipley 1813 positive photo-resist was 
spin-cast on top of the lift-off resist then softbaked for an additional 2 min 
at 115°C. The sample was then patterned by UV lithography using a dark 
fi eld mask and the positive resist was developed using Shipley CD-26 metal 
ion free developer. The exposure time was determined by measuring the 
power of the UV lamp and determining the required expsoure dose from 
the interference curve obtained from the photoresist data sheet and illus-
trated in Fig. 25.32.

The sample was baked on a hotplate for an additional 5 min at 125°C to 
harden the positive resist in prepartion for the undercutting step. The 
sample was then submerged in CD-26 developer long enough to undercut 
the lift-off resist suffi ciently to ensure good lift-off of the evaporated mate-
rial and photo-resist. A 30 nm layer of Ti, which serves as an adhesion layer 
between the Au and substrate and a 250 nm layer of Au were then 

1. Clean fused silica substrate 2.Sputter DBR mirror 3. Deposit AZO by PLD

4. Evaporate Ti/Au layer using
bi-layer lift-off process

5. Etch AZO layer
6. Evaporate Ge layer using

bi-layer lift-off process

7. Spin coat EO polymer 8. Evaporate SiO2/Au Final wired SLM

25.31 Fabrication process procedure for creating the spatial light 
modulator. Reproduced with permission from the Optical Society of 
America.
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deposited by electron-beam evaporation. The masked regions of the sample 
were removed by placing the sample in a bath of Microposit Remover PG 
that was heated to 80°C and placed inside a ultrasonicator to ensure com-
plete removal of material. The detailed lift-off procedure is illustrated in 
Fig. 25.33(a).

Next, an etching procedure to pattern the AZO was performed as follows: 
a 1.3 μm layer of Shipley 1813 positive photo-resist was spin-cast onto the 
substrate then softbaked on a hotplate for 2 min at 115°C. The sample was 
patterned by UV lithography using a clear fi eld mask, then developed using 
Shipley 352 developer. Etching of the unmasked regions of AZO was done 
using a dilute etchant consisting of HCl and H2O in a ratio of 1:800 which 
gives an etch rate of approximately 5 nm/s. The resist was then stripped to 
reveal patterned pixels with connecting traces that are aligned directly 
underneath the Ti/Au traces created in the previous lift-off step. The detailed 
etching procedure is illustrated in Fig. 25.33(b).

A Ge contrast enhancment layer was then deposited using the previously 
described lift-off procedure. The higher the cavity fi nesse is, the lower the 
thickness of Ge required to block essentially all light in between pixels. A 
thickness of 50 nm was suffi cient for this application. The EO polymer used 
for this device is the Soluxra produced guest–host polymer SEO100 which 
is a blended polymer and chromophore mixture that is dissolved in dibro-
momethane to create a polymer solution that is 6 wt%. The EO polymer 
was spin-cast to create a 1625 nm thick fi lm and dried under vacuum at 
80°C overnight. A 45 nm layer of Au and a 270 nm layer of SiO2 were 
deposited on top of the polymer by electron-beam evaporation. Kynar 
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25.32 Shipley 1813 positive photo-resist exposure dosage curve.
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30-gauge wires were soldered to the bottom Au electrodes. Since the top 
Au electrode/mirror is very thin it was not possible to solder a wire directly 
to it. Instead a two-part high operating temperature silver conductive epoxy 
was used to attach a 30-gauge wire. All wires were covered in two-part 
insulating epoxy to provide additional mechanical stability. The device was 
poled using a fi eld of 75 V/μm on a hot plate that was initially at room 
temperature while increasing the temperature as fast as possible until it 
reached 133 °C. The poled device was then cooled to ambient room tem-
perature and the applied fi eld was removed.

25.14 Spacial light modulator device characterization

The detailed setup created for characterizing SLM device performance 
is illustrated in Figs. 25.34 and 25.35. The setup is structured such that 
the upper portion is used for characterizing the throughput of the SLM 

(a) Lift-off procedure

(b) Etching procedure

1. Clean substrate

1. Clean substrate 2.Sputter AZO 3. Spin coat photoresist
and soft bake

4. Expose with
clear field mask

7. Strip photoresist 6. Etch AZO 5. Develop

2. Spin coat and soft
bake lift-off resist

3. Spin coat and soft
bake positive resist

4. Expose with
dark field mask

8. Strip both resists 7. Evaporate
Ti/Au or Ge

6. Undercut
lift-off resist

5. Develop positive
resist and hard bake

25.33 Detailed description of UV lithography: (a) lift-off procedure and 
(b) etching procedure. Reproduced with permission from the Optical 
Society of America.
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(a)(a)(a) (b)(b)(b) (c)(c)(c)Sample
location
Sample
location
Sample
location

Sample
location
Sample
location
Sample
location

25.34 Pictures of characterization setup for SLM: (a) portion of setup 
for measuring image throughput of SLM; (b) portion of setup for 
coupling lasers and broadband source; (c) portion of setup for 
performing individual pixel characterization.

while the lower portion is used to characterize the performance of 
each pixel individually. A fi ber coupled C-band tunable laser and a 
C-band amplifi ed spontaneous emission (ASE) source are combined further 
using a 2-1 coupler with the output connected to a fi ber collimator. 
This output is combined with the output from a spatially fi ltered free-space 
C-band tunable laser using a beam splitter. The light that is traveling towards 
the upper portion of the setup then passes through a variable neutral 
density (ND) fi lter and is folded using a plane mirror oriented at 45 °C. 
The light then goes through an adjustable polarizer and is expanded using 
a Galilean beam expander to create a collimated beam approximately 
30 mm in diameter that is normally incident on the sample. The sample is 
attached to a rigid kinematic mount that provides two-axis translation. 
A magnifi cation system consisting of two plano-convex lenses is used after 
the sample to completely fi ll the CCD array of the camera (Goodrich 
SU320M) with an iris being used to remove any stray background light. 
The reason for coupling the two C-band tunable lasers is to help correct 
the non-uniformity in the device throughput caused by thickness variations 
in the spin-cast EO polymer fi lms. The divided light that travels towards 
the lower portion of the setup passes through a reversed Keplerian 
beam expander that decreases the size of the beam to a collimated spot 
size of approximately 500 μm that is normally incident on the sample. 
The sample is translated in the transverse directions to couple light through 
each pixel. An objective is used to focus the light that passes through the 
pixel onto a high-speed detector (InGaAs) or a multimode fi ber that is 
attached to a precision 5-axis stage and connected to an optical spectrum 
analyzer (OSA).

25.14.1 DC performance

After poling, pixel-by-pixel characterization was performed on the SLM. 
Using a C-band ASE source the optical spectrum of each pixel is measured 
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by coupling light through the multimode fi ber that is connected to the OSA. 
By taking into account the phase dispersion at the active medium interfaces 
of the SLM the average fi nesse is estimated to be 52. To measure the spec-
trum shift due to an applied electric fi eld, a DC voltage is applied and varied 
from −200 V to 200 V with the results shown for an arbitrary pixel in Fig. 
25.36.

The noticeable change in peak intensity as the applied voltage is varied 
is due to the unbalanced mirror refl ectance of the Fabry–Perot cavity. The 
average tunability is calculated to be 20 pm/V and the average resonant 
wavelength shift is illustrated in Fig. 25.37. The ASE source is then replaced 
with a C-band tunable laser and tuned to the resonant wavelength of each 
pixel. The average insertion loss is 22 dB and determined by measuring the 
ratio of the power throughput of each pixel over the power after the sample 
is removed. The applied DC voltage is varied from −200 V to 200 V while 
the pixel output is monitored using a detector. From this data the average 
normalized intensity and the average isolation ratio, which is the average 
normalized intensity in dB, are calculated with the results being displayed 
in Fig. 25.38.

25.14.2 Modulation performance

To measure the modulation performance of the SLM a sinusoidal voltage 
is applied simultaneously to all pixels while performing optical measure-

In
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)
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0.4
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0.0
1532 1536 1540 1544 1548 1552 1556

Wavelength (nm)
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25.36 The spectral shift for one pixel as applied DC voltage is varied 
from -−200 V to 200 V. Reproduced with permission from the Optical 
Society of America.
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25.37 The average peak wavelength shift as applied DC voltage is 
varied from −200 V to 200 V. A linear fi t to the data is performed. 
Reproduced with permission from the Optical Society of America.
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25.38 The average normalized intensity and isolation ratio as applied 
DC voltage is varied from −200 V to 200 V. Reproduced with 
permission from the Optical Society of America.

ments on each pixel individually. The reason for applying voltages to all 
pixels at the same time was to ensure that high-speed performance could 
be observed with the device in full operation. A C-band tunable laser is 
tuned to the resonant wavelength and the applied voltage is varied from 
10 Vrms to 100 Vrms at a frequency of 100 kHz to measure the average modu-
lation contrast for all pixels with the results illustrated in Fig. 25.39.
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Since the transmitted light is modulated regardless of the sign of the 
applied voltage, the signal has a response frequency that is twice the modu-
lation frequency. An oscilloscope screenshot showing a pixel modulation 
contrast of 28% and a drive signal of 50 Vrms at 500 kHz is shown in 
Fig. 25.40.

The Pockel’s coeffi cient r13 is estimated to be 22.3 pm/V based on the 
device performance, which is in close agreement to the measurement results 
obtained from the refl ection ellipsometry [90] and Mach–Zehnder interfer-
ometry [102] methods. To determine the broadband performance of each 
pixel the drive frequency is varied and the modulation contrast is recorded. 
Due to the structure of the SLM each pixel can be approximately modeled 
as a fi rst order RC circuit. The normalized modulation contrast frequency 
response for select pixels is shown in Fig. 25.41.

25.14.3 Device throughput

Next the device throughput of the SLM was examined. The C-band ASE 
source was used to show the uniformity of the SLM throughput over a 
broad range of wavelengths with the resulting image shown in Fig. 25.42(a). 
To demonstrate the spatial operation of the SLM array a single wavelength 
source is needed while a DC voltage is applied. Due to the surface of the 
polymer being rough we chose to use two coupled C-band lasers tuned to 
wavelengths of 1545 nm and 1555 nm to increase image uniformity. A 
200 VDC signal was applied to selected pixels to demonstrate the contrast 
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25.39 The relationship between average modulation contrast and 
applied RMS voltage at a drive frequency of 100 kHz.
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Modulation

Drive signal

25.40 Oscilloscope screenshot that shows pixel modulation depth of 
approximately 28% for a drive signal of 50 Vrms at 500 kHz. 
Reproduced with permission from the Optical Society of America.
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between the on and off states. The contrast of the camera was adjusted so 
that a clear distinction between the on and off states could be observed. 
Images of the device throughput as a voltage is applied to selected pixels 
are shown in Fig. 25.42(b)–(l). A video fi le demonstrating the modulation 
of the top two rows of the 4 × 4 array with a drive signal 150 Vrms at 2 Hz 
is shown in reference [103].

25.15 Future design considerations for 

spatial light modulators

Owing to the diffi culty in controlling both the amplitude and phase of the 
light transmitted through the SLM, this device is best suited for applications 

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

25.42 (a) Device throughput using C-band ASE source with no voltage 
applied; (b) device throughput using two C-band tunable lasers at 
wavelengths of 1545 nm and 1555 nm with no voltage applied; (c) 
200 VDC applied to pixel 5; (d) 200 VDC applied to pixels 5 and 6; (e) 
200 VDC applied to pixels 5, 6, 7, and 8; (f) 200 VDC applied to pixels 1, 
2, 5, 6, 7, and 8; (g) 200 VDC applied to pixels 1, 2, 7, and 8; (h) 200 VDC 
applied to pixels 1, 2, 5, and 6; (i) 200 VDC applied to pixels 3, 4, 5, 6, 7 
and 8; (j) 200 VDC applied to pixels 3, 4, 7, and 8; (k) 200 VDC applied to 
pixels 1, 2, 3, and 4; and (l) 200 VDC applied to pixels 1, 2, 3, 4, 5, 6, 7, 
and 8. Reproduced with permission from the Optical Society of 
America.
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that require operation in binary mode. Dynamic holography [8, 9] is a 
current application that needs both wavelength stability and high-speed 
modulation which current SLM technology is not able to provide. Even 
though our current SLM design shows potential to be suitable for hologra-
phy applications there are a few design improvements that need to be made 
in our next generation of devices to make this a reality.

In order to provide the high resolution and pixel count that holography 
requires, a set of photomasks with much smaller pixel sizes and an 
electronic driver with a much larger number of channels would need to 
be designed. Driving an SLM using a large drive voltage at high frequencies 
in large densely packed pixel arrays may prove to be diffi cult, therefore 
the device voltage requirements need to be addressed. The modulation 
voltage can be dramatically reduced by increasing the fi nesse of the 
device or using alternative poling methods such as coplanar electrode 
poling to utilize the larger Pockels coeffi cient, r33. The major source of loss 
in the SLM is caused by the high absorption of the Au electrode/mirror 
and the absorption of the AZO layer due to the multiple refl ections inside 
the cavity. The insertion loss can be reduced dramatically by replacing the 
Au layer with the combination of a DBR mirror and an AZO or other 
transparent conductive oxide (TCO) layer to serve as the top electrode. 
If both bottom and top electrode TCO layers are placed outside of the 
cavity the insertion loss can be further reduced to less than 1 dB but 
the tradeoff will be an increase in both modulation voltage and RC time 
constant due to the voltage drop across the DBR mirrors. The speed is cur-
rently limited because of the high resistance of the traces that consist of an 
AZO region overlapped with a Ti/Au region. The variation in speed for 
each pixel is due to the different AZO trace length for each pixel. Speeds 
in the microwave regime can be achieved simply by making the traces 
entirely out of Ti/Au and using microwave engineering design software to 
properly design the transmission lines and impedance match the device to 
the drive electronics.

25.16 Conclusion

Photonic polymers have advanced dramatically over the last decade, with 
passive polymers reaching unprecedented standards of optical loss and 
uniformity, while EO polymers have achieved exceptionally high EO coef-
fi cients, passing Telcordia testing and making their way into real products. 
In this chapter we have reviewed some fundamental aspects of polymers, 
presented sophisticated passive polymer devices such as arrayed waveguide 
gratings and photonic true time delay, reviewed EO polymers, developed 
a fi gure of merit for EO polymer modulators, and discussed a new applica-
tion for high EO coeffi cient EO polymers, namely ultrafast spatial light 
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modulators. It is clear that photonic polymers are poised to play a signifi cant 
role in telecommunications and data center photonics in the near future.
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25.18 Appendix: acronyms

AFM – atomic force microscopy
AIBN – azoisobutyronitrile
ASE – amplifi ed spontaneous emission
AWG – arrayed waveguide grating
AZO – aluminum doped zinc oxide
CDMA – code division multiple access
CTE – coeffi cient of thermal expansion
DBR – distributed Bragg refl ection
DWDM – dense warelength division multiplexing
DC – direct current
ECL – external cavity laser
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EMI – electromagnetic interference
EO – electro-optic
FPI – Fabry–Perot interferometer
LOR – lift-off resist
MMA – methyl methacrylate
MZM – Mach–Zehder modulator
NA – numerical aperture
NF – noise fi gure
OSA – optical spectrum analyzer
PAA – phased array antenna
PDI – polydispersity index
PDL – polarization dependent loss
PLD – pulsed laser deposition
PMMA – poly (methylmethacrylate)
RF – radio frequency
RIN – relative intensity noise
RPF – recirculating photonic fi lter
rpm – revolutions per minute
SEM – scanning electron micrograph
SLM – spatial light modulator
SMF – single mode fi ber
SNR – signal to noise ratio
TCO – transparent conducting oxide
TE – transverse electric
TM – transverse magnetic
TO – thermo-optic
TTD – true time delay
VLSI – very large scale integration
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