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Introduction

Optoelectronics is a remarkably broad scientific and technological field that supports a multi-billion
US-dollar per annum global industry, employing tens of thousands of scientists and engineers. The
optoelectronics industry is one of the great global businesses of our time.

In this Handbook, we have aimed to produce a book that is not just a text containing theoretically-
sound physics & electronics coverage, nor just a practical engineering handbook, but a text designed to
be strong in both these areas. We believe that, with the combined assistance of many world experts, we
have succeeded in achieving this very difficult aim. The structure and contents of this Handbook have
proved fascinating to assemble, using this input from so many leading practitioners of the science,
technology and art of optoelectronics.

Today’s optical telecommunications, display and illumination technologies rely heavily on
optoelectronic components: laser diodes, light emitting diodes, liquid crystal and plasma screen displays
etc. In today’s world it is virtually impossible to find a piece of electrical equipment that does not employ
optoelectronic devices as a basic necessity — from CD and DVD players to televisions, from automobiles
and aircraft to medical diagnostic facilities in hospitals and telephones, from satellites and space-borne
missions to underwater exploration systems — the list is almost endless. Optoelectronics is in virtually
every home and business office in the developed modern world, in telephones, fax machines,
photocopiers, computers and lighting.

‘Optoelectronics’ is not precisely defined in the literature. In this Handbook we have covered not
only optoelectronics as a subject concerning devices and systems that are essentially electronic in nature,
yet involve light (such as the laser diode), but we have also covered closely related areas of electro-optics,
involving devices that are essentially optical in nature but involve electronics (such as crystal light-
modulators).

To provide firm foundations, this Handbook opens with a section covering ‘Basic Concepts’. The
‘Introduction’ is followed immediately by a chapter concerning ‘Materials’, for it is through the
development and application of new materials and their special properties that the whole business of
optoelectronic science and technology now advances. Many optoelectronic systems still rely on
conventional light sources rather than semiconductor sources, so we cover these in the third chapter,
leaving semiconductor matters to a later section. The detection of light is fundamental to many
optoelectronic systems, as are optical waveguides, amplifiers and lasers, so we cover these in the
remaining chapters of the Basic Concepts section.

The ‘Advanced Concepts’ section focuses on three areas that will be useful to some of our intended
audience, both now, in advanced optics and photometry — and now and increasingly in the future
concerning non-linear and short-pulse effects.

‘Optoelectronics Devices and Techniques’ is a core foundation section for this Handbook, as
today’s optoelectronics business relies heavily on such knowledge. We have attempted to cover all the
main areas of semiconductor optoelectronics devices and materials in the eleven chapters in this section,
from light emitting diodes and lasers of great variety to fibers, modulators and amplifiers. Ultra-fast and
integrated devices are increasingly important, as are organic electroluminescent devices and photonic
bandgap and crystal fibers. Artificially engineered materials provide a rich source of possibility for next
generation optoelectronic devices.
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At this point the Handbook ‘changes gear’ — and we move from the wealth of devices now available
to us — to how they are used in some of the most important optoelectronic systems available today. We
start with a section covering ‘Communication’, for this is how the developed world talks and
communicates by internet and email today — we are all now heavily dependent on optoelectronics.
Central to such optoelectronic systems are transmission, network architecture, switching and multiplex
architectures — the focus of our chapters here. In Communication we already have a multi-tens-of-
billions-of-dollars-per-annum industry today.

‘Imaging and displays’ is the other industry measured in the tens of billions of dollars per annum
range at the present time. We deal here with most if not all of the range of optoelectronic techniques used
today from cameras, vacuum and plasma displays to liquid crystal displays and light modulators, from
electroluminescent displays and exciting new 3-dimensional display technologies just entering the
market place in mobile telephone and laptop computer displays — to the very different application area
of scanning and printing.

‘Sensing and Data Processing’ is a growing area of optoelectronics that is becoming increasingly
important — from non-invasive patient measurements in hospitals to remote sensing in nuclear power
stations and aircraft. At the heart of many of today’s sensing capabilities is the business of optical fiber
sensing, so we begin this section of the Handbook there, before delving into remote optical sensing and
military systems (at an un-classified level — for here-in lies a problem for this Handbook — that much of
the current development and capability in military optoelectronics is classified and un-publishable
because of it’s strategic and operational importance). Optical information storage and recovery is
already a huge global industry supporting the computer and media industries in particular; optical
information processing shows promise but has yet to break into major global utilization. We cover all of
these aspects in our chapters here.

‘Industrial Medical and Commercial Applications’ of optoelectronics abound and we cannot
possibly do justice to all the myriad inventive schemes and capabilities that have been developed to date.
However, we have tried hard to give a broad overview within major classification areas, to give you a
flavor of the sheer potential of optoelectronics for application to almost everything that can be
measured. We start with the foundation areas of spectroscopy — and increasingly important
surveillance, safety and security possibilities. Actuation and control — the link from optoelectronics to
mechanical systems is now pervading nearly all modern machines: cars, aircraft, ships, industrial
production etc — a very long list is possible here. Solar power is and will continue to be of increasing
importance — with potential for urgently needed breakthroughs in photon to electron conversion
efficiency. Medical applications of optoelectronics are increasing all the time, with new learned journals
and magazines regularly being started in this field.

Finally we come to the art of practical optoelectronic systems — how do you put optoelectronic
devices together into reliable and useful systems, and what are the ‘black art’ experiences learned
through painful experience and failure? This is what other optoelectronic books never tell you — and we
are fortunate to have a chapter that addresses many of the questions we should be thinking about as we
design and build systems — but often forget or neglect at our peril.

In years to come, optoelectronics will develop in many new directions. Some of the more likely
directions to emerge by 2010 will include optical packet switching, quantum cryptographic
communications, three-dimensional and large-area thin-film displays, high-efficiency solar-power
generation, widespread bio-medical and bio-photonic disease analyses and treatments and
optoelectronic purification processes. Many new devices will be based on quantum dots, photonic
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crystals and nano-optoelectronic components. A future edition of this Handbook is likely to report on
these rapidly changing fields currently pursued in basic research laboratories.

We are confident you will enjoy using this Handbook of Optoelectronics, derive fascination and
pleasure in this richly rewarding scientific and technological field, and apply your knowledge in either
your research or your business.

Robert G W Brown
John P Dakin
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Introduction

Optoelectronics is a remarkably broad scientific and technological field that supports a multi-billion
US-dollar per annum global industry, employing tens of thousands of scientists and engineers. The
optoelectronics industry is one of the great global businesses of our time.

In this Handbook, we have aimed to produce a book that is not just a text containing theoretically-
sound physics & electronics coverage, nor just a practical engineering handbook, but a text designed to
be strong in both these areas. We believe that, with the combined assistance of many world experts, we
have succeeded in achieving this very difficult aim. The structure and contents of this Handbook have
proved fascinating to assemble, using this input from so many leading practitioners of the science,
technology and art of optoelectronics.

Today’s optical telecommunications, display and illumination technologies rely heavily on
optoelectronic components: laser diodes, light emitting diodes, liquid crystal and plasma screen displays
etc. In today’s world it is virtually impossible to find a piece of electrical equipment that does not employ
optoelectronic devices as a basic necessity — from CD and DVD players to televisions, from automobiles
and aircraft to medical diagnostic facilities in hospitals and telephones, from satellites and space-borne
missions to underwater exploration systems — the list is almost endless. Optoelectronics is in virtually
every home and business office in the developed modern world, in telephones, fax machines,
photocopiers, computers and lighting.

‘Optoelectronics’ is not precisely defined in the literature. In this Handbook we have covered not
only optoelectronics as a subject concerning devices and systems that are essentially electronic in nature,
yet involve light (such as the laser diode), but we have also covered closely related areas of electro-optics,
involving devices that are essentially optical in nature but involve electronics (such as crystal light-
modulators).

To provide firm foundations, this Handbook opens with a section covering ‘Basic Concepts’. The
‘Introduction’ is followed immediately by a chapter concerning ‘Materials’, for it is through the
development and application of new materials and their special properties that the whole business of
optoelectronic science and technology now advances. Many optoelectronic systems still rely on
conventional light sources rather than semiconductor sources, so we cover these in the third chapter,
leaving semiconductor matters to a later section. The detection of light is fundamental to many
optoelectronic systems, as are optical waveguides, amplifiers and lasers, so we cover these in the
remaining chapters of the Basic Concepts section.

The ‘Advanced Concepts’ section focuses on three areas that will be useful to some of our intended
audience, both now, in advanced optics and photometry — and now and increasingly in the future
concerning non-linear and short-pulse effects.

‘Optoelectronics Devices and Techniques’ is a core foundation section for this Handbook, as
today’s optoelectronics business relies heavily on such knowledge. We have attempted to cover all the
main areas of semiconductor optoelectronics devices and materials in the eleven chapters in this section,
from light emitting diodes and lasers of great variety to fibers, modulators and amplifiers. Ultra-fast and
integrated devices are increasingly important, as are organic electroluminescent devices and photonic
bandgap and crystal fibers. Artificially engineered materials provide a rich source of possibility for next
generation optoelectronic devices.
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At this point the Handbook ‘changes gear’ — and we move from the wealth of devices now available
to us — to how they are used in some of the most important optoelectronic systems available today. We
start with a section covering ‘Communication’, for this is how the developed world talks and
communicates by internet and email today — we are all now heavily dependent on optoelectronics.
Central to such optoelectronic systems are transmission, network architecture, switching and multiplex
architectures — the focus of our chapters here. In Communication we already have a multi-tens-of-
billions-of-dollars-per-annum industry today.

‘Imaging and displays’ is the other industry measured in the tens of billions of dollars per annum
range at the present time. We deal here with most if not all of the range of optoelectronic techniques used
today from cameras, vacuum and plasma displays to liquid crystal displays and light modulators, from
electroluminescent displays and exciting new 3-dimensional display technologies just entering the
market place in mobile telephone and laptop computer displays — to the very different application area
of scanning and printing.

‘Sensing and Data Processing’ is a growing area of optoelectronics that is becoming increasingly
important — from non-invasive patient measurements in hospitals to remote sensing in nuclear power
stations and aircraft. At the heart of many of today’s sensing capabilities is the business of optical fiber
sensing, so we begin this section of the Handbook there, before delving into remote optical sensing and
military systems (at an un-classified level — for here-in lies a problem for this Handbook — that much of
the current development and capability in military optoelectronics is classified and un-publishable
because of it’s strategic and operational importance). Optical information storage and recovery is
already a huge global industry supporting the computer and media industries in particular; optical
information processing shows promise but has yet to break into major global utilization. We cover all of
these aspects in our chapters here.

‘Industrial Medical and Commercial Applications’ of optoelectronics abound and we cannot
possibly do justice to all the myriad inventive schemes and capabilities that have been developed to date.
However, we have tried hard to give a broad overview within major classification areas, to give you a
flavor of the sheer potential of optoelectronics for application to almost everything that can be
measured. We start with the foundation areas of spectroscopy — and increasingly important
surveillance, safety and security possibilities. Actuation and control — the link from optoelectronics to
mechanical systems is now pervading nearly all modern machines: cars, aircraft, ships, industrial
production etc — a very long list is possible here. Solar power is and will continue to be of increasing
importance — with potential for urgently needed breakthroughs in photon to electron conversion
efficiency. Medical applications of optoelectronics are increasing all the time, with new learned journals
and magazines regularly being started in this field.

Finally we come to the art of practical optoelectronic systems — how do you put optoelectronic
devices together into reliable and useful systems, and what are the ‘black art’ experiences learned
through painful experience and failure? This is what other optoelectronic books never tell you — and we
are fortunate to have a chapter that addresses many of the questions we should be thinking about as we
design and build systems — but often forget or neglect at our peril.

In years to come, optoelectronics will develop in many new directions. Some of the more likely
directions to emerge by 2010 will include optical packet switching, quantum cryptographic
communications, three-dimensional and large-area thin-film displays, high-efficiency solar-power
generation, widespread bio-medical and bio-photonic disease analyses and treatments and
optoelectronic purification processes. Many new devices will be based on quantum dots, photonic
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crystals and nano-optoelectronic components. A future edition of this Handbook is likely to report on
these rapidly changing fields currently pursued in basic research laboratories.

We are confident you will enjoy using this Handbook of Optoelectronics, derive fascination and
pleasure in this richly rewarding scientific and technological field, and apply your knowledge in either
your research or your business.

Robert G W Brown
John P Dakin
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An introduction to optoelectronics 1

Al.l
An introduction to optoelectronics

Alan Rogers

Al.1.1 Objective

In this chapter, we shall take a quite general look at the nature of photons and electrons (and of their
interactions) in order to gain a familiarity with their overall properties, insofar as they bear upon our
subject. Clearly it is useful to acquire this ‘feel’ in general terms before getting immersed in some of the
finer detail which, whilst very necessary, does not allow the inter-relationships between the various
aspects to remain sharply visible. The intention is that the familiarity acquired by reading this chapter
will facilitate an understanding of the other chapters in the book.

Our privileged vantage point for the modern views of light has resulted from a laborious effort by
many scientists over many centuries, and a valuable appreciation of some of the subtleties of the subject
can be obtained from a study of that effort. A brief summary of the historical development is our
starting point.

Al1.1.2 Historical sketch

The ancient Greeks speculated on the nature of light from about 500 BC. The practical interest at that
time centred, inevitably, on using the sun’s light for military purposes; and the speculations, which were
of an abstruse philosophical nature, were too far removed from the practicalities for either to have much
effect on the other.

The modern scientific method effectively began with Galileo (1564—1642), who raised experimen-
tation to a properly valued position. Prior to his time experimentation was regarded as a distinctly
inferior, rather messy activity, definitely not for true gentlemen. (Some reverberations from this period
persist, even today!) Newton was born in the year in which Galileo died, and these two men laid the basis
for the scientific method which was to serve us well for the following three centuries.

Newton believed that light was corpuscular in nature. He reasoned that only a stream of projectiles,
of some kind, could explain satisfactorily the fact that light appeared to travel in straight lines. However,
Newton recognized the difficulties in reconciling some experimental data with this view, and attempted
to resolve them by ascribing some rather unlikely properties to his corpuscles; he retained this basic
corpuscular tenet, however.

Such was Newton’s authority, resting as it did on an impressive range of discoveries in other
branches of physics and mathematics, that it was not until his death (in 1727) that the views of other men
such as Euler, Young and Fresnel began to gain their due prominence. These men believed that light was
a wave motion in a ‘luminiferous aether’, and between them they developed an impressive theory which
well explained all the known phenomena of optical interference and diffraction. The wave theory rapidly
gained ground during the late 18th and early 19th centuries.
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2 An introduction to optoelectronics

The final blow in favour of the wave theory is usually considered to have been struck by Foucault
(1819—-1868) who, in 1850, performed an experiment which proved that light travels more slowly in
water than in air. This result agreed with the wave theory and contradicted the corpuscular theory.

For the next 50 years the wave theory held sway until, in 1900, Planck (1858—1947) found it
mathematically convenient to invoke the idea that light was emitted from a radiating body in discrete
packets, or ‘quanta’, rather than continuously as a wave. Although Planck was at first of the opinion
that this was no more than a mathematical trick to explain the experimental relation between emitted
intensity and wavelength, Einstein (1879—-1955) immediately grasped the fundamental importance of the
discovery and used it to explain the photoelectric effect, in which light acts to emit electrons from matter:
the explanation was beautifully simple and convincing. It appeared, then, that light really did have some
corpuscular properties.

In parallel with these developments, there were other worrying concerns for the wave theory. From
early in the 19th century its protagonists had recognized that ‘polarization’ phenomena, such as those
observed in crystals of Iceland spar, could be explained if the light vibrations were transverse to the
direction of propagation. Maxwell (1831—1879) had demonstrated brilliantly (in 1864), by means of his
famous field equations, that the oscillating quantities were electric and magnetic fields.

However, there arose persistently the problem of the nature of the ‘aether’ in which these
oscillations occurred and, in particular, how astronomical bodies could move through it, apparently
without resistance. A famous experiment in 1887, by Michelson and Morley, attempted to measure the
velocity of the earth with respect to this aether, and consistently obtained the result that the velocity was
zero. This was very puzzling in view of the earth’s known revolution around the sun. It thus appeared
that the medium in which light waves propagate did not actually exist!

The null result of the aether experiment was incorporated by Einstein into an entirely new view of
space and time, in his two theories of relativity: the special theory (1905) and the general theory (1915).
Light, which propagates in space and oscillates in time, plays a crucial role in these theories.

Thus physics arrived (ca. 1920) at the position where light appeared to exhibit both particle
(quantum) and wave aspects, depending on the physical situation. To compound this duality, it was
found (by Davisson and Germer in 1927, after a suggestion by de Broglie in 1924) that electrons,
previously thought quite unambiguously to be particles, sometimes exhibited a wave character,
producing interference and diffraction patterns in a wave-like way.

The apparent contradiction between the pervasive wave-particle dualities in nature is now
recognized to be the result of trying to picture all physical phenomena as occurring within the context of
the human scale of things. Photons and electrons appear to behave either as particles or as waves to us
only because of the limitations of our modes of thought. We have been conditioned to think in terms of
the behaviour of objects such as sticks, stones and waves on water, the understanding of which has been
necessary for us to survive, as a species, at our particular level of things.

In fact, the fundamental atomic processes of nature are not describable in these same terms and it is
only when we try to force them into our more familiar framework that apparent contradictions such as
the wave—particle duality of electrons and photons arise. Electrons and photons are neither waves nor
particles but are entities whose true nature is somewhat beyond our conceptual powers. We are very
limited by our preference (necessity, almost) for having a mental picture of what is going on.

Present-day physics with its gauge symmetries and field quantizations rarely draws any pictures at
all, but that is another story...

A1.1.3 The wave nature of light

In 1864, Clerk Maxwell was able to express the laws of electromagnetism known at that time in a way
which demonstrated the symmetrical interdependence of electric and magnetic fields. In order to
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The wave nature of light 3

complete the symmetry he had to add a new idea: that a changing electric field (even in free space) gives
rise to a magnetic field. The fact that a changing magnetic field gives rise to an electric field was already
well known, as Faraday’s law of induction.

Since each of the fields could now give rise to the other, it was clearly conceptually possible for the
two fields mutually to sustain each other, and thus to propagate as a wave. Maxwell’s equations
formalized these ideas and allowed the derivation of a wave equation.

This wave equation permitted free-space solutions which corresponded to electromagnetic waves
with a defined velocity; the velocity depended on the known electric and magnetic properties of free
space, and thus could be calculated. The result of the calculation was a value so close to the known
velocity of light as to make it clear that light could be identified with these waves, and was thus
established as an electromagnetic phenomenon.

All the important features of light’s behaviour as a wave motion can be deduced from a detailed
study of Maxwell’s equations. We shall limit ourselves here to a few of the basic properties.

If we take Cartesian axes Ox, Oy, Oz (figure A1.1.1) we can write a simple sinusoidal solution of the
free-space equations in the form:

E. =E; expli(wt — kz)]

(Al1.1.1)
H, = H, expli(wt — kz)].

These two equations describe a wave propagating in the Oz direction with electric field (E,)
oscillating sinusoidally (with time ¢ and distance z) in the xz plane and the magnetic field (H,) oscillating
in the yz plane. The two fields are orthogonal in direction and have the same phase, as required by
the form of Maxwell’s equations: only if these conditions obtain can the two fields mutually sustain
each other. Note also that the two fields must oscillate at right angles to the direction of propagation,
Oz. Electromagnetic waves are transverse waves.

The frequency of the wave described by equation (Al.1.1) is given by:

w
=5

Propagation direction (Oz)

Unit area

Figure Al.1.1. Sinusoidal electromagnetic wave.
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and its wavelength by:

2w

A
k

where w and k are known as the angular frequency and propagation constant, respectively. Since f
intervals of the wave distance A pass each point on the Oz axis per second, it is clear that the velocity of
the wave is given by:

w
c=fA= e
The free-space wave equation shows that this velocity should be identified as follows:
1
co = W (A1.1.2)

where g is a parameter known as the electric permittivity, and u, the magnetic permeability, of free
space. These two quantities are coupled, independently of equation (Al.1.2), by the fact that both
electric and magnetic fields exert mechanical forces, a fact which allows them to be related to a common
force parameter, and thus to each other. This ‘force-coupling’ permits a calculation of the product goug
which, in turn, provides a value for ¢, using equation (A1.1.2). (Thus Maxwell was able to establish that
light in free space consisted of electromagnetic waves.)

We can go further, however. The free-space symmetry of Maxwell’s equations is retained for media
which are electrically neutral and which do not conduct electric current. These conditions obtain for a
general class of materials known as dielectrics; this class contains the vast majority of optical media. In
these media the velocity of the waves is given by:

c= (ssop,,uo)*l/z (A1.1.3)

where € is known as the relative permittivity (or dielectric constant) and u the relative permeability of
the medium. & and p are measures of the enhancement of electric and magnetic effects, respectively,
which are generated by the presence of the medium. It is, indeed, convenient to deal with new parameters
for the force fields, defined by:

D = ggoE

B = puoH

where D is known as the electric displacement and B the magnetic induction of the medium. More
recently they have come to be called the electric and magnetic flux densities, respectively.
The velocity of light in the medium can (from equation (A1.1.3)) also be written as

€o

12

- (A1.1.4)
e

where ¢ is the velocity of light in free space, with an experimentally determined value of 2.997925 X
103ms~!. For most optical media of any importance we find that w~ 1, £ > 1 (hence the name
‘dielectrics’). We have already noted that they are also electrical insulators. For these, then, we may write
equation (Al.1.4) in the form:

€0
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The wave nature of light 5

and note that, with € > 1, ¢ is smaller than ¢y. Now the refractive index, n, of an optical medium is
a measure of how much more slowly light travels in the medium compared with free space, and is
defined by:

and thus

from equation (A1.1.5).

This is an important relationship because it connects the optical behaviour of the optical medium
with its atomic structure. The medium provides an enhancement of the effect of an electric field because
that field displaces the atomic electrons from their equilibrium position with respect to the nuclei; this
produces an additional field and thus an effective magnification of the original field. The detailed effect
on the propagation of the optical wave (which, of course, possesses an electric component) will be
considered in chapter A1.2 but we can draw two important conclusions immediately. First, the value of
the refractive index possessed by the material is clearly dependent upon the way in which the
electromagnetic field of the propagating wave interacts with the atoms and molecules of the medium.
Second, since there are known to be resonant frequencies associated with the binding of electrons in
atoms, it follows that we expect € to be frequency dependent. Hence, via equation (A1.1.5), we expect n
also to be frequency dependent. The variation of n (and thus of optical wave velocity) with frequency is a
phenomenon known as optical dispersion and is very important in optoelectronic systems, not least
because all practical optical sources emit a range of different optical frequencies, each with its own value
of refractive index.

We turn now to the matters of momentum, energy and power in the light wave. The fact that a light
wave carries momentum and energy is evident from a number of its mechanical effects, such as the
forced rotation of a conducting vane in a vacuum when one side is exposed to light (figure A1.1.2). A
simple wave picture of this effect can be obtained from a consideration of the actions of the electric and
magnetic fields of the wave when it strikes a conductor. The electric field will cause a real current to flow

Intense light beam

Very high
vacuum

Vacuum
pump

Figure A1.1.2. Force exerted by light falling on a conducting vane.
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6 An introduction to optoelectronics

in the conductor (it acts on the ‘free’ electric charges in the conductor) in the direction of the field. This
current then comes under the influence of the orthogonal magnetic field of the wave. A current-carrying
conductor in a magnetic field which lies at right angles to the current flow experiences a force at right
angles to both the field and the current (motor principle) in a direction which is given by Fleming’s left-
hand rule (this direction turns out to be, fortunately, the direction in which the light is travelling!). Hence
the effect on the conductor is equivalent to that of energetic particles striking it in the direction of travel
of the wave; in other words, it is equivalent to the transport of momentum and energy in that direction.

We can take this description one stage further. The current is proportional to the electric field and
the force is proportional to the product of the current and the magnetic field, hence the force is
proportional to the product of electric and magnetic field strengths. The flow of energy, that is the rate at
which energy is transported across unit area normal to the direction of propagation, is just equal to the
vector product of the two quantities;

II=EXH

(the vector product of two vectors gives another vector whose amplitude is the product of the amplitudes
of the two vectors multiplied by the sine of the angle between their directions (in this case sin 90° = 1)
and is in a direction orthogonal to both vectors, and along a line followed by a right-handed screw
rotating from the first to the second vector. Vectors often combine in this way so it is convenient to
define such a product).

Clearly, if E and H are in phase, as for an electromagnetic wave travelling in free space, then the
vector product will always be positive. IT is known as the Poynting vector. We also find that, in the case
of a propagating wave, E is proportional to H, so that the power across unit area normal to the direction
of propagation is proportional to the square of the magnitude of either E or H. The full quantitative
relationships will be developed in later chapters, but we may note here that this means that a
measurement of the power across unit area, a quantity known as the intensity of the wave (sometimes the
‘irradiance’) provides a direct measure of cither E or H (figure Al.1.1). This is a valuable inferential
exercise since it enables us, via a simple piece of experimentation (i.e. measurement of optical power) to
get a handle on the way in which the light will interact with atomic electrons, for example. This is
because, within the atom, we are dealing with electric and magnetic fields acting on moving electric
charges.

The units of optical intensity, clearly, will be watts metre 2.

Al1.1.4 Polarization

The simple sinusoidal solution of Maxwell’s wave equation for E and H given by equation (Al.1.1) is
only one of an infinite number of such solutions, with E and H lying in any direction in the xy plane, and
with w taking any value greater than zero.

It is customary to fix attention on the electric field for purposes of general electromagnetic wave
behaviour, primarily because the effect of the electric field on the electrical charges within atoms tends to
be more direct than that of the magnetic field. But the symmetry which exists between the E and H fields
of the electromagnetic wave means that conclusions arrived at for the electric field have close
equivalence for the magnetic field. It is simply convenient only to deal with one of them rather than two.

Suppose that we consider two orthogonal electric field components of a propagating wave, with the
same frequency but differing phases (figure Al.1.3(a)):

E. = e, cos(wt — kz+ 6,)

E, = e, cos(wt — kz + 0).
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T
{c) Circular polarization: e, = e, = ey, §=(2m +1) 5

Figure A1.1.3. Linear and circular polarization as special cases of elliptical polarization.

From figure A1.1.3 we can see that the resulting electric field will rotate as the wave progresses, with the
tip of the resulting vector circumscribing (in general) an ellipse. The same behaviour will be apparent if
attention is fixed on one particular value of z and the tip of the vector is now observed as it progresses in
time. Such a wave is said to be elliptically polarized. (The word ‘polarized’, being associated, as it is, with
the separation of two dissimilar poles, is not especially appropriate. It derives from the attempt to
explain crystal-optical effects within the early corpuscular theory by regarding the light corpuscles as
rods with dissimilar ends, and it has persisted.) Of notable interest are the special cases where the ellipse
degenerates into a straight line or a circle (figure A1.1.3(b) and (c)). These are known as linear and
circular polarization states, respectively, and their importance lies not least in the fact that any given
elliptical state can be resolved into circular and linear components, which can then be dealt with
separately. The light will be linearly polarized, for example, when either e, or e, = 0, or when 6, — 6, =
m. It will be circularly polarized only when e, = e, and 8, — 8, = (2m + 1)7/2, where m is a positive or
negative integer: circular polarization requires the component waves to have equal amplitude and to be
in phase quadrature. A sensible, identifiable polarization state depends crucially on the two components
maintaining a constant phase and amplitude relationship. All of these ideas are further developed in
chapter A2.1.

The polarization properties of light waves are important for a number of reasons. For example, in
crystalline media, which possess directional properties, the propagation of the light will depend upon its
polarization state in relation to the crystal axes. This fact can be used either to probe crystal structure or
to control the state of the light via the crystal. Furthermore, the polarization state of the light can
provide valuable insights into the restrictions imposed on the electrons which gave rise to it.
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8 An introduction to optoelectronics

Wherever there is directionality (i.e. the properties of the medium vary with spatial direction) in the
medium in which the light is travelling, the polarization state of the light will interact with it and this is
an extremely useful attribute with a number of important applications.

Al.1.5 The electromagnetic spectrum

Hitherto in this chapter we have dealt with optical phenomena in fairly general terms and with symbols
rather than numbers. It may help to fix ideas somewhat if some numbers are quoted.

The wave equation allows single-frequency sinusoidal solutions and imposes no limit on the
frequency. Furthermore, the equation is still satisfied when many frequency components are present
simultaneously. If they are phase-related then the superposition of the many waveforms provides a
determinable time function via the well known process of Fourier synthesis. If the relative phases of the
components are varying with time, then we have ‘incoherent’ light; if the spread of frequencies in this
latter case exceeds the bandwidth of the optical detector (e.g. the human eye) we sometimes call it ‘white’
light.

The electromagnetic spectrum is shown in figure Al.1.4. In principle, it ranges from (almost) zero
frequency to infinite frequency. In practice, since electro-magnetic wave sources cannot be markedly
smaller than the wave-length of the radiation which they emit, the range is from the very low frequency
( ~ 10* Hz) radio waves (A ~ 300km) to the very high frequency (~10°° Hz) gamma radiation, where
the limit is that of the very high energy needed for their production.

The most energetic processes in the universe are those associated with the collapse of stars and
galaxies (supernovae, black holes), and it is these which provide the radiation of the highest observable
frequencies.

Visible radiation lies in the range 400—700 nm (1 nm = 10~° m), corresponding to a frequency range
of 7.5% 10'*~4.3 x 10'* Hz. The eye has evolved a sensitivity to this region as a result of the fact that it
corresponds to a broad maximum in the spectral intensity distribution of sunlight at the earth’s surface:
survival of the species is more likely if the sensitivity of the eye lies where there is most light!

The infrared region of the spectrum lies just beyond 700 nm and is usually taken to extend to about
300000 nm (=300 wm; we usually switch to micrometres for the infrared wavelengths, in order to keep
the number of noughts down).

The ultraviolet region lies below 400 nm and begins at about 3 nm. Clearly, all of these divisions are
arbitrary, since the spectrum is continuous.

o
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Frequency:  3x10'° 3x10"7 3x10' 3 x 10" 3x 108 3x10° (Hz)
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Figure A1.1.4. The electromagnetic spectrum.
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Emission and absorption processes 9

It is worth noting that the refractive index of silica (an important optical material) in the visible
range is ~ 1.47, so the velocity of light at these wavelengths in this medium is close to 2 X 108 ms™!.
Correspondingly, at the given optical frequencies, the wavelengths in the medium will be ~30% less
than those in air, in accordance with the relation: A = ¢/f. (The frequency will remain constant.)

It is important to be aware of this wavelength change in a material medium, since it has a number of

noteworthy consequences which will be explored in chapter A1.2.

Al.1.6 Emission and absorption processes

So far, in our discussions, the wave nature of light has dominated. However, when we come to consider
the relationships between light and matter, the corpuscular, or (to use the modern word ‘particulate’),
nature of light begins to dominate. In classical (i.e. pre-quantum theory) physics, atoms were understood
to possess natural resonant frequencies resulting from a conjectured internal elastic structure. These
natural resonances were believed to be responsible for the characteristic frequencies emitted by atoms
when they were excited to oscillate by external agencies. Conversely, when the atoms were irradiated
with electromagnetic waves at these same frequencies, they were able to absorb energy from the waves,
as with all naturally resonant systems interacting with sympathetic driving forces. This approach seemed
to provide a natural and reasonable explanation of both the emission and absorption spectral
characteristics of particular atomic systems.

However, it was soon recognized that there were some difficulties with these ideas. They could not
explain why, for example, in a gas discharge, some frequencies were emitted by the gas and yet were not
also absorbed by it in its quiescent state; neither could they explain why the energy with which electrons
were emitted from a solid by ultraviolet light (in the photoelectric effect) depends not on the quantity of
absorbed light energy but only on the light’s frequency.

We now understand the reasons for these observations. We know that atoms and molecules can
exist only in discrete energy levels. These energy levels can be arranged in order of ascending value: E,
Ey, E,---E, (where m is an integer) and each such sequence is characteristic of a particular atom or
molecule. The highest energy level corresponds to the last below the level at which the atom becomes
ionized (i.e. loses an electron).

Fundamental thermodynamics (classical!) requires that under conditions of thermal equilibrium
the number, N;, of atoms having energy E; is related to the number N; having energy E; by the Boltzmann
relation:

Ni:exp{—(Ei_Ej)} (A1.1.6)

N; kT
Here k is Boltzmann’s constant (1.38 X 1072 JK 1) and T is the absolute temperature.
The known physics now states that light of frequency v; can be either emitted or absorbed by the
system only if they corresponds to a difference between two of the discrete energy levels, in accordance
with the relation

hVij = Ei - Ej

where /4 is Planck’s quantum constant (6.626 X 1073 Js). The more detailed interpretation is that
when, for example, an atom falls from an energy state E; to E;, a ‘particle’ of light with energy Ay, is
emitted. This ‘quantum’ of light is called the photon; we use the symbol v to denote frequency rather
than f (or w/27) to emphasize that light is now exhibiting its particulate, rather than its wave,
character.
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10 An introduction to optoelectronics

Thus, the relationship between light and matter consists of the interaction between atoms (or
molecules) and photons. An atom either absorbs/emits a single photon, or it does not. There is no
intermediate state.

The classical difficulties to which reference was made earlier are now resolved. First, some lines are
emitted from a gas discharge which are not present in the absorption spectrum of the quiescent gas
because the energetic conditions in the discharge are able to excite atoms to high energy states from
which they can descend to some lower states; if these states are not populated (to any measurable extent)
in the cold gas, however, there is no possibility of a corresponding incoming frequency effecting these
same transitions and hence being absorbed. Second, for an incoming stream of photons, each one either
interacts or does not interact with a single atom. If the photon energy is higher than the ionization
energy of the atom then the electron will be ejected. The energy at which it is ejected will be the difference
between the photon energy and the ionization energy. Thus, for a given atom, the ejection energy will
depend only on the frequency of the photon.

Clearly, in light/matter interactions, it is convenient to think of light as a stream of photons. If a flux
of p photons of frequency v crosses unit area in unit time then the intensity of the light (defined by the
Poynting vector) can be written

I = phv. (A1.1.7)

It is not difficult to construct any given quantity in the photon approach which corresponds to one
within the wave approach. However, there does still remain the more philosophical question of
reconciling the two approaches from the point of view of intellectual comfort. The best that can be done
at present is to regard the wave as a ‘probability’ function, where the wave intensity determines the
probability of ‘finding’ a photon in a given volume of space. This is a rather artificial stratagem which
does, however, work very well in practice. It does not really provide the intellectual comfort which we
seek, but that, as has been mentioned earlier, is a fault of our intellect, not of the light!

Finally, it may be observed that, since both the characteristic set of energy levels and the return
pathways from an excited state are peculiar to a particular atom or molecule, it follows that the emission
and/or absorption spectra can be used to identify and quantify the presence of species within samples,
even at very small partial concentrations. The pathway probabilities can be calculated from quantum
principles, and this whole subject is a sophisticated, powerful and sensitive tool for quantitative
materials analysis. It is not, however, within the scope of this chapter.

A1.1.7 Photon statistics

The particulate view of light necessitates the representation of a light flux as a stream of photons ‘guided’
by an electromagnetic wave. This immediately raises the question of the arrival statistics of the stream.

To fix ideas let us consider the rate at which photons are arriving at the sensitive surface of a
photodetector.

We begin by noting that the emission processes which gave rise to the light in the first place are
governed by probabilities, and thus the photons are emitted, and therefore also arrive, randomly. The
light intensity is a measurable, constant (for constant conditions) quantity which, as we have noted, is to
be associated with the arrival rate p according to equation (A1.1.7), i.e. I = phv. It is clear that p refers to
the mean arrival rate averaged for the time over which the measurement of 7is made. The random arrival
times of the individual particles in the stream imply that there will be statistical deviations from this
mean, and we must attempt to quantify these if we are to judge the accuracy with which I may be
measured.
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Photon statistics 11

To do this we begin with the assumption that atoms in excited states emit photons at random when
falling spontaneously to lower states. It is not possible to predict with certainty whether any given
excited atom will or will not emit a photon in a given, finite time interval. Added to this there is the
knowledge that for light of normal, handleable intensities, only a very small fraction of the atoms in the
source material will emit photons in sensible detection times. For example, for a He—Ne laser with an
output power of 5SmW, only 0.05% of the atoms will emit photons in 1s.

Thus we have the situation where an atom may randomly either emit or not emit a photon in a given
time, and the probability that it will emit is very small: this is the prescription for Poisson statistics, i.e.
the binomial distribution for very small event probability (see, for example, Kaplan, 1981).

Poisson statistics is a well-developed topic and we can use its results to solve our photon arrival
problem.

Suppose that we have an assemblage of N atoms and that the probability of any one of them
emitting a photon of frequency v in time 7is ¢, with g << 1.

Clearly, the most probable number of photons arriving at the detector in time 7 will be Ng and this
will thus also be the average (or mean) number detected, the average being taken over various intervals
of duration 7. But the actual number detected in any given time 7 will vary according to Poisson
statistics, which state that the probability of detecting r photons in time 7 is given by (Kaplan, 1981):

_ Vg
r!

P, exp(—Ng).

Hence the probability of receiving no photons in 7 is exp( — Ng), and of receiving two photons is
[(Ng)*/2!lexp(—Ng) and so on.
Now the mean optical power received by the detector clearly is given by:

_ Nghv
T

P (A1.1.8)

and P, is the normally-measured quantity. Hence equation (A1.1.8) allows us to relate the mean of the
distribution to a measurable quantity, i.e.

i ™

Ng=-2 -1
g hv hvB

where B is the detector bandwidth (B = 1/7). Now we need to quantify the spread of the distribution in
order to measure the deviation from the mean, and this is given by the standard deviation which, for the
Poisson distribution, is the square root of the mean. Thus the deviation of the arrival rate is

p\12
D=(Nq)1/2=<ﬁ) .

This deviation will comprise a ‘noise’ on the measured power level and will thus give rise to a noise power

P 1/2hV
Phoise = (ﬁ) 7 = (thVB)l/2-

Thus the signal-to-noise ratio will be given by

P, P, 1/2
SNR = Fm_ <_) .
Proise hvB
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12 An introduction to optoelectronics

This is an important result. It tells us what is the fundamental limit on the accuracy with which a given
light power can be measured. We note that the accuracy increases as (Pp,/hv)"/?, and it is thus going to be
poor for low rates of photon arrival. This we would expect intuitively, since the ‘granular’ nature of the
process will inevitably be more noticeable when there are fewer photons arriving in any given time. It will
also be poor for large optical frequencies, since this means more energy per photon, and thus fewer
photons for a given total light energy. Again the ‘granular’ nature will be more evident. For good SNR,
therefore, we need large powers and low frequencies. Radio wave fluxes from nearby transmitters are
easy to measure accurately, gamma rays from a distant galaxy are not.

Finally, it should be remembered that the above conclusions only apply strictly when the
probability ¢ is very small. For the very intense emissions from powerful lasers ( ~ 10° Wm ™2, say) a
substantial proportion of the atoms will emit photons in a typical detection time. Such light is sometimes
classed as non-Poissonian (or sub-Poissonian) for reasons which will now be clear.

A1.1.8 The behaviour of electrons

Our subject is optoelectronics, and so far we have been concerned almost exclusively with just one half of
it: with optics. The importance of our subject derives from the powerful interaction between optics and
electronics, so we should now evidently gain the necessary equivalent familiarity with electronics, to
balance our view. We shall, therefore, now look at the general behaviour of electrons.

A free electron is a fundamental particle with negative electrical charge (¢) equal to 1.602x 1071 C
and mass (m) equal to 9.11 x 103! kg.

All electrical charges exert forces on all other charges and, for any given charge, ¢, it is convenient to
summarize the effect of all other charges by defining the electric field, E, via the value of the force Fg
which the field exerts on ¢:

FE = qE

A magnetic field exerts no force on a stationary charge. When the charge moves with velocity v with
respect to a magnetic field of induction B, however, the force on the charge is given by

Fp = q(vXB)

where v X B denotes the vector product of v and B, so that the force is orthogonal to both the vectors
v and B. Of course, a uniformly moving charge comprises an electrical current, so that v X B also
describes the force exerted by a magnetic field on a current-carrying conductor. The two forces are
combined in the Lorentz equation:

F = g(E +vXB) (A1.1.9)

which also is a full classical description of the behaviour of the electron in free space, and is adequate for
the design of many electron beam devices (such as the cathode-ray tube of television sets) where the
electron can be regarded as a particle of point mass subject to known electromagnetic forces.

If an electron (or other electrical charge) is accelerating, then it comprises an electric current which
is varying with time. Since a constant current is known to give rise to a constant magnetic field, a varying
current will give rise to a varying magnetic field, and this, as we have seen, will give rise in turn to an
electric field. Thus an accelerating electron can be expected to radiate electromagnetic waves. For
example, in a dipole antenna (figure Al.1.5) the electrons are caused to oscillate sinusoidally along a
conducting rod. The sinusoidal oscillation comprises accelerated motion, and the antenna radiates radio
waves.
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Figure A1.1.5. The radiating dipole.

However, the electron also itself exhibits wave properties. For an electron with momentum p there
is an associated wavelength A given by

which is known as the de Broglie wavelength, after the Frenchman who, in 1924, suggested that material
particles might exhibit wave properties. (The suggestion was confirmed by experiment in 1927.) Here &
is, again, the quantum constant.

The significance assigned to the wave associated with the electron is just the same as that associated
with the photon: the intensity of the wave (proportional to the square of the amplitude) is a measure of
the probability of finding an electron in unit volume of space. The wave is a ‘probability” wave. The
particle/wave duality thus has perfect symmetry for electrons and photons. One of the direct
consequences of this duality, for both entities, is the uncertainty principle, which states that it is
fundamentally impossible to have exact knowledge of both momentum and position simultaneously, for
either the photon or the electron. The uncertainty in knowledge of momentum, Ap, is related to the
uncertainty in position, Ax, by the expression:

h
ApAx = e

There is a corresponding relation between the uncertainty in the energy (AE) of a system and the
length of time (Af) over which the energy is measured:

h
AEAt = —.
2

The interpretation in the wave picture is that the uncertainty in momentum can be related to the
uncertainty in wavelength, i.e.
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14 An introduction to optoelectronics

so that
—hAA
Ap = e
and hence
h A2
Ax=——= .
* 2wAp  2mAA

Hence, the smaller the range of wavelengths associated with a particle, the greater is the uncertainty in its
position (Ax). In other words the closer is the particle’s associated wave function to a pure sine wave,
having constant amplitude and phase over all space, the better is its momentum known: if the
momentum is known exactly, the particle might equally well be anywhere in the universe!

The wave properties of the electron have many important consequences in atomic physics. The
atomic electrons in their orbits around the nucleus, for example, can only occupy those orbits which
allow an exact number of wavelengths to fit into a circumference: again, the escape of electrons from the
atomic nucleus in the phenomenon of B-radioactivity is readily explicable in terms of the ‘tunnelling’ of
waves through a potential barrier. But probably the most important consequence of these wave
properties, from the point of view of our present discussions, is the effect they have on electron
behaviour in solids, for the vast majority of optoelectronics is concerned with the interaction between
photons and electrons in solid materials. We shall, therefore, need to look at this a little more closely.

The primary feature which solids possess compared with other states of matter (gas, liquid, plasma)
is that the atoms or molecules of which they are composed are sufficiently close together for their
electron probability waves to overlap. Indeed, it is just this overlap which provides the interatomic
bonding strength necessary to constitute a solid material, with its resistance to deformation.

When two identical atoms, with their characteristic set of energy levels, come close enough for their
electronic wave functions (i.e. their waves of probability) to overlap, the result is a new set of energy
levels, some lower, some higher than the original values (figure A1.1.6). The reason for this is analogous
to what happens in the case of two identical, coupled, mechanical resonant systems, say two identical
pendulums, which are allowed to interact by swinging them from a common support rod (figure A1.1.7).
If one pendulum is set swinging, it will set the other one in motion, and eventually the second will be
swinging with maximum amplitude while the first has become stationary. The process then reverses back
to the original condition and this complete cycle recurs with frequency fg. The system, in fact, possesses

3
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Figure A1.1.6. Splitting of energy levels for two interacting atoms.
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Figure A1.1.7. Interacting pendulums.

two time-independent normal modes: one is where both pendulums are swinging with equal amplitude
and are in phase; the other with equal amplitudes in anti-phase. If these two frequencies are f; and f> we
find

fi—fa=fs
and the frequency of each pendulum when independent, f, is related to these by
1
fr=f+57s
P
2=f 2f B

i.e. the original natural frequency of the system, f, has been replaced under interactive conditions by two
frequencies, one higher (f;) and one lower (f>) than f.

It is not difficult to extend these ideas to atoms and to understand that when a large number of
identical atoms is involved, a particular energy level becomes a band of closely spaced levels. Hence, in a
solid, we may expect to find bands separated by energy gaps, rather than discrete levels separated by
gaps; and that, indeed, is what is found.

The band structure of solids allows us to understand quite readily the qualitative differences
between the different types of solid known as insulators, conductors and semiconductors, and it will be
useful to summarize these ideas.

We know from basic atomic physics that electrons in atoms will fill the available energy states in
ascending order, since no two electrons may occupy the same state: electrons obey the Pauli exclusion
principle. This means that, at the absolute zero of temperature, for N electrons the lowest N energy states
will be filled (figure A1.1.8(a)). At a temperature above absolute zero the atoms are in thermal motion
and some electrons may be excited to higher states, from which they subsequently decay, setting up a
dynamic equilibrium in which states above the lowest N have a mean level of electron occupation. The
really important point here is that it is only those electrons in the uppermost states which can be excited
to higher levels, since it is only for those states that there are empty states within reach (figure A1.1.8(b)).
This fact has crucial importance in the understanding of solid state behaviour. The electrons are said to
have a Fermi—Dirac distribution among the energy levels at any given temperature, rather than the
Maxwell—Boltzmann distribution they would have if they were not constrained within the solid, and
which is possessed by freely-moving gas molecules, for example.

Consider now the energy band structure shown in figure A1.1.9(a). Here the lower band is filled
with electrons and there is a large energy gap before the next allowable band, which is empty. The
available electrons thus have great difficulty in gaining any energy. If an electric field is applied to this
solid it would have very little effect on the electrons, since in order to move in response to the force
exerted by the field, they would need to gain energy from it, and this they cannot do, since they cannot
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Figure A1.1.8. The Fermi—Dirac distribution for electrons in solids.

jump the gap. Hence the electrons do not move; no current flows in response to an applied voltage; the
material is an insulator.

Consider now the situation in figure A1.1.9(b). Here the upper band is only half full of electrons.
(The electrons in this band will be those in the outer reaches of the atom, and hence will be those
responsible for the chemical forces between atoms, i.e. they are valency electrons. Consequently, the
highest band to contain any electrons is usually called the valence band.) The situation now is quite
different from the previous one. The electrons near the top of the filled levels now have an abundance of
unfilled states within easy reach and can readily gain energy from external agencies, such as an applied
electric field. Electric currents thus flow easily in response to applied voltages; the material is a metallic
conductor.

The third case figure A1.1.9(c) looks similar to the first, the only difference being that the gap
between the filled valence band and the next higher unoccupied band is now much smaller. As a result, a
relatively small number of electrons can be excited into the higher band (known as the conduction band)
by thermal collisions and, once there, they can then move freely in response to an applied electric field.
Hence there is a low level of conductivity and the material is a semiconductor; more specifically it is an
intrinsic semiconductor. It is clear that the conductivity will rise with temperature since more energetic
thermal collisions will excite more electrons into the conduction band. This is in contrast to metallic
conductors in which the conductivity falls with temperature (owing to greater interference from the
more strongly vibrating fixed atoms). There is a further important feature in the behaviour of intrinsic
semiconductors. When an electron is excited from the valence band into the conduction band it leaves
behind an unfilled state in the valence band. This creates mobility in the valence band, for electrons there

Energy
(Conduction | ! L_taee ) v i
band) [ i {14 ; . L A3
' | Impurityzj
B:”d t levels
(Valence [ | | | 9% 7 | [ |
band) (a) Insulator  (b) Metal (¢) Intrinsic (d) Extrinsic
semiconductor semiconductor

Figure A1.1.9. Energy-level schematic for the three main classes of solid (7 > 0).
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which previously had no chance of gaining energy can now do so by moving into the empty state, or
hole, created by the promotion of the first electron. Further, the valence electron which climbs into the
hole, itself leaves behind another hole which can be filled in turn. The consequence of all this activity is
that the holes appear to drift in the opposite direction to the electrons when an electric field is applied,
and thus they are behaving like positive charges. (This is hardly surprising because they are created by
the absence of negative charge.) Hence we can view the excitation of the electron to the conduction band
as a process whereby an electron/hole pair is created, with each particle contributing to the current
which flows in response to an applied voltage.

Finally, we come to another very important kind of semiconductor. It is shown in figure A1.1.9(d).
Here we note that there are discrete energy levels within the region of energy ‘forbidden’ to states, the
gap between bands. These are due to intruders in the solid, to ‘impurities’.

To understand what is going on, consider solid silicon. Silicon atoms are tetravalent (i.e. have a
valency of four), and in the solid state they sit comfortably in relation to each other in a symmetrical
three-dimensional lattice (figure A1.1.10). Silicon is an intrinsic semiconductor with an energy gap
between the filled valence band and the empty (at absolute zero) conduction band of 1.14eV. (An
electron volt is the kinetic energy acquired by an electron in falling through a potential of 1V, and is
equal to 1.6 X 107 J.) The Boltzmann factor (equation (A1.1.6)) now allows us to calculate that only
about one in 10?° electrons can reach the conduction band at room temperature; but since there are of
order 10** electrons per cm? in the material as a whole, there are enough in the conduction band to allow
it to semiconduct.

Suppose now that some phosphorus atoms are injected into the silicon lattice. Phosphorus is a
pentavalent (valency of five) atom, so it does not sit comfortably within the tetravalent (valency of four)
silicon structure. Indeed, it finds itself with a spare valence electron (it has five as opposed to silicon’s
four) after having satisfied the lattice requirements. This electron is loosely bound to the phosphorus
atom and thus is easily detached from it into one of the conduction band states, requiring little energy for
the excitation. Effectively, then, the electron sits in a state close to the conduction band (as shown in
figure A1.1.9(d)) and, depending on the density of phosphorus atoms (i.e. the ‘doping’ level), can provide
significantly greater conductivity than is the case for pure silicon. Such impurity-doped materials are
called extrinsic semiconductors.

As the impurity we chose donated an electron to the conduction band (as a result of having one
spare) it is called an n-type semiconductor, since it donates negative charge carriers. Conversely, we
could have doped the silicon with a tervalent (valency of three) element, such as boron, in which case it
would sit in the lattice in need of an extra electron, since it has only three of its own. The consequence of
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Figure A1.1.10. Structure of silicon lattice.
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18 An introduction to optoelectronics

this will be that a neighbouring silicon valence electron can easily be excited into that vacant state,
leaving a positive hole in the valence band as a consequence. This hole now enhances the electrical
conductivity, leading to p-type (‘positive carrier’) semiconductivity. It is now easy to understand why
‘pentavalent’ elements are said to give rise to ‘donor’ energy levels and ‘tervalent’ elements to ‘acceptor’
levels (in silicon).

There are several reasons why extrinsic semiconductors are so important. The first is that the level
of conductivity is under control, via the control of the dopant level. The second is that p-type and n-type
materials can be combined with great versatility in a variety of devices having very valuable properties,
the most notable of which is the transistor: many thousands of these can now be integrated on to
electronic chips.

We are now in a position to understand, in general terms, the ways in which photons can interact
with electrons in solids.

Consider again the case of an intrinsic semiconductor, such as silicon, with a band-gap energy E,.
Suppose that a slab of the semiconductor is irradiated with light of frequency » such that

hv > E,.

It is clear that the individual photons of the incident light possess sufficient energy to promote
electrons from the valence band to the conduction band, leaving behind positive ‘holes’ in the valence
band. If a voltage is now applied to the slab, a current, comprised of moving electrons and holes, will
flow in response to the light: we have a photoconductor. Moreover, the current will continue to flow for
as long as the electron can remain in the conduction band, and that includes each electron which will
enter the slab from the cathode whenever one is taken up by the anode. Hence the number of electrons
and holes collected by the electrodes per second can far exceed the number of photons entering the slab
per second, provided that the lifetime of the carriers is large. In silicon the lifetime is of the order of a few
milliseconds (depending on the carrier density) and the electron/photon gain can be as large as 10%.
However, this also means that the response time is poor, and thus photoconductors cannot measure
rapid changes in light level (i.e. significant changes in less than a few milliseconds).

Small band-gap materials such as indium antimonide must be used to detect infrared radiation since
the corresponding photon energy is relatively small. An obvious difficulty with a narrow band gap is that
there will be a greater number of thermally excited carriers, and these will constitute a noise level; hence
these infrared detectors usually must be cooled for satisfactory performance, at least down to liquid
nitrogen temperatures (i.e. < 77K)

In order to increase the speed with which the photoconduction phenomenon can be used to make
measurements of light level, we use a device consisting of a combination of n- and p- type semi-
conductor materials. The two types of material are joined in a ‘pn junction’ which forms a ‘photodiode’
(figure A1.1.11). In this case the electron/hole pairs created by the incident photons drift in the electric
field across the junction, thus giving rise to a measurable current as before; but each is quickly
annihilated at the boundaries of the junction by an abundance of oppositely-charged carriers which
combine with them. The reduced recombination time leads to a fast response and, with careful design,
responses in times of order tens of picoseconds may be achieved. These pn photodiodes, in addition to
being fast, are compact, rugged, cheap and operate at low voltage. They are not generally as sensitive as
photoconductive devices, however, since they do not allow ‘gain’ in the way described for these latter
devices (unless used in an ‘avalanche’ mode, of which more in later chapters).

The pn detection process can also be used in reverse, in which case the device becomes a light
emitter. For this action electrons are injected into the pn junction by passing a current through it using,
now, ‘forward’ bias. The electrons combine with holes in the region of transition between p and n
materials, and, in doing so, release energy. If conditions are arranged appropriately this energy is in
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Figure A1.1.11. Schematic view of p—n junction photodiode.

the form of photons and the device becomes an emitter of light—a light-emitting diode (LED).
Again this has the advantages of ruggedness, compactness, cheapness and low voltage operation. LEDs
already are in widespread use.

A1.1.9 Lasers

Finally, in our general view of optoelectronics, we must have a quick glance at the laser, for that is from
where it really all derives.

Our subject began (effectively) with the invention of the laser (in 1960) because laser light is superior
in so many ways to nonlaser light. In ‘ordinary’, so-called ‘incoherent’, sources of light, each photon is
emitted from its atom or molecule largely independently of any other, and thus the parameters which
characterize the overall emission suffer large statistical variations and are ill-defined: in the case of the
laser, this is not so. The reason is that the individual emission processes are correlated, via a
phenomenon known as stimulated emission, where a photon which interacts with an excited atom can
cause it to emit another similar photon which then goes on to do the same again, etc. This ‘coupling’ of
the emission processes leads to emitted light which has sharply defined properties such as frequency,
phase, polarization state and direction, since these are all correlated by the coupling processes. The
sharpness of definition allows us to use the light very much more effectively. We can now control it,
impress information upon it and detect it with much greater facility than is the case for its more random
counterpart. Add to this facility the intrinsic controllability of electrons via static electric and magnetic
fields and we have optoelectronics.

Al1.1.10 Summary

Our broad look in this chapter at the subject of optoelectronics has pointed to the most important
physical phenomena for a study of the subject and has attempted to indicate the nature of the
relationships between them in this context.

Of course, in order to practise the art, we need much more than this. We need to become familiar
with quantitative relationships and with a much finer detail of behaviour. These the succeeding chapters
will provide.
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Al.2
Optical materials

Neil Ross

Al1.2.1 Introduction

Optoelectronics is, in essence, concerned with the interactions between light and the electrons within
materials through which the light is propagating. This paper reviews the basic solid state physics that is
necessary to understand the behaviour of many optoelectronic devices. The emphasis is on the physical
models that are used to understand and predict the behaviour of materials. It is assumed that the reader
has some knowledge of the basic principles of quantum mechanics, but no attempt will be made to
formulate the models in a rigorous mathematical form. Only inorganic materials will be considered in
this paper, as polymers and organic materials are considered elsewhere. As the interaction between light
and a material is primarily through the electrons, it will be necessary to review the behaviour of electrons
in a solid material in some detail, with particular emphasis on semiconductors because of their
technological importance.

Al1.2.2 Optical properties of some common materials

Before considering the underlying physics of materials for use, it is appropriate to consider the optical
properties of some commonly used materials. The two most fundamental of these optical properties are
the transmission window, i.e. the range of wavelengths over which the material is able to transmit light,
and the refractive index.

Refractive index is defined as the ratio of the speed of light in vacuum to its speed in the material.
Strictly this is the ratio of the phase velocities, rather than the group velocities, of the electromagnetic
wave but the difference is rarely significant. For most optical materials, which are transparent in the
visible region of the spectrum, this ratio has a value that is within the range of about 1.3—1.8. The
refractive index of some different types of optical glass for use in the UV, visible and near infrared
regions of the spectrum is shown in figure A1.2.1. Much higher values are often found for materials
transmitting in the infrared. For example, zinc selenide has a refractive index of about 2.4, silicon about
3.4 and germanium 4.0. Refractive index is important because it determines the reflection and refraction
at the boundaries between materials. This makes it possible to produce familiar components, e.g. lenses,
and also guided wave devices, e.g. optical fibres.

For some materials (usually crystalline), the refractive index depends on the polarization of the light
and on the direction of propagation. Such materials are said to show birefringence. Examples of
birefringent materials are quartz (Si0,) and calcite (CaCO;). The maximum difference in refractive
index between the two orthogonal linear polarizations is quite small in quartz (0.009), but quite large in
calcite (0.17). Isotropic materials, such as most glasses and some crystals, do not normally show
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Figure A1.2.1. The refractive index of some optical glasses.

birefringence. However, when an isotropic material is subjected to mechanical strain or to an electric
field, which introduces some anisotropy, birefringence may be induced.

The attenuation of light as it travels through a medium is due to scattering and absorption.
Scattering arises from inhomogeneities, possibly on an atomic or molecular scale, and microscopic voids
or inclusions in the material. Light is scattered in all directions, rather like the beam of a vehicle
headlight in fog. This process leads to an attenuation of the light beam, as the light diffuses out in all
directions. Scattering is not usually a limiting factor for many applications of optical materials, because
the materials have been chosen for their clarity and optical homogeneity. The limiting factor on
transmission is usually absorption. However, for optical fibres, where very high purity, low absorption
glasses are used, it is the residual scattering from the microscopic fluctuations in the refractive index that
ultimately limits the transmission. These fluctuations in refractive index arise from the thermal density
fluctuations that occur in the molten glass. As the glass solidifies, these fluctuations become frozen in.

The other loss mechanism is that the light may be absorbed by the material. Generally, the region of
good optical transparency is bounded at the short wavelength end by strong electronic absorption as
electrons within the material are excited to higher energy states. At the long wavelength end, it is
generally the excitation of molecular vibrations or phonons (vibrational or elastic waves) that provides
the limit to the region of optical transparency.

Figure A1.2.2 shows the transmission of various optical materials in the visible and infrared parts
of the spectrum. The transmission curves show values of the external transmission. That is, the measured
transmission includes not only the losses within the material, but also the reflection losses at the two
faces of the sample. Often, some of the absorption may be due to impurities in the material. This is the
case for the absorption spectrum of UV-grade vitreous silica shown in figure Al1.2.2. The strong
absorption lines at around 1400, 2300 and 2800 nm are due to hydroxyl (OH) radicals (water). This is a
consequence of the method of fabrication of the glass and alternative methods of production lead to
much lower absorption in this region, at the cost of increased absorption in the ultra violet. The OH
radicals conveniently act to reduce the absorption at short wavelengths by interacting with absorbing
colour centres, which can otherwise occur in the silica glass. The colour centres are sites where there are
nonbridging (i.e. missing) Si—O bonds and they introduce extra electronic states which lead to additional
absorption. Hydroxyl (OH) groups may become attached at these sites, reducing the UV absorption.
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Figure A1.2.2. The external transmission of various optical materials for a 10 mm path length.

A1.2.3 Crystalline and amorphous materials

While glasses are widely used for passive optical components (e.g. lenses, windows and optical fibres),
crystalline materials are generally used for many active electro-optic components (light sources,
detectors, modulators, etc). Crystalline materials are also the simplest and the best-understood
materials. The essential feature of a crystal is that the atoms and molecules are arranged in a periodic
pattern. An abstract concept of a periodic structure, the lattice, is used to describe the location of the
molecules within the crystal [1, chapter 1]. At each so-called lattice point, the atoms surrounding the
point form the same pattern with the same orientation. Associated with each lattice point is a fixed
volume, the primitive cell. There are many possible choices for the shape of the primitive cell, but in each
case the volume is the same. The group of atoms associated with each lattice point is the basis. Together
the lattice and the basis define the structure of the crystal. Of particular significance is that they
determine its symmetry properties with respect to refraction and reflection of light. These properties are
of interest when considering the polarization and nonlinear properties of optical materials.

To illustrate the concept of the lattice and the basis, consider the diamond structure, which is a
structure characteristic not only of diamond but also of the elemental semiconductors silicon and
germanium. This structure has a face centred cubic structure with lattice points lying at the corners of a
cube and also at the centres of the six faces (figure A1.2.3(a)). The basisis an atom at a lattice point (0, 0, 0)
and a second atom ata point (1/4, 1/4, 1/4), where the units are that of the lattice spacing (figure A1.2.3(b)).
These combine to give the diamond structure (figure A1.2.3(¢)), where each atom is bonded to four nearest
neighbours. The solid lines indicate the bonds.

The lattice of an ideal single crystal extends throughout the crystal. In practice, defects, which
disrupt the regular pattern, are often found in the structure. These defects will, in general, change
the physical properties of the material. For electronic or electro-optic devices, it is usually necessary
to minimize or eliminate such defects. While some materials, e.g. common salt, are easily identified
as crystals, because of the regular shape in which they form, some, e.g. most metals, are not. This
is generally because, in the latter, the bulk material is polycrystalline and made up of many small
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Figure A1.2.3. Diamond crystalline structure: (a) face centred cubic lattice; (b) basis; (c) full structure.

crystallites with varying orientations. These crystallites are not readily visible but can be seen by suitable
treatment of the surface, e.g. chemical etching.

Amorphous materials differ from crystals, in that there is no long-range order [1, chapter 17].
Around each atom there may be some semblance of order, in that its nearest neighbours are
approximately in the same pattern for all atoms, but this order rapidly decreases as the distance
increases. Examples of amorphous materials would be soot, or of more relevance to electro-optics,
amorphous silicon. Some of these are soft materials with little mechanical strength. Glasses are also
amorphous materials, which may be considered to be composed of one large macromolecule, with
strong bonding between atoms, but no long or medium range order or periodicity. They are of
considerable importance in optics. Glasses are essentially super-cooled liquids. They have no well-
defined melting point, but they progressively soften and become less viscous over a range of temperature.
Although there is no long-range order, there is some degree of structure at short distances.

Al.2.4 Atomic bonding

In a crystalline material, strong forces bond the atoms together. This force is primarily due to the
interaction of the outer electrons of the atoms (valence electrons). The number of valence electrons
determines the chemical properties and the position in the periodic table. Several types of bond are
commonly identified.

Al.2.4.1 Ionic bonds

In ionic crystals, two dissimilar atoms are bonded by charge transferred from one atom to the other,
leaving a positive ion and a negative ion, with a consequent electrical force bonding the atoms together.
A typical example would be common salt, NaCl.

Al.2.4.2 Covalent bonds

In this case, the bonding occurs with electrons being shared among adjacent atoms. A typical example
would be silicon. Such bonds are strong, and generally have a well-defined direction, which will
determine the structure of the unit cell.

Al.2.4.3 Metallic bonds

In the case of metals, electrons are also shared among atoms, but unlike covalent bonds, the electrons
involved are free to move through the whole crystal, giving high electrical and thermal conductivity and,
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generally, very low optical transmission. Because of the high conductivity, the reflectivity for light and
longer wavelength electro-magnetic waves is usually high.

Al.2.4.4 Van der Waals bonds

These are much weaker bonds arising from a dipole interaction among the atoms. This type of bonding
may be important in organic materials.

The attractive forces pull the atoms together, but as they approach more closely, a repulsive force arises
due to the interaction of the inner core electrons. Thus, as two isolated atoms are brought together, the
potential energy will fall to a minimum and then rise again (figure A1.2.4). The equilibrium separation
will be at the location of the minimum. For small displacements from the minimum, the potential energy
curve will be approximately quadratic with displacement. Thus, if the atoms are displaced, they will
oscillate with simple harmonic motion. This vibrational mode of oscillation generally occurs at
frequencies corresponding to the infrared region of the spectrum and may determine the infrared
properties of a material.

A1.2.5 The free electron model for metals

A good place to start when looking at the electrons in solid state materials is with metals. While metals
are not generally thought of as optical materials, starting the discussion here enables some of the key
theoretical concepts to be introduced in a relatively simple way.

In a metal, the valence electrons are free to move through the body of the material. This permits the
use of a simple model, which is to treat the electrons as a ‘gas’ of free particles. This provides a good
starting point for considering the electronic properties of solid materials, and introduces some of the
essential concepts.

The properties of this electron gas are analysed by assuming that the electrons are completely free
(no potential energy) up to the boundaries of the material, when the potential becomes infinite [1-5].
Using this ‘electron in a box’ model, the energy states are found by solving the Schrédinger wave
equation. Of course, there is no net electric charge. It is assumed that the positive charge of the ionized
atoms is uniformly distributed through the whole ‘box’. The model also ignores the interaction among
the electrons, and the consequent collective effects. This is a rather odd assumption given the long-range
Coulomb forces. Hook and Hall [3, chapter 13], discuss the reasons why this simplified model works.
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Inside the box, the electrons can be analysed as simple plane waves, with the walls of the box
imposing boundary conditions that require the wave function to be zero outside the box. This requires
standing wave solutions. The permitted solutions are characterized by their wavevector, k, which has a
magnitude, k, of 2w /A where A is the de Broglie wavelength of the electron. Usually k is called the
wavenumber, although this term is also frequently used for the inverse of the wavelength. The direction
of k is the direction in which the electron is moving. Details of the analysis can be found in any good text
on solid state physics [1—4].

From this model, it is possible to calculate the density of states, N(E):

\%
w2 h3

where N(E)dE is the number of states with energy between E and E + dE for a volume V of the metal.

For a metal at very low temperature, the states will fill up from the bottom. The Pauli exclusion
principle requires that each state can be occupied by only one electron. The maximum energy is therefore
found by integrating N(E) from zero to Er and equating this number of states to the number of electrons.
The Fermi energy, EF, is given by

N(E) = m>E)'/? (A1.2.1)

2
Ep = %(3172%)2/3 (A1.2.2)

where n, is the number of electrons per unit volume. The value of k corresponding to the Fermi energy
forms a spherical surface in three-dimensional k-space. This is the Fermi surface.

To give some idea of the magnitude of the Fermi energy, consider potassium, a simple metal for
which the free electron theory works well. A mole of potassium has a volume of 4.54 X 107> m? and
contains 6.0 X 10%3 atoms, each atom contributes one electron, so n, = 1.32 X 10%® electronsm ~>.
Substituting this into equation (A1.2.2) gives the Fermi energy as 2.04¢V.

At finite temperatures, electrons will be excited to energies somewhat higher than the Fermi energy
and unfilled states will be left at lower energies. The Fermi—Dirac distribution function, f(E), governs the
probability that any particular state is occupied by an electron:

1

cE-m/kT 4 | (A1.2.3)

JE) =
where kg is Boltzmann’s constant, T the absolute temperature and w the chemical potential. At absolute
zero temperature, u is equal to Eg. At finite temperatures, the value will vary, but only slowly. Provided
kgT is much less than Er, u and Er may be assumed equal. In figure A1.2.5, f(E) is plotted for a chemical
potential of 2eV, at temperatures of 0, 300 and 600 K. In practice, the transition from 1 to 0 is usually
quite sharp since the thermal energy kT is usually much less than w. The chemical potential is also
commonly referred to as the Fermi level.

The number of electrons with energies lying between E and E + dE is given by

n(E) = N(E)f(E) dE. (A1.2.4)
The energy of the electrons may also be related to their momentum, or wavenumber. Classically, the

energy of an electron is given by

p2

"~ om

where E is the clectron energy, p the electron momentum and m the electron mass. The quantum
mechanical equivalent is obtained by replacing p with #k. This gives the relationship between energy, E,

E
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Figure A1.2.5. The Fermi distribution function at three temperatures.

E

k

Figure A1.2.6. The parabolic variation of electron energy with k for the free electron model.

and the electron wavenumber, k, for free electrons:

27,2
=k (A1.2.5)

2m

Diagrams plotting E against k are useful for understanding band structure, particularly in
semiconductors. The E—k diagram for free electrons (figure A1.2.6) is the simplest example.

At zero temperature, with no electric field, the electrons will lie within the Fermi surface in k-space.
At finite temperatures, the edge of this sphere will not be distinct but the distribution will still be
spherically symmetric. When an electric field is applied to the metal, the electrons will acquire a drift
velocity in a direction determined by the field. The net effect is that the whole distribution of electrons in
k-space will be shifted slightly, while still maintaining its spherical symmetry. This shift corresponds to a
small increase in momentum in the direction of motion and a small increase in total energy.

A1.2.6 Electrons in a periodic lattice

The free electron model has neglected the presence of the atoms associated with the crystal lattice. These
atoms will provide a potential that will attract electrons at a large distance from the core of the atom and
repel electrons that move so close as to interact with the tightly bound electrons of the atom’s core. A
one-dimensional representation of the potential along a line through a series of atoms is illustrated in
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figure A1.2.7. The most significant feature of the potential is the periodic attractive potential due to the
charged atomic cores, separated by a distance a. If the electrons have a de Broglie wavelength equal to
the distance between atoms, then strong reflections may be expected. The solution of the Schrédinger
wave equation is clearly more complex with this modulated potential.

The nearly free electron model provides insight into the behaviour of electrons in a periodic potential
[1-5]. Assuming that the interaction of the electrons with the periodic potential is weak, the electrons
behave essentially as free electrons, unless their wavelength is close to the separation of the atoms, when
travelling electron waves will interact coherently with the periodic potential and will be reflected. For a
one-dimensional model of a crystal, with a line of atoms separated by a distance a, this reflection will
occur when the electron wavenumber is given by

k=nm/a (A1.2.6)

where n is an integer. The variation of energy with £ would be expected to follow that for free electrons
(equation (A1.2.5)), except in the region of k given by equation (A1.2.6). This simple model is able to
predict that the electrons may only have energy within certain bands, separated by energy gaps.

In order to investigate the band structure, it is necessary to postulate a form for the potential energy
and to solve the Schrédinger equation. One such model is the Kronig—Penney model [5]. This assumes a
simple rectangular model for the potential along the one-dimensional line of atoms (figure A1.2.8). The
Schrédinger equation is solved, assuming that the rectangular potential reduces to a series of delta
functions (b tends to zero, keeping bV, constant). Solutions of the wave equation are not possible for all
values of the energy E. Discontinuities in the E—k diagram occur at k = nw/a, where n is an integer. Away
from these values of &, the solution is approximately parabolic, as for the free electron model. This is
illustrated in figure A1.2.9(a). As k approaches k = n/a, the gradient of the E—k curve approaches zero.

Usually the E—k diagram is modified by mapping all the bands to lic within the range of k between
—/a to +/a (referred to as the first Brillouin zone), and usually only the positive values of k are
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Figure A1.2.8. The periodic potential used in the Kronig—Penney model.
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Figure A1.2.9. (a) Sketch of the E—k diagram obtained using the Kronig—Penney model and (b) the same data
mapped using the reduced zone scheme.

included, since the negative values give a mirror image. This mapping is referred to as the reduced zone
scheme [1] and is illustrated in figure A1.2.9(b). The mapping is mathematically valid because of the
periodicity in k-space of the electron wave functions.

The one-dimensional, nearly free electron model demonstrates that the periodicity of a crystal
results in electrons being confined to bands separated by energy gaps. It also enables the dynamics of the
electron to be analysed. The free electron equations may be used, provided that the electron mass is
replaced by an effective mass. This effective mass takes account of the interaction between the electrons
and the lattice (see, for example [3, chapter 4]. The effective mass of an electron is given by

d2E\
x _ x2
m* =h (dk2> . (A1.2.7)

Thus, the effective mass of an electron depends on the curvature of the band and hence will take
positive values, in the lower part of a band, negative values in the upper part of the band and will become
infinite at some intermediate point.

Another important result from the one-dimensional model is the total number of states in a band. It
may be shown [4] that, for a line of atoms of density N, atoms per unit length and length L, the total
number of states is 2N,L. Hence, at low temperature and filling up the bands from the lowest energy, all
the bands will be full if the atoms have an even number of electrons, and if the number of electrons is
odd, the final band will be half full.

Extending the model to three dimensions clearly increases its complexity, but the same general
features exist. Obviously, the periodicity will vary with direction through the crystal. The wavenumber
must be replaced by the wavevector and the value of k at which the discontinuities occur will now be
surfaces in three dimensions. The E—k diagram is still useful, but of course it must now be a plot of E
against the wavevector in a particular direction. Frequently, E will be plotted against two different
wavevector directions on one diagram, one direction for the positive axis and the other for the negative
axis. For real materials, the band structure is much more complex than for the simple one-dimensional
model. One particular feature is that, unlike the bands predicted by the simple model, the bands do not
necessarily align. The maximum of one band does not necessarily occur at the same k value as the
minimum of the next. The significance of this will become apparent shortly.

Al1.2.7 Maetals, insulators and semiconductors

Conduction of electricity is only possible if there are electrons in a band, having vacant states. A simple
way to see this is to recall that, for free electrons, the effect of applying an electric field was to shift
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Figure A1.2.10. Schematic showing partially filled bands in a metal: (a¢) a simple metal with partially filled
conduction band; (b) metal with overlapping bands.

the whole electron distribution slightly to reflect the change in electron momentum when an electric
current flows. For a full band, this process is not possible, the distribution of electrons within the band is
fixed. A full band cannot contribute to conduction.

A metal must have free electrons; it must therefore have an unfilled band (or bands). For the one-
dimensional model discussed earlier, this implies that the number of electrons must be odd, in which case
the highest energy band will be only half full. Such a metal will be well described by the free electron
model. This simple model works well for the alkali metals, sodium and potassium, which have odd
number of electrons. Many metals, however, e.g. magnesium or lead, have an even number of electrons
and the simple one-dimensional theory does not work. This is because there is overlap between bands,
hence filling up the available energy states from the lowest available states gives two partially filled
bands. These two scenarios are illustrated schematically in figures A1.2.10(a) and (b).

There is a significant difference between the two cases. For the simple metal, the electrons in the
conduction band behave very much as predicted by the free electron model, however, in the case of
overlapping bands, one band is nearly full and the other nearly empty. Near the Fermi surface, the
curvature of the E—k curve for the almost full band will be negative. Hence, the effective mass given by
equation (A1.2.7) will also be negative. Rather than considering the effective mass to be negative, it is
conventional to introduce the concept of holes. In essence, in an almost full band, an electron with an
effective negative mass behaves like a positively charged particle with positive effective mass [1, chapter
8, or, 3, chapter 5]. A more physical way to view a hole is that it is the absence of an electron from an
atom, leaving a positively charged core, hence the name. The hole is able to move through the lattice as
electrons move in the opposite direction, conserving charge. The hole carries positive charge and
behaves like a positively charged particle. While these two models for a hole are very different, they are
equivalent. In materials where there are two bands contributing to conduction, one almost full and one
with only a few of its available states occupied, conduction will effectively be bipolar, with both electrons
and holes contributing to the conduction.

If, at low temperature, the electrons exactly fill a number of bands, and there is an energy gap before
the next band, then conduction will not be possible and the material is an insulator. At nonzero
temperature, the Fermi distribution function (equation (A1.2.3)) will still apply and the probability of
electrons in the next band will be nonzero. If the energy gap is large, the number in this higher band will
be very small and the material is an insulator. If, however, the energy gap is not so large (~1eV), then
there will be significant excitation at room temperature, and the material will be a semiconductor. The
distinction between an insulator and a semiconductor is therefore not clearly defined in this model.
However, diamond with a band gap of 5.4¢V would usually be considered an insulator, while silicon
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with a band gap of 1.17¢V would be a semiconductor. The full band(s) (at low temperature) below
the energy gap are referred to as the valence band(s), while the band above the energy gap is the
conduction band.

A1.2.8 Carriers, conduction and doping in semiconductors

In a semiconductor, the Fermi level, or chemical potential, lies within the energy gap. For a pure
(intrinsic) semiconductor, the location of the Fermi level is determined by the need to balance the
population of electrons in the conduction band with the holes in the valence band. Taking the zero of
energy as the top of the valence band, w is given by [3, chapter 5]

|
w= LB+ kT (™ (A1.2.8)
2 4 Me

where Eg is the energy gap and m. and my, the effective electron and hole masses at the bottom of the
conduction band and the top of the valence band, respectively. This will generally be close to the centre
of the gap, as the second term is small. The density of electrons in the conduction band, n, and holes in
the valence band, p, are related by the equation

keT \’ E
np = ”12 =4 (ﬁ) (mhme)3/2 exp (kB—(;> (A1.2.9)

In an intrinsic semiconductor n = p = n;.

When an electric field is applied, both the electrons and holes will drift under the influence of the
applied field. The drift velocity depends on the strength of the applied field, the carrier density and the
rate at which the carriers lose energy to the atoms in the lattice. Generally, it is assumed that the current
density j is proportional to the carrier density and to the applied field E (Ohm’s law is obeyed). Then
the total current density is given by

J = (nepe + peun)E (A1.2.10)

where . and wy, are the electron and hole mobilities, respectively, and e the electronic charge. Generally,
the electron mobility will be greater than the hole mobility. For silicon, at room temperature, the
electron and hole mobilities are about u. = 1500cm? V~!'s™! and u, = 450cm? V- !s~!. These values
may be significantly reduced by impurities in the silicon.

In semiconductors, as in some metals, conduction is due to both the motion of electrons and holes.
However, in semiconductors, adding low concentrations of certain impurity atoms (doping) may be used
to control both the conductivity and the dominant carriers. In an elemental semiconductor with valency
4, such as silicon or germanium, adding pentavalent impurities such as phosphorous or arsenic will
greatly increase the concentration of free electrons giving ‘n type’ material. The impurity atoms can fit
into the lattice reasonably well, but the extra electron is not required for the covalent bonding and is only
weakly bonded to the donor atom. At room temperature, many of these donor atoms are thermally
ionized, releasing their electrons into the conduction band where they are free to move. In a similar way,
adding trivalent atoms such as boron or aluminium will provide accepror sites, where an electron may be
removed from the valence band and trapped. The hole created in the valence band is free to move and
will contribute to electrical conduction. Material with this type of doping is ‘p type’. If the electrons or
holes from the ionized impurities dominate conduction, the semiconductor is said to be extrinsic. If the
dominant mechanism by which the electrons and holes are produced is direct thermal excitation of
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Figure A1.2.11. The location of the donor and acceptor levels within the band gap of a semiconductor.

carriers from the valence to conduction band, then the semiconductor is said to be intrinsic. The latter
usually exhibits a low conductivity for most semiconductors at room temperature. However, the
conductivity of an intrinsic semiconductor increases rapidly with rising temperature.

From the point of view of the energy, the donors or acceptors introduce extra energy levels within
the energy gap (figure A1.2.11). The donor or acceptor levels at Ep or E4 lie close to the conduction or
valence bands, respectively, and, when ionized, will either donate an electron to the conduction band or
accept an electron from the valence band (leaving a hole). Taking the energy of the top of the valence
band as zero, and the energy gap as E,, then the energies Eo and E, — Ep, are typically of order 0.05eV
for the dopants used in silicon.

Equation (A1.2.9) will still hold for an extrinsic semiconductor. Thus, if we consider an n type
material, increasing the concentration of donors will increase the number of majority carriers (electrons)
and decrease the concentration of minority carriers (holes). For p type materials, the holes will be the
majority carriers.

As the temperature is increased from absolute zero, a number of changes occur in a doped
semiconductor. At very low temperature, the impurity atoms are not ionized, the carrier concen-
trations are very small and the Fermi level lies mid-way between Ep and Eg for an n doped material.
For a p doped material, the Fermi level will lie at an energy level of Ex /2. At very low temperature, the
material behaves as an insulator. As the temperature rises, the donors or acceptors are ionized and
the majority carrier density increases until all the impurities are ionized (extrinsic region). At the same
time, the Fermi level decreases for n doped material, and increases for p doped material. Increasing the
temperature still further, direct thermal ionization across the energy gap becomes significant and
the semiconductor moves into intrinsic conduction, with the Fermi level moving towards its intrinsic
value (equation A1.2.8). These changes are illustrated schematically in figure A1.2.12 for an n doped
material.

A1.2.9 The interaction between light and materials

Al1.2.9.1 Refraction

Classical electromagnetic theory gives the interaction between a light wave and a medium in terms of the
dielectric constant, e,, and the conductivity, o. The solution of Maxwell’s equations, for a plane wave of
angular frequency w travelling in the + z direction is of the form [6, chapter 8]

Ex = Expexpljo(t — nz/c)] (Al1.2.11)
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semiconductor.

where E, is the electric field, n is the (complex) refractive index that is given by:

n=n—jn" = | e, —j(oﬂr). (Al1.2.12)

wE(

In equation (A1.2.12), u, is the relative permeability (generally very close to 1 for nonferromagnetic
materials), e, the dielectric constant, o the conductivity and g, the permittivity of free space.
Substituting a complex index of refraction into equation (A1.2.11) gives:

Ex(w) = Exoexp(—wn"z/c)exp (jo(t — n'z/c))
from which it can be seen that the absorption coefficient, « is given by:

a=wn'/c. (A1.2.13)

In a highly conducting material such as a metal, where there are plenty of free electrons, the second
term in equation (A1.2.12) will be dominant and n will be of the form

n=n—jn = <ﬂ)(1 — . (A1.2.14)
2wey

The absorption coefficient is therefore given by

. 12

=" _ (M) — ! (A1.2.15)
c 2

where ¢ has been replaced by (somo)” /> and 8 is the skin depth. The skin depth is a measure of the

penetration of the field into a conductor. For aluminium, with a resistivity of 6.65 X 108 QO m™!, the skin
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depth at a wavelength of 500 nm (green light) is about 3.3nm, corresponding to an attenuation
coefficient 3x 108 m™".

For a metal, the conductivity term generally dominates the absorption and the term in &, can be
neglected. For an insulating material, the conductivity term may be neglected, but not &,. The dielectric
constant, g, is a measure of the induced polarization of the material by the applied field. The
polarization may be due to either the physical alignment of polar molecules, which generally only occurs
at frequencies much below optical frequencies, or it may be due to dipole moments in the atoms or
molecules induced by the applied field. In dense materials, the local field at a particular molecule or atom
is distorted by the adjacent, induced dipoles. Taking account of this distortion (the Lorentz field), the
Clausius—Mossotti equation may be deduced:

e —1 1
=— i Al.2.16
e +2 3g Za, ( )

where q; is the polarizability of the i atom or molecule [3, chapter 9]. The a; here must not be confused
with the absorption coefficient. This relation applies to isotropic materials and needs to be treated with
caution. The formula works well for gases but less well for solid state materials where the interaction
between the molecular dipoles is stronger.

The simplest model for the polarizability of the atoms is to treat them as classical harmonic
oscillators, comprising an electron bound to a fixed atomic core. Using this model «; will in general be
complex. Close to resonance, the imaginary part of «;, and hence &,, will be significant, corresponding to
stronger absorption. Well away from the resonance, the polarization will be real and given by

e2

G =— (A1.2.17)

N m(wj — 0?)’

The dc polarizability of each atom is given by e?/(mw3). Combining equations (A1.2.16) and
(A1.2.17), and replacing ¢, by the square of the refractive index, the refractive index may be calculated as
a function of normalized angular frequency w/wy. The results are plotted in figure A1.2.13, where it has
been assumed that the low frequency refractive index is 1.5

The simple model using classical harmonic oscillators clearly has weaknesses. A damping or loss
term should be included to avoid the infinity at w = wy, that can never occur in real materials. Treating
the atoms as quantum mechanical oscillators modifies equation (A1.2.17), by introducing a constant, the
oscillator strength, f;. Also, it is not appropriate to treat all the oscillators as having a single resonant
frequency. In solid materials, there are usually at least two regions of the frequency spectrum in which
such resonances occur. In the infrared, vibrational modes of the lattice (phonons) lead to absorption and
dispersion, while at shorter wavelengths, electronic or inter band transitions lead to a further region of
strong absorption with associated dispersion.

For visually transparent optical materials, the strong electronic absorption lines occur in the ultra-
violet part of the spectrum and, using the simple model, a slowly rising refractive index would be
expected over the range of frequencies at which the material is transparent. The refractive index of
vitreous silica is shown in figure A1.2.14, as a function of optical frequency. The data shown covers a
range of frequencies that correspond to a wavelength range from 2325 to 213.9 nm. As expected from the
basic theory, the refractive index rises as the frequency approaches the range in which the silica starts to
absorb strongly by electronic transitions. The more rapid fall at the low frequency end of the spectrum
occurs as the frequency approaches the near infrared absorption arising from the excitation of
vibrational states. In this case, approaching the absorption from the high frequency side, a dip in
refractive index would be expected from figure A1.2.13, as is observed in practice.
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Figure A1.2.13. The refractive index close to resonance as predicted by equations (A1.2.16) and (A1.2.17), with
the dc refractive index adjusted to give a refractive index of 1.5 at low frequency.

Al.2.9.2 Absorption and emission

For isolated atoms, light is absorbed when an electron in an atom is excited from one energy state to a
higher state (figure A1.2.15(a). Not all transitions are possible as there are selection rules, arising from
the need to conserve angular momentum and spin. The interactions only occur if the photon energy
matches the difference between the two well-defined states, and the line width is generally narrow. When
atoms bond to form larger molecules many additional states are introduced, due to both vibration of the
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Figure A1.2.14. The refractive index of vitreous silica as a function of optical frequency (data from [7]).
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Figure A1.2.15. Energy diagrams illustrating (a) absorption, (b) spontaneous emission and (c) stimulated emission.

bonds between atoms, and to rotation of the molecules. In the condensed state (liquid or solid state), the
atoms interact strongly with both near and more distant neighbours and the electronic energy levels of
the atoms are spread out into bands and hence the absorption spectrum of liquid and solid state
materials generally consists of broad bands, although they may have well-defined edges as discussed
later. Absorption also occurs when the optical field excites quantized vibrational waves (phonons),
which leads to absorption in the infrared part of the spectrum.

An atom in an excited state may emit a photon as it relaxes to a lower energy state. This emission
may occur spontaneously (figure A1.2.15(b)) or may be stimulated by another photon of the same energy
(figure A1.2.15(c)). This process of stimulated emission creates a photon that has the same direction and
effective phase as the wave function of the incident photon. Stimulated emission and absorption oppose
each other, and the net result is that light may be absorbed or amplified, depending on the relative
populations of the atoms in the upper and lower states. For a material close to thermodynamic
equilibrium, the population of the lower state will exceed that of the upper state and the material will
absorb light. In an optical amplifier, or in a laser that includes an optically amplifying region, the upper
state is selectively excited and a population inversion occurs, with the population of the upper state
exceeding that of a lower state. This provides optical gain.

A1.2.9.3 Fluorescence

Fluorescence is the process by which radiation is absorbed at one wavelength and then re-emitted at
another, longer wavelength. Frequently, the excited state generated by the absorption relaxes rapidly by
nonradiative processes to a somewhat lower energy state with a longer lifetime, before radiating and
relaxing to a lower energy state (possibly the ground state). If the lifetime of the excited state of the
radiative transition is long, then the fluorescence may continue for a significant period (microseconds to
milliseconds) after the exciting radiation has been cut off. Many materials show fluorescence, some with
high efficiency.

Al.2.94 Scattering

The final interaction to be considered here is scattering. In this case, the material does not absorb the
light, but the incident radiation is scattered into all directions. The simplest form of scattering does not
involve any interchange of energy and hence, is called elastic scattering. Elastic scattering will occur from
any small variations in refractive index of the medium. For example, the scattering of light from a clear
transparent glass is usually from tiny regions of the glass, where the refractive index differs from its mean
value. These refractive index fluctuations arise from statistical density fluctuations, which occur in the
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liquid phase and then are frozen in as the glass solidifies. These regions of higher or lower refractive
index are much smaller than the wavelength of light. Scattering from particles or regions of varying
optical density that have dimensions much less than the wavelength of light (< A/10) is called Rayleigh
scattering. Rayleigh scattering occurs in all materials and in all phases, gas, liquid or solid. The strength
of the scattering depends inversely on the fourth power of the wavelength of the light (A~*). Thus, visible
or UV light is scattered much more strongly than infrared.

Raman scattering is, by contrast, an inelastic process in which energy is exchanged with the
scattering material. This energy is in the form of molecular vibrations, or optical phonons in the
quantum explanation of the effect. The wavelength shift depends on the vibrational energy of
the molecule, or the phonon energy. The photon may lose energy (creating a phonon) as it is scattered,
decreasing its frequency and increasing its wavelength (figure A1.2.16(a)). The decrease in the frequency
(usually expressed in wavenumbers) is called the Stokes shift. Alternatively, a photon may gain energy
by absorbing energy from a phonon or vibrating molecule (figure A1.2.16(b)), giving a shift to a higher
frequency (anti-Stokes shift). Raman scattering is normally a weak process, generally several orders of
magnitude weaker than Rayleigh scattering, but it is useful as a chemical diagnostic technique. The
effect is used in some opto-electronic devices, but in most cases here it is stimulated Raman scattering
that is used. Stimulated Raman scattering occurs at high optical intensities, such as may occur in optical
fibres, even at moderate power levels. The spontaneous Raman effect may be enhanced if there is an
excited state close to resonance with the exciting photon.

The third scattering mechanism is Brillouin scattering. This is an inelastic process similar to
Raman scattering, except the energy states with which the exchange occurs are lower energy
acoustic-mode phonons (sound waves). In a simplified classical description, it can be thought of as
light scattered from moving regions of acoustic-wave induced compression and rarefaction, which
behave like a diffraction grating. The movement of this ‘grating’ at the acoustic velocity induces a
Doppler shift in the scattered light. The frequency shift is much smaller than for Raman scattering
and again the effect is generally weak. It should, however, be noted that, as with Raman scattering,
in a high optical field, with a long interaction length, the mechanism may lead to a nonlinear effect
that results in strong stimulated scattering. This can occur at quite modest power levels (a few
milliwatts) if a high coherence laser is launched into a long length of low-loss optical fibre.

The typical spectrum of scattered light from a glass, at moderate frequency resolution, is as shown
in figure A1.2.17. The central peak at the excitation wavelength is strong and primarily due to the
Rayleigh scattering, but also includes unresolved Brillouin scattering. The frequency shift for the
Brillouin scattering is only about 10 GHz, and hence can only be resolved by high-resolution
spectroscopic techniques. The relative magnitude of the Stokes and anti-Stokes bands depends on the
number of thermally excited phonons, and hence the temperature.
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Figure A1.2.16. Energy diagrams illustrating Raman scattering: (a) Stokes scattering; (b) anti-Stokes scattering.
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Figure A1.2.17. Raman spectrum at room temperature for a typical silica-based glass.

A1.2.10 The absorption and emission of light by semiconductors

Al1.2.10.1 Absorption and photo-conductivity

In the previous discussion on semiconductors, only thermal excitation of electrons between the valence
and conduction bands has been considered. Electrons may also be excited by the absorption of
electromagnetic radiation. For materials with an energy gap, photons may only excite electrons across
the gap if the photon energy exceeds the energy band gap.

fiw > Eg

where w is the optical angular frequency. There is a very small possibility of multi-photon absorption,
but this will be neglected.

When a photon is absorbed, the usual conservation laws (energy, momentum and spin) must all be
satisfied. Thus, for a simple transition in which a photon is absorbed and an electron excited, the change
in the energy of the electron will be AE = fiw and the change in the wavevector (momentum) of the
electron will be equal to the wavevector of the photon. The wavevector of the photon will, in general, be
very small compared with the wavevectors of the electrons. Hence, a simple absorption results in a very
small change in k. To illustrate this, consider typical values. The lattice spacing for a typical crystal, a, is
of order 10~ m, so the wavevector at the limit of the first Brillouin zone has a magnitude (/a) of
3.1 x 10'°. The wavevector for a photon of wavelength 1 wm (i.e. an energy close to the band gap of
silicon) has a magnitude of only 6.3 X 10°. It follows that the absorption or emission of a photon will
transfer an insignificant amount of momentum to, or from the electrons. To preserve momentum,
therefore, the transition is therefore essentially vertical on the E—k diagram.

For a direct gap semiconductor (such as GaAs), the maximum of the valence band lies directly
below the minimum of the conduction band (figure A1.2.18(a)). In this case, once the photon energy
exceeds the band gap, the absorption in the semiconductor will rise rapidly. For an indirect gap
semiconductor (such as Si or Ge), there is a significant change of k between the maximum of the valence
band and the minimum of the conduction band (figure A1.2.18(b)). Transitions between these two points
can only occur if a third “particle’ is available to enable momentum (k) to be conserved. This particle is a
phonon, a quantized, vibrational excitation of the crystal lattice [1 chapter 8, 4, chapter 8]. The phonon

© 2006 by Taylor & Francis Group, LLC



The absorption and emission of light by semiconductors 39

E E A
Conduction
bands
<
Phonon
Photon % Photon
Valance
bands
(@ K (b) k

Figure A1.2.18. Diagram illustrating absorption in (a) a direct band gap semiconductor and (b) an indirect band
gap semiconductor.

may be created in the interaction and carry off the momentum and some of the energy or the interaction
may be with an existing photon. However, the energy associated with the phonon will be much less than
the energy of the photon for the same k value, so most of the energy is transferred to the electron. This
three-body interaction is much less probable than the simple interaction, where there is no change of
electron momentum. Direct band gap semiconductors have an absorption that rises very rapidly near
the band edge (photon energy corresponding to the band gap). By contrast, indirect gap semi-
conductors show a slow rise in absorption until the energy reaches a value that permits direct transitions
(figure A1.2.19).

The balance of the excitation rate and the decay rate will determine the steady-state carrier density
produced by the radiation and may be written as

ne = np = R7

where 7is the carrier lifetime and R the excitation rate, which will depend on the intensity of the light and
the absorption coefficient of the material. The induced carriers will, in turn, lead to increased
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Figure A1.2.19. The absorption of (a) germanium and (b) gallium arsenide close to the band edge (data taken
from [8, 9]).
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conductivity (photo-conductivity), which will build up or decay in a time determined by the carrier
lifetime.

Al1.2.10.2 Emission

If a semiconductor is able to absorb light, exciting electrons from valence band to conduction band, then
it will also be possible for light to be emitted by the radiative decay from the conduction band to the
valence band. Quantum mechanics shows that the two processes are closely linked. The excited electrons
will generally relax very quickly to the bottom of the conduction band, and in the same way, the
available holes will float to the top of the valence band. As with absorption, emission of radiation
requires that k is conserved, and a high probability of radiative decay requires a simple two-body
interaction, hence the electron cannot change its k value. The electrons rapidly decay to the bottom of
the conduction band by nonradiative processes, and similarly, the holes rise to the top of the valence
band. Hence, in an indirect band gap semiconductor light emission will require the interaction with a
phonon of suitable k value. This three-body interaction is, again, of low probability, and recombination
is more likely to occur by nonradiative processes. This implies that only direct gap semiconductors can
be efficient emitters of light. Obviously, electrons must be excited to the conduction band in order that
the semiconductor may emit light. This excitation may be optical, in which case the emission is
fluorescence, or it may be due to the injection of minority carriers across a p—n junction.

Al1.2.11 Polycrystalline and amorphous semiconductors

In the earlier discussion, it has been assumed that the material is in the form of a perfect crystal.
However, as mentioned earlier, crystals usually contain point defects and dislocations. These are
disruptions to the regular lattice and may take a variety of forms [1—-3]. Point defects occur when an
atom is missing or displaced from its position within the lattice, they may also arise from impurity atoms
(as in the deliberate doping of semiconductors). Dislocations are due to imperfections in the lattice
which are not localized at a point but extend through the crystal. A simple example is the edge
dislocation, when part of a row or plane of atoms is missing, creating stress around the dislocation and
leaving dangling bonds (figure A1.2.20(a)). Dislocations and defects may diffuse through the crystal,
especially at elevated temperature. They will modify the band structure introducing extra energy states,

@ (b)

Figure A1.2.20. (a) Schematic diagram illustrating an edge dislocation (in cross-section) and (b) a small angle grain
boundary.
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which may trap carriers. Semiconductor devices are usually made from materials, which are as free as
possible from dislocations and defects (other than deliberate doping).

In a polycrystalline material, the lattice does not extend unbroken throughout the whole sample,
but there are many crystallites or crystal grains with their lattices orientated at different angles. Bonds
exist across the grain boundaries, but obviously there is a complex loss of order. For small angles
between the lattices at a grain boundary, the boundary may be made up of a row or plane of edge
dislocations [1, chapter 20]. This is illustrated schematically for two dimensions in figure A1.2.20(b).
Grain boundaries will introduce many surface states, which will generally seriously impair the
performance of electronic devices. There are, however, cases where the impaired performance may be
balanced by a greater need for reduced cost. An example of this is the polycrystalline solar cell, where the
lower cost of producing a large area polycrystalline device, as opposed to a large area single crystal cell,
makes the reduced performance economically acceptable.

Amorphous semiconductors may be formed as thin films by evaporation or sputtering. Such films
have some short-range order due to the directionality of the bonds between atoms, but possess no long-
range order. Amorphous semiconductor films differ from polycrystalline films, in that order is
maintained over a much shorter distance. Because of the disorder, there will be many dangling bonds,
which result in many extra states within the energy gap. For amorphous silicon, it has proved possible to
neutralize the effect of the unpaired electrons, by depositing the amorphous silicon in an atmosphere of
hydrogen. The hydrogen attaches to the dangling bonds and results in a material, which may be doped
p or n type and which can be used to fabricate p—n junctions for solar cells. Although amorphous silicon
is relatively cheap to produce, it performs much less well than crystalline silicon.

A1.2.12 Glasses

Glasses are a particular type of amorphous material and are particularly important for optics. They are
generally produced from the liquid state by cooling the material. Unlike crystalline materials that have a
well-defined melting point, the transition between solid and liquid occurs smoothly over a range of
temperatures (the glass transition). They are in essence super-cooled liquids, where a large
macromolecule is formed as the liquid cools. While most commercially important glasses are very
stable over long periods of time, some less stable glasses may revert to a crystalline state more quickly,
particularly if held at high temperature or if they are cooled slowly from the molten state. Glasses, unlike
crystals, have no long-range order, but because of the preferred directions of the bonds between the
constituent atoms, there is an element of short-range order, over a few atomic separations. A
consequence of the lack of long-range structure is that there will be density fluctuations that are frozen in
as the glass solidifies.

The most common glasses are based on silica (SiO,) with additions of sodium and calcium oxide
(and other metallic oxides) to reduce the temperature at which a glass is formed. Glasses of this type have
been produced since prehistoric times and the Romans had a well-developed glass technology. Glasses
with special properties are produced by varying the composition. Adding lead oxide increases the
refractive index to produce flint glass (or lead crystal glass), while the replacement of some of the sodium
oxide with boric oxide produces a glass with low thermal expansion (borosilicate glass, e.g. Pyrex). The
addition of transition metal oxides, semiconductors or other materials leads to coloured glasses which
are frequently used as optical filters. Also, by adding materials such as neodymium or erbium, glasses
may be produced which are able to operate as lasers or optical amplifiers.

This ability to control the optical and mechanical properties of glasses accounts for their
importance. The development of optical fibres for communications in the 1980s led to the development
of new glasses with very low optical attenuation. Such glasses are generally based predominantly on
silica, with germania (GeO,) and B,O; dopants to control the refractive index. In order to achieve
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Figure A1.2.21. The attenuation spectrum of a typical silica-based optical fibre.

the very low attenuation required, it is necessary to ensure very high purity, particularly avoiding
transition metals. For this reason, the glass is generally fabricated by a vapour phase reaction to generate
the basic material, which is usually formed in a molten or finely divided state. The molten glass is then
cooled to form the fibre preform rod, which is drawn into a fibre. Using these methods, the attenuation is
reduced to a level limited by the scattering from the residual density fluctuations in the glass and the
absorption due to the silica. The loss in an optical fibre decreases rapidly with increasing wavelength as
the scattering becomes less, until it rises again due to the long wavelength absorption of the glass. Figure
A1.2.21 shows an attenuation spectrum for a typical silica-based fibre. The absorption peak around
1400 nm arises from residual hydroxyl radicals in the glass. The success in producing very low loss
optical fibres is largely a result of improved fabrication methods, reducing the concentration of these
radicals.

While the common forms of glass are all based on oxides, there has recently been much interest in
infrared transmitting glasses, for example, chalcogenide glasses that are oxygen free. These glasses are
based on the chalcogen group of elements: sulphur, selenium and tellurium, combined with arsenic,
antimony or germanium and/or halide elements. Chalcogenide glasses are of interest because of their
transparency at longer wavelengths than oxide-based glasses, their semiconducting properties and their
optical nonlinearity. In addition, their low phonon energy helps prevent nonradiative decay in infrared
optical fibre amplifiers. They are, however, much less robust than conventional glasses softening at
much lower temperature (less than 200°C) and showing poor chemical durability.

A1.2.13 Anisotropy and nonlinear optical properties of crystals

Al.2.13.1 Anisotropy

In discussing the refractive index of materials, it was tacitly assumed that the polarizability of a material
is a scalar quantity. This must be true for unstrained isotropic materials, such as glasses but is not
generally true for crystals. Simple cubic crystals, e.g. sodium chloride, are isotropic, but crystals with
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more complex crystal structures, e.g. quartz, are not. The relationship between the electric displacement
vector, D and the electric field E must be expressed in the more general form:

D =¢gpeE=¢gy| €x &v &y |E. (A1.2.18)

€x &z &z

It may be shown that the dielectric constant matrix, &, is symmetric and that by suitable choice of major
axes, the principle dielectric axes, €. becomes diagonal. Note that, unless the direction of the electric field,
E, lies along one of these principle axes the direction of the displacement vector, D, and that of the
electric field are not in general parallel. The solution of Maxwell’s equations for electromagnetic waves
in an anistropic medium shows that the propagation depends on the direction and on the polarization
state of the wave. For a given direction of propagation, there are generally two normal modes with
orthogonal linear polarization, which propagate with different phase velocities. If the wave launched
into the crystal is a mixture of the two normal modes, the polarization state will constantly change
through a range of elliptical states as the wave propagates.

Al.2.13.2 Electro-optic and nonlinear processes

In discussing the effect of refraction, it was also tacitly assumed that the induced polarization is
proportional to the instantaneous electric field. However, for some materials, the interaction between
the material and the electric field may be more complex. In the linear electro-optic or Pockels effect, the
interaction is manifest as a change of refractive index with applied electric field. Whether a material
shows the linear electro-optic effect or not is determined by the symmetry properties of the crystal. An
isotropic material or a crystal with inversion symmetry cannot show the linear effect [10, chapter 6],
although it may show the, quadratic, Kerr effect. Thus, electro-optic crystals are those having lower
symmetry, e.g. quartz or potassium dihydrogen phosphate (KDP). This electro-optic effect finds a use in
optical modulators, where electric fields are applied to such a crystal to modulate the polarization or
optical phase delay. (A subsequent polarizer or interferometric mixer can convert polarization or phase
change to intensity changes.)

If the optical intensity is large, the nonlinearity between the polarization and the applied field may
also manifest itself in terms of harmonic generation or optical mixing. The polarization is generally
thought of in terms of a power series expansion

P=eoiE+eopE> +eozE> + (A1.2.19)

where y; is the linear susceptibility and y, and y; the second- and third-order nonlinear susceptibilities,
respectively. The wave equation for propagation of light in a nonlinear medium may be written in the
form [10]
22 2
V’E — Mourswr(;—lj = MoMraP% (A1.2.20)
t ot

where Py contains all the nonlinear polarization terms. The second-order term y,E > acts as a driving
term, which will contain components at twice the frequency of the electric field of the original wave,
leading to the generation of light at a frequency twice that of the initial wave. The second-order
component also leads to optical mixing. The third-order term leads to other nonlinear phenomena such
as intensity-dependent refractive effects. Nonlinear effects are generally weak, and require high optical
intensity and/or a long interaction length.
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Many optical devices take advantage of these electro-optic and nonlinear optical effects. For
example, the Pockels effect may be used to create an optical phase modulator, or in combination with
polarizers, to produce an optical amplitude modulator. Nonlinear optical effects, although usually
weak, have long been used to change the wavelength of lasers by frequency doubling or optical mixing.
The high optical intensity and long interaction length that is possible in optical fibres have extended the
range of nonlinear effects that may be used, without the need for very large optical power.

Al.2.14 Summary

This paper has attempted to provide a brief introduction to the electronic and optical behaviour of some
of the materials used. Many of the subjects raised will be taken up again in later chapters and treated in
greater depth, notably chapters A1.7 and A2.1. Clearly this is a very extensive field and due to lack of
space in this introduction, many issues have been omitted or only treated superficially. One significant
area of omission is that of organic and polymeric materials. These materials are becoming increasingly
important in a number of areas of optoelectronics, particularly in display technology, which is the basis
of a later chapter.
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Al.3
Incandescent, discharge and arc lamp sources

David O Wharmby

A1.3.1 Overview of sources

There is a very wide range of incandescent and discharge lamps. The majority of these are sold as general
lighting sources, but many are suited to optoelectronic applications. The major lamp companies, and
numerous speciality lamp manufacturers also make lamps for applications other than general illumi-
nation. Examples of these applications are: projection, video, film, photographic, architectural, enter-
tainment and other special effects, fibre optic illumination including numerous medical and industrial
applications, photobiological processes, photochemical processing, microlithography, solar simulation,
suntanning, disinfection, ozone generation, office automation, scientific applications, heating etc.

LED sources are covered in detail in chapter B1.1. Section A1.3.10 of this chapter makes some brief
comments on the applications in which LEDs are competing with conventional lamps.

This chapter will concentrate on principles and will be illustrated by a number of examples. These
principles should make it possible to understand the wealth of information in manufacturer’s web sites
and catalogues. A selected list of manufacturers is given in appendix.

There are a number of useful books about light sources. The book by Elenbaas [12] is an excellent
overview of the science of light sources, whilst for discharge lamps the book by Waymouth [21]
contains clear and detailed explanations of many discharge phenomena. Coaton and Marsden [9] give a
comprehensive introduction recent enough to cover many modern developments; their appendix 1
gives a useful generic table of lamp data for nearly every commercial source used for illumination.
Zukauskas et al [24] give an up to date review of the use of LEDs in lighting.

A1.3.2 Light production

Most optical radiation is the result of accelerating electrons and causing them to make inelastic collisions
with atoms, ions, molecules or the lattice structure of solids. In the UV, visible and near IR, the photons
are the result of electronic transitions between energy levels of these materials.

There are exceptions; in synchrotron radiation and related processes emission is from accelerated
electrons.

As particle densities increase in the source, the spectral features broaden out until, in incandescent
sources the spectrum is continuous. Discharge sources generally emit spectral lines of atoms and
molecules that are broadened to an extent depending on the pressure. Lamps of various types therefore
emit a wide range of spectral features ranging from narrow atomic lines to a full continuum. The types of
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spectra are often critical for optical applications [5] (see appendix—Oriel Instruments for a selection
of spectra).

In incandescent lamps, the radiation is from the surface of a hot material. In discharge lamps,
conduction is the result of ionization of the gas; any light emission is a volume process. The task of the
lamp designer is to ensure that this ionization is also accompanied by copious radiation of the correct
quality for the application.

A1.3.3 Radiation fundamentals

Al1.3.3.1 Full radiator radiation and limits on emission

Both in incandescent and discharge lamps, electron motion is randomized. In all cases of practical
interest, the drift velocity of the electrons in the applied electric field is much less than the mean velocity.
An electron energy distribution function is established that can usually be characterized by an electron
temperature 7,. The distribution function may be far from Maxwellian when particle densities are low,
or under transient conditions. It is the electrons in the high-energy tail of the distribution that excite the
atoms, with subsequent emission of radiation.

The spectral radiance L.(A,T) of the full radiator or black body is given by Planck’s equation
(chapter A2.2, where radiometric and photometric quantities are also defined). The spectral radiance is
plotted in figure A1.3.1 for temperatures typical of those found in incandescent and discharge lamps.
Convenient units for spectral radiance are Wm ™ ?sr™ ' nm ™', obtained by multiplying the value of ¢; in
chapter A2.2 by 107°.

For incandescent or high-pressure (HP) discharge sources the electron temperature T, is close in
value to the temperature 7 of the solid or vapour, but for low-pressure (LP) discharges in which
collisions between electrons and heavy particles are comparatively rare, 7. may be very much higher
than the gas temperature. The Planck equation therefore forms a fundamental limit to the radiance that
may be obtained from any source in which the electron motion is randomized. This sets a fundamental
limit on the spectral distribution, the energy efficiency and the radiance of the source.
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Figure A1.3.1. Spectral radiance of a full radiator (Wm ™ ?sr™ ' nm™'). The broken line is Wien’s displacement law
showing the shift in peak radiance to shorter wavelengths as the temperature increases.
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Al.3.3.2 Absorption and emittance

For radiation falling on a surface
al\, T, 0) + t(\, T, 0) + r(A, T, 6) = 1 (A1.3.1)

where the fractions a(A,T,0), #(A,T,0) and r(A,T,6) are known as absorbance, transmittance and
reflectance, respectively. In general, they depend on the wavelength, temperature and angle 6 between a
ray and the normal to the surface.

The spectral emittance &(A,7,6) is the ratio of the thermal emission from the surface to that of a full
radiator (black body) at the same temperature, wavelength and angle. This quantity is also known as
spectral emittance. Derived from very general thermodynamic arguments, Kirchhoff’s law [13] states
that

e\, T, 0) = a(\, T, 0). (A1.3.2)

For a perfect absorber, a(A, T, ) = 1. Therefore, the spectral emittance of a full radiator is unity; a good
approximation can be made by forming a cavity from an absorbing material.

All real materials have (A, T, 6) < 1. The best characterized material is tungsten (figure A1.3.2)
[12]. Selective emittance is characteristic of most materials; in metals the emittance tails off at long
wavelengths, whereas refractory oxides usually have a region of high emittance in the IR.

Al.3.3.3 Etendue

For all optical systems geometry determines how much of the radiation generated by the source can be
used by the optical system. This behaviour depends on a very general concept called étendue &, also
known as geometric extent [3, 13, 20].
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Figure A1.3.2. Spectral emittance of tungsten at 2800 K at normal incidence (after [12]).
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A definition of étendue is

&= // cos 0dA dQ (m?sr) (A1.3.3)

where cos 0dA is the projected area of the source under consideration, and d{2 is the solid angle into
which it is radiating. Notice that the units are geometric, with no mention of amounts of radiation.
A more general form is used when refractive indices are > 1 [13]. Energy conservation requires that
étendue is conserved in a lossless optical system; if there are losses caused by aberrations, scattering, or
diffraction, étendue increases through the system. The étendue of a bundle of rays passing through an
optical system either stays the same (ideal) or increases, but never decreases.

A simple example demonstrates some of the issues. Imagine projecting an image of the sun onto a
surface. The diameter of the sun is about 1.4 X 10° m with an area Ag = 1.5 X 10'® m?. Our distance from
the sun is about 1.5 X 10'! m. Suppose the lens has a focal length of f = 100 mm and a diameter of 10 mm
so that its area A;, = 8 X 107> m?. The solid angle (2, subtended by the lens at the sun is therefore about
3.5% 10727 sr. In this simple geometry the étendue & = Agf)y =~ 5.4 X 10~? m? sr. The image is brought
to a focus at a distance f in a converging beam of solid angle £ = Ay /f> = 8x 1073 sr. Assuming
a perfect optical system so that étendue is conserved, the image area is therefore Ay =&/ =
7% 1077 m?, giving an image diameter of about 0.5 mm.

If we want to focus the sun onto a smaller spot, a lens of the same area needs to have a shorter focal
length. Aberrations in a nonideal lens then cause some of the light to fall outside the area predicted
above, increasing étendue. Scattering and diffraction are also losses that increase étendue. In general, the
integration in equation (A1.3.3) has to be done numerically, e.g. by using an optical design code.

Etendue is also the quantity that determines how the power @ (W) in the beam is related to the
radiance L (Wm 2sr™ "), as inspection of the units will confirm:

d=LEr (W) (A1.3.4)

t is the transmittance of the lens (and related optics). Conservation of étendue and of energy means
that radiance can never be increased by an optical system.

In a projector, there is always some component that has the smallest (limiting) étendue. Often this
will be the film or light gate with its associated projection lens. If the étendue of the source is greater than
this, some light will miss the light gate and be wasted. On the other hand, if the étendue of the light gate is
much larger than that of the source then the gate will not be fully illuminated. The aim must therefore be
to reduce the étendue of the source as far as possible, since it is usually much greater than the limiting
étendue. This will minimize the amount of light that misses the light gate. Suppose that a projector lamp
has a source of area Ag that radiates in all directions so that the solid angle is 41 and the source étendue is
&s = 4mAg. The limiting étendue & of the system will be usually be that of the light gate. In order that
Es does not greatly exceed £, with consequent wastage of light, the area of the source must be very small
because the source solid angle is so large. Major advances in projector lamps have been to use HP arcs
with an arc gap as small as 1 mm (see section A1.3.7.4) and an effective area in the region of 0.1 mm?>.

The étendue concept is very general. It applies to any illumination system from fibre optics to street
lanterns. For example, one of the benefits of LEDs is that their low étendue allows efficient use of the
relatively low radiated fluxes; this is a reason why LED headlights for cars are a possibility.

Al.3.3.4 Use of light in systems

The luminous flux in lumens (Im) [9, chapter 1]

780
&, = 683 D)\ V(A)dA (A1.3.5)
380

© 2006 by Taylor & Francis Group, LLC



Radiation fundamentals 49

where @, is the spectral radiant flux in W nm " and V(A) is the spectral luminous efficiency for photopic
vision (chapter A2.2). The factor 683 (Im W™ ") converts power to luminous flux. It is also useful to define
the luminous efficiency of radiation

K=,/ (A1.3.6)

The (luminous) efficacy of a source is

W = V/Pin (lmwil) (A1.3.7)

For many commercial lamps, the input power P;, is defined as the power into terminals of the lamp,
whereas self-contained sources (such as compact fluorescent lamps), or lamps sold as a system (such as
some electrodeless lamps) P;, is taken to be the power coming from the electricity supply Py.y. The latter
power is greater because it contains the losses in the lamp circuit; users should be aware of this possibility
for confusion.

Many lighting systems are driven and controlled by electronics and this trend will be maintained in
the future. Figure A1.3.3 shows a schematic view of a complete lighting system. To generate light that
eventually reaches the eye, every system includes most or all the steps shown. In order to work in terms
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Figure A1.3.3. Schematic diagram of lighting system. The efficiency at each conversion is shown. Power from the
wall Py, is converted to dc power Pg., which is used by the lamp circuit to input Py, to the lamp. The broad arrows
represent various aspects of the radiation from the lamp. The lamp converts P, to radiation P.,4; a convenient
measurement and integration range is 200—2500 nm, which encompasses most of the radiation emitted. A fraction
of this Pyg is in the visible region. This is then converted into visible power by weighting with the eye sensitivity

surface

curve to give power Py;; the luminous flux is 683 X Py;s. That power is transmitted/reflected by an imperfect optical
system onto a surface that reflects light into the eye. All powers P here are in watts and the spectral powers P(A) are

inWnm™ .
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of power so that we can calculate efficiencies, the quantity in figure A1.3.3 Py;is = @, /683. For each stage
in there is a loss and the system efficiency is then

Nsys = Nde X Neir X Mrad X NVR X Nyis X Neff (A1.3.8)

The various terms are defined in figure A1.3.3. Each stage in this chain of light production needs to be
examined to discover how system efficiency can be improved. Notice that equation (A1.3.8) applies
equally well to a street lamp, a projector, a self-ballasted lamp, a fibre-optic illuminator and, if the
conversion from mains to ac is omitted, to battery operated lighting system.

Al1.3.3.5 Colour properties and colour temperature of sources

Definitions of quantities mentioned below related to colour are given in chapter A2.2. A comprehensive
discussion of colour in lighting is also given by Coaton and Marsden [9, chapter 3].

An important colour property of any source is colour appearance or chromaticity (specified by the
chromaticity coordinates). The colour appearance of any source can be matched by mixture of three
sources of different colour appearance (for example, by red, green and blue sources, or by three spectral
sources). The space of all possible colours is bounded by the spectral colours. For general illumination and
for some opto-electronic applications such as projection, the preferred colour of sources is ‘white’; the
chromaticity of these sources is then close to that of a black body having a colour temperature (see below)
in the range from about 2800 (yellowish white) to about 8500 K (bluish white). Other sources, such as
those used for signalling, usually have more saturated colours (that is colours such as red, green, amber
etc.) that are close to the spectral colours). The specifications for these sources are closely controlled [7].

Colour temperature is defined only for those sources having a colour appearance close to that of a
black body. The quantity most often used is the correlated colour temperature (CCT) [15,19], defined in
chapter A2.2. A few examples help to set a scale. The glowing embers of a fire have a CCT in the region
of 1000 K whilst a candle flame has a CCT of about 2000 K. Incandescent lamps, depending on type,
have CCTs between 2400 and 3400 K. The CCT of the sun is about 6000 K. Discharge lamps for general
illumination mostly have CCTs between 3000 and 6500 K. Xenon arcs and flash lamps have CCTs in
excess of 6000 K.

Sources of a given chromaticity (that is, having the same colour appearance) may have very
different spectral distributions. A commonly observable example (at least in Europe) is that the colour of
an amber traffic signal and of the commonly used orange low-pressure sodium street lights are almost
identical; the sodium lamp emits only at about 589 nm whereas the traffic signal is a filtered tungsten
lamp that emits over a broad spectral range from the yellow through to the red. The value of K (equation
(A1.3.6)) for light from the LP sodium lamp also greatly exceeds that for the traffic signal.

Not surprisingly a surface illuminated by these two sources appears to have very different colours.
The colour rendering capability of a light source is an important measure. For general task illumination
colours need to appear ‘natural’; this means that surfaces such as skin, fabric, building materials, etc
should not appear distorted when compared with their appearance under natural light or incandescent
light, which both have continuous spectra. Along with high efficacy or high luminance, this is a major
requirement for commercial light sources. The measure of colour rendering used is the CIE General
Colour Rendering Index (CRI) or R, (see chapter A2.2) [6, 23]. R, is computed from the colour shifts
shown by a series of coloured surfaces when illuminated by the test illuminant as compared to their
colour when illuminated by natural and Planckian reference illuminants.

The better the colour rendering, the lower the efficacy of the lamp. One might think that since the
sources that give ‘perfect’ colour rendering have continuous spectra, then high quality lamps should too,
and this is usually the case. However, simultaneous optimization of K and R, at constant colour
temperature has shown a surprising result; both quantities are maximized if the light is emitted in narrow
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bands at 450, 540 and 610nm. This feature of human vision, confirmed by experiment, has been
exploited in the triphosphor fluorescent lamps that are now standard in all new installations. The lamps
use narrow band phosphors that emit close to the critical wavelength. Similar techniques are now being
used to optimize white light LEDs (Zukauskas et al [24] give a useful review of optimization.)

The CIE CRI is defined so that tungsten and daylight sources have R, = 100. For general lighting in
commercial premises requiring high-quality illumination, restaurants and homes, R, should be 80 or
higher. Good quality sources for interior lighting such as triphosphor fluorescent lamps and HP ceramic
metal halide (CMH) lamps have R, = 80. Lower cost halophosphate fluorescent lamps have R, around
50-60, as do HP mercury lamps with phosphor coatings. High-pressure sodium (HPS) lamps used for
street lighting have R, around 25.

Human vision is extremely sensitive to small differences in colour [23] particularly in peripheral
vision. This has proved to be a major challenge for lamp manufacturers, especially where lamps are
used in large installations such as offices and stores. Not only should the initial spread in colour be
very small, but also the colour shift during life must be very small otherwise when lamps are replaced
it will be very obvious. Amongst the lamps for high-quality illumination triphosphor fluorescent and
CMH are pre-eminent in this respect; such colour differences as they have, are barely noticeable.

Al1.3.3.6 Radiation from atoms and molecules in extended sources

In a discharge lamp, each elementary volume of plasma emits optical radiation. In a volume source an
atom or molecule with an upper state of energy E, (J) can make a transition to a lower state £ (J) with a
transition probability of A,; (s~'). The emitted wavelength A (m) is then given by
h
Tc =E,— E (J) (A1.3.9)
where h is Planck’s constant in Js~' and c is the velocity of light in ms™".
Since the emission is isotropic, the emission coefficient €,(x) from a volume element at position x
containing N, atoms or molecules in the excited state is
1077 h
B =~ — Nu(x)AuITcP()\) (Wm 3sr™'nm™). (A1.3.10)
™
P(A) is the line shape function having an area normalized to unity. Do not confuse the emission
coefficient g, [18] with the spectral emittance (A, T,6) of a surface, which is a dimensionless quantity.
Suppose, we view a nonuniform extended source of depth D. The spectral radiance along a line of
sight for a spectral line at wavelength A is

D
L) = 10—9/ ex()dx Wm 2sr 'nm™ ). (A1.3.11)

0
This is only an approximation. When absorption is present the radiance does not depend linearly on

atom density and is given by the radiation transport equation [18]. Examples of this important
phenomenon are described in sections A1.3.6.1 and A1.3.7.1.

Al1.3.4 Incandescent lamps

Al.3.4.1 Emission

Tungsten is the pre-eminent material for the manufacture of incandescent lamps. It has a melting point
of 3680 K and it can be drawn into the fine wire necessary for making lamps. In normal household bulbs
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Figure A1.3.4. Calculation of fractions of power emitted from a typical coiled tungsten filament as a function of
temperature. The dashed line is the fraction of power radiated at <750 nm (mostly visible but with a very small
fraction of UV radiation). The full line is the IR fraction between 750 and 2000 nm. The remaining fraction is at
wavelengths >2000 nm (after [1]).

the filament is operated at a temperature in the region of 2800K, depending on the type. The
comparatively low temperature is chosen to limit evaporation and give an acceptable life. This section
will concentrate on the higher temperature tungsten—halogen lamps that have many optical
applications.

A substantial fraction of radiation from a tungsten filament is emitted between 750 nm and the
glass or silica cut-off in the IR. Figure A1.3.4 shows that the fraction of power radiated in the region
750—2000 nm is approximately independent of the tungsten temperature, whilst the visible fraction
(<750 nm) doubles for an increase of 500 K in temperature.

Al1.3.4.2 Tungsten—halogen lamps

Use of a halogen chemical transport cycle [8] allows tungsten filaments to be operated at higher
temperatures than in the standard household bulb. For lamps of similar wattage and life the filament can
be operated 100 K higher in a halogen lamp compared with a conventional lamp [1].

The halogen—usually a fraction of a pmol cm ™2 of iodine or bromine—is added to the lamp before
it is sealed. During operation of the lamp the halogen reacts with evaporated tungsten in the cooler
regions. The tungsten halide thus produced is a vapour that is transported by diffusion and convection
to hotter regions, where it dissociates depositing tungsten and releasing halogen for further clean-up.
The dissociation mainly takes place at a region of the filament lead. The net effect of the cycle is therefore
to transport the tungsten from the wall to regions of the lamp that do not affect light output.

Because the lamp walls remain clean, the bulb can be made very small and strong. High pressures of
inert gas of high molecular weight suppress evaporation. With smaller, stronger bulbs containing high
pressures of Kr, or even Xe, the tungsten may be operated at temperatures of up to about 3500 K.

The higher the filament temperature the greater the rate of evaporation and the shorter the life of
the lamp. Filaments operating at a colour temperature of 3400 K (filament temperature =~ 3330 K) will
have a life of a few tens of hours. Life is also strongly dependent on operating voltage; manufacturers’
data should be consulted for information.
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Tungsten—halogen lamps have the advantage over all other sources of having excellent stability.
For best stability, lamps should be operated from a dc constant current supply with current controlled
to 1 part in 10*—this is the technique used for operating calibration lamps. The current should be set to
ensure that the voltage rating of the lamp is not exceeded. When lamp stability is at premium
(as for example in standards of spectral irradiance) optical equipment suppliers select particularly stable
lamps (appendix—Oriel Instruments, Ealing).

Al.3.4.3 Varieties of tungsten—halogen lamps

The development of tungsten—halogen lamps has resulted in thousands of new products being
introduced. For optical applications the most important consideration is often the ability to focus the
light into a tight beam. This is affected by: the size of the filament, the tightness and evenness of winding
of the coil, whether the coil is a flat or cylindrical, whether the coil is concentric with the bulb axis or
normal to it, the quality and thickness of the bulb wall, and the type of glass used (hard glass can have
better optical quality than fused silica). Examples are shown in figure A1.3.5. High colour temperature
versions with powers in the range 25—1000 W or even greater are available. In some cases, these are
made from silica that is doped to prevent emission of short wave UV. Consult manufacturers’ web sites
for ‘special’ lamps designed for particular optical applications.

Al.3.4.4 Lamps with integral reflectors

There is a wide range of tungsten—halogen lamps built into small reflectors. The reflectors may be
aluminized, or have a dichroic (interference filter) coating allowing some IR radiation to escape from the
rear of the reflector; this means that the beam is comparatively cool. They may also be fitted with cover
glasses that reduce the already small amount of short wave UV that is emitted by fused silica tungsten—
halogen lamps. Reflector diameters vary from 50 down to 35mm. Versions are made with beam

(@ (b)

Figure A1.3.5. Examples of tungsten—halogen lamps (not to scale). All are mounted in a ceramic base that is pre-
focused to allow accurate replacement. (a) and (b) operate from low voltage at a CCT of 3000 K or more and in some
cases as high as 3500 K. Lamp (a) has a flat filament especially suitable for projection. Lamp (b) has an axial filament
suitable for use in reflectors for video applications. Lamp (c) is a mains voltage lamp for use in overhead projectors;
available in ratings up to 900 W and CCT is 3200 K (Philips photographs).
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(a) (b)

Figure A1.3.6. Examples of low voltage tungsten—halogen lamps in integral pre-focused reflectors. In (a) the
reflectance of the coating has been reduced to show the positioning of the axial filament in the reflector (Osram).
Assembly (b) has been specially designed for fibre optic illumination (Philips). Lamps for specific optical purposes
are also available from most manufacturers.

divergences from a few degrees up to 40°. Typically wattages vary from 12 to 75 W with a colour
temperature of about 3000 K.

These reflector lamps are used in large numbers for all sorts of commercial displays and accent
lighting and therefore they are relatively inexpensive. In addition, all the major lamp manufacturers
make special versions that are used in a number of optical applications such as overhead projection,
microfilm and fibre optic illuminators. Figure A1.3.6 shows examples.

Al.3.4.5 Lamps with IR reflectors

Over 90% of the radiation from tungsten—halogen lamps is in the IR region and so is wasted. Many
attempts have been made to return some of this radiation to the filament where it can be absorbed.
Commercial success was eventually achieved by using multi-layer interference filters deposited by LP
CVD [1]. Less input power is needed to maintain the tungsten coil at the design temperature. The main
benefit therefore is a saving in power for a given light output. The beam is cooler since there is less IR
radiation emitted although optical quality is degraded slightly by the coating. The main benefit is an
improvement of up to 40% in the efficiency of generation of visible light.

Al.3.4.6 IR sources

Incandescent lamps using either tungsten or carbon emitters make use of the IR radiation in industrial
heating processes (appendix—Heraeus). The main benefit is a heat source that can be controlled
precisely and has a much shorter response time than a conventional oven.

The Nernst source is an example of a ceramic emitter electrically heated to 2000 K, used as an IR
illuminator in spectrophotometers. This makes use of selective emittance in the IR. More recent versions
of similar devices are given in manufacturers’ data (see appendix—Oriel Instruments). There are also
low heat capacity carbon emitters that can be modulated at low frequencies (appendix—Hereaus).

A1.3.5 Discharge lamps with electrodes

One way is to group discharge lamps into LP (low-pressure) and HP (high-pressure) types. In LP
discharges, the electrons make relatively few collisions per second with the gas atoms and so electron
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temperature > gas temperature. In HP discharges, relatively frequent collisions between electrons and
gas atoms ensure that both temperatures are approximately equal. The same physical processes occur in
LP and HP discharges. Section A1.3.5.1 is concerned with the common features of both types. The
electrode regions are described in section A1.3.5.2. Later sections describe their unique features.

Another way to group discharges is by the manner of coupling to the power supply. Most
discharges have electrodes in which the cathode is hot; electrons are released into the plasma by
thermionic emission. The term arc is not uniquely defined, but it is often taken to mean a discharge in
which the cathode emits thermionically—examples are all HP discharge lamps and hot cathode
fluorescent lamps. In cold cathode lamps, the electrodes emit as a result of ion bombardment of the
cathode surface. Other discharges (section A1.3.9) are operated at high frequency using induction or
microwave sources. Dielectric barrier discharges (DBDs) are transient and self-limiting with little or no
emission of electrons from the cathode (section A1.3.9.2).

Al.3.5.1 Stable discharge operation of discharges with electrodes

To start a discharge, a high voltage must be applied to make the gas conducting, and (an electron)
current from an external circuit must be passed from cathode to anode through the conducting gas.
A by-product of causing the gas to conduct is the production of radiation. To demonstrate the
main effects we will consider dc discharges although the majority of commercial lamps operate on ac
(section A1.3.8.3).

We will illustrate the main features of a dc discharge using the LP mercury rare-gas discharge of the
type used in fluorescent lamps as an example (figure A1.3.7). Other lamps including HP lamps have
similar features, but the regions around the electrodes have dimensions that are usually too small to see.
The bulk of discharge in figure Al.3.7—the positive column (PC)—is a plasma, so there are equal
number of electrons and ions per unit volume. Some discharges such as neon indicators or deuterium
lamps used for producing UV are so small that the PC does not exist.

negative glow rare gas argon 2 torr

cathode sheath | Faraday dark space Hg 6 mtorr anode sheath
N | T = ~ Nt
Vi 153 anode
oy [feT 0 m fall ~ 5V
T. ~ 9000K 1~10" 1y
l Te ~ 12000K
Cathode fall
~10-15V «——— PClength ——
— —
T distance
10um 0.3 mm

Figure A1.3.7. Structure of a dc discharge. This schematic diagram shows features visible in a typical fluorescent
lamp discharge, but they are also present in other discharges. The upper picture shows the positive column (PC),
which may be any length, together with the anode and cathode regions in which dimensions are dependent on
vapour and pressure. The lower diagram shows the voltage drop V, along the lamp. The cathode fall field adjusts
so that sufficient electrons are extracted to maintain a stable current. Typical electron densities n. and electron
temperatures 7T, are shown for the fluorescent lamp case.

© 2006 by Taylor & Francis Group, LLC



56 Incandescent, discharge and arc lamp sources

In the PC, electrons form a near Maxwellian distribution of energies. Once the discharge has been
established, the applied electric field causes the electrons to drift towards the anode and the ions to drift
towards the cathode; because their mobility is much greater than that of the ions and the current is
carried mainly by the electrons. Therefore, current density is approximately

Jj=neclelucE (Am™?) (A1.3.12)

where E is the electric field, u, the electron mobility, |e| the electron charge and n, the electron density.

The PC can be any length as long as sufficient open-circuit voltage is available from the supply
(think of commercial display signs). A condition for stable operation is that the rate of loss of electrons
by recombination with ions must be equal to the rate of gain caused by ionization. In LP discharges,
most of the recombination occurs after the carriers have diffused to the wall; in HP discharges, particle
densities are high enough for volume recombination to dominate.

The electric field in the column adjusts itself so that electrons are accelerated to a mean energy in the
region of 0.5—-1.5eV corresponding to an electron temperature of about 7. of 6000—18000 K.
The electron energy distribution then contains enough high-energy electrons to ionize atoms, replacing
the electrons lost by recombination. Figure A1.3.7 shows that the electric field in the PC is constant, so in
a given gas, the longer the lamp the higher the voltage.

Al1.3.5.2 Electrode regions

Adjacent to the anode the voltage usually increases (figure A1.3.7). This is a result of a space charge
sheath. If there was no sheath then the anode would only collect the random current. Normally the
anode area is too small; to collect the current required it charges positively to attract electrons.

The cathode is more complex [21, chapter 4]. The conditions at the cathode surface have to adjust
themselves so that each electron that leaves the cathode initiates events that cause the emission of at least
one more electron from the cathode, otherwise the discharge will not be self-sustaining. Electrons
emitted thermionically (hot cathode case) or by ion bombardment (cold cathode case) are accelerated in
the high field of the cathode fall (CF) region. A beam of electrons from the CF region penetrates the
cathode edge of the negative glow (NG) causing the production of positive ions that are accelerated
through the cathode sheath. A fraction of these (~0.1) knocks further electrons out of the cathode. The
process is entirely self-regulating; if the work function increases, the CF increases and the resulting extra
ion bombardment heats the cathode surface to higher temperatures, producing more thermionic
emission.

The velocities of electrons leaving the CF are strongly directed toward the anode. This beam is
gradually randomized in the direction in the NG region. By the end of the NG they have lost
enough energy for the excitation of atomic levels to decrease. This region of comparatively little
light is known as Faraday dark space (FDS). At this point, electron motion has been randomized
giving a near Maxwellian distribution. Finally as the electrons start to gain energy from the field
again, excitation increases and this marks the start of the PC. The NG and FDS therefore serve to
change the highly anisotropic electron distribution function coming from the CF into the random
distribution in the PC.

In hot cathode lamps, the CF is usually a little greater than the ionization potential of the most
easily ionized species (see figure A1.3.7). In cold cathode lamps, the CF is much larger because
electrons must be extracted by secondary processes such as ion bombardment. Cold CF voltages are
typically in the region of 100—200V. The CF in cold cathode lamp can be reduced by using hollow
cathodes [22].
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A1.3.6 Types of LP discharges

By far the most important type is the LP mercury rare-gas discharge used in fluorescent lamps and in UV
sources for photochemical and photobiological purposes (section A1.3.6.1). Other LP discharges not
described here are LP sodium, used for street lighting of very high luminous efficiency, deuterium lamps
used as UV illuminators and LP hollow cathode spectral sources for chemical analysis. There are also a
wide variety of LP laser discharges.

Al.3.6.1 Low-pressure mercury rare-gas discharges

LP mercury lamps contain a rare gas, usually argon, krypton or neon or mixtures of these, at a pressure
of a few hundred pascal (a few torr). Mercury is added as a small drop of liquid weighing a few
milligrams, which collects at the coolest place in the lamp. At typical wall temperatures, the mercury
evaporates from the liquid drop at the pressure of about 0.8 Pa (0.6 mTorr). Despite the relatively low
number density of the mercury atoms they dominate the properties of the discharge. The fluorescent
lamp discharge is a highly efficient emitter of UV in the mercury resonance lines at 254 and 185nm
(>70%).

Phosphors are used to convert UV to visible radiation [9, chapter 7]. Lamp phosphors are ionic
materials doped with activators that absorb at short wavelengths and then re-emit at longer
wavelengths. The energy deficit in this Stokes’ shift is converted into lattice vibrations. In fluorescent
lamps used in lighting the conversion loss is typically 50%. There is a very large range of phosphors [9,
chapter 7], and fluorescent lamps giving white light of many different CCTs and other colour properties
are available. Particularly important are the ionic rare-earth based phosphors as these emit at the
wavelengths that combine high efficacy and colour rendering index (R,—section A1.3.3.5). The principle
ones are noted in table A1.3.1; notice how close the peaks are to the 450, 540 and 610 nm wavelengths
that optimize colour rendering and efficacy.

The notation in table A1.3.1 is the chemical composition of host lattice:activator. The activator is
an ion added deliberately at relatively small concentrations to absorb UV and emit visible light. In some
cases, the host lattice has this same function. Quantum efficiencies are close to unity.

One very important benefit of rare-earth phosphors is their resistance to degradation by mercury
discharges at high power leadings. It is this property that made possible the development of compact
fluorescent lamps. The disadvantage is the high cost of rare-earth phosphors compared with the
halophosphates that they have largely replaced. The complexity of the materials in table A1.3.1 is such
that phosphor research is still largely empirical, so the existence of each of these phosphors represent
many man-years of painstaking research.

Table A1.3.1. Phosphors commonly used in fluorescent lamps.

Wavelength of peak

Name Formula output (nm)
YEO Y,03:Eu’* 611
CAT C€0'65Tb0435MgA1| |O|9 543
LAP LaPO,:Ce’ ", Tb** 544
CBT GdMgBs0,g:Eu’”" 545
BAM BaMg2A116027:Eu2 + 450
Halophosphate Cas(PO,);(F,C1):Sb* " Mn?" broad bands
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The mercury vapour pressure is a dominant factor in controlling the amount of radiation emitted
and the efficiency with which it is generated. When a mercury atom is excited near the centre of lamp,
the emitted photon is at exactly the correct energy to be absorbed by a ground state atom nearby. The
photon is absorbed and reabsorbed many times before it finally reaches the wall in a random walk.
When the mercury pressure is high, there are so many steps in the random walk that the chance of losing
the excitation energy nonradiatively in a collision increases. When the mercury vapour pressure is low the
initial excitation energy can escape in a small number of steps, but then the fraction of collisions that lead
to excited mercury atoms is low. (The related process in HP lamps is described in section A1.3.7.1.)

This means there is a mercury vapour pressure at which the efficiency of generation of UV radiation
is at a maximum. This optimum pressure is achieved by having a small amount of liquid mercury present
at about 42 °C. When using fluorescent lamps it is important to arrange for the fixture or unit holding the
lamps to operate so that the mercury pressure is close to optimum. Lamps are designed to run close to
optimum in commercial lighting fixtures. For other uses, such as backlighting some cooling may be
necessary. Some types of multi-limb compact fluorescent lamps are designed for operation in hot
fixtures. In these, the mercury is dosed as a solid amalgam containing, for example, bismuth and indium.
The vapour pressure of mercury above the amalgam is less than that above free mercury, but the use of
an amalgam also substantially increases the ambient temperature range over which the mercury pressure
is close to optimum [2].

Al1.3.6.2 Applications of LP mercury discharges

The fluorescent lamp discharge lends itself to many different formats [9, chapter 7]. The most familiar
are the long thin lamps used in ceiling lighting in nearly all commercial and industrial premises. There
are also a wide variety of compact fluorescent (CFL) designed as a high efficiency replacement for
incandescent lighting.

Other than illumination, important applications for fluorescent lamps are in office equipment
(copiers, fax machines, etc) and in the backlighting of displays. Cold cathode fluorescent lamps have a
number of benefits: they can be small in diameter allowing screens to be very thin; at the low powers
needed they are efficient enough for the purpose; lives are long; they can be switched frequently; and low
cost, efficient power supplies are readily incorporated in the end product. Hot cathode fluorescent lamps
produce more light and can be used to backlight displays that are used in high ambient light levels such
as ATM machines. Short wave radiation from hot cathode mercury rare-gas discharges is used in
photochemical or photobiological processes; or it can be converted using a phosphor to UVA (as in
‘black light’ sources) that show up fluorescence in materials.

A1.3.7 HP discharges

There are many variants of HP discharges. Most of them are used for street lighting and interior
illumination of stores and offices and other commercial premises, in which high luminous flux, high
efficacy, good colour quality and long life are at a premium. Lamps exist in single-ended (both
connections at one end) and double-ended (one connection at each end) configurations to suit different
applications. Many other types of HP discharges are used in which light must be projected and high
brightness is needed. Some of the properties of HP discharges are described below. The two main classes
of lamp are those that use volatile or gaseous elements, and those that use metal halides to introduce
radiating species into the vapour.
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Al.3.7.1 General features of HP discharge lamps

We will illustrate the operation of HP discharges by using the HPS (high-pressure sodium) lamp as an
example. An HPS lamp has electrodes inserted into a narrow arc tube made from translucent alumina,
resistant to attack from sodium. As with many HP lamps the arc tube is contained within a glass outer
bulb. These lamps are used as highly-efficient (120 Im/lamp watt) long-lived (> 20000 h) street lights that
give a pleasant golden light with CCT = 2000 K, albeit with rather poor colour rendering properties
(R, = 25).

The dimensions of the tube are typically 7mm internal diameter with 70 mm length between the
electrode tips for 400 W rating, with dimensions decreasing for lower wattage lamps. They contain
a small pressure of rare-gas and a few milligram of sodium metal. On applying a voltage the rare
gas breaks down. The resulting discharge heats and evaporates sodium until its pressure is about
1.4 x 10* Pa (100 Torr). A radial temperature profile develops in which the centre temperature is about
4000 K and the wall temperature is about 1500 K. Most of the length of the discharge is a positive
column uniform along the axial direction. Sodium lamps usually also contain about 10° Pa (760 Torr) of
mercury vapour. This reduces thermal conduction and increases axis temperature, thus increasing
spectral radiance.

The positive column is approximately in local thermodynamic equilibrium (LTE) [18]. This means
that the properties are dependent on the local temperature in the plasma. The electron density is given by
a version of the law of mass action called the Saha equation [10]

nenj

=S(T) (m?) (A1.3.13)

a
where n, and n; are the electron and ion densities, n, is the density of atoms (number per m?) and
S(T) = 4.83 x 10> (U;/U) T exp(—E; /kT) (m™?) (A1.3.14)

where the U factors are partition functions for the ion and atom. S(7) depends strongly on temperature
through the exponential factor, where E; (J) is the ionization potential (including corrections for high
electron density) and & is Boltzmann’s constant. Since the hot gas is a plasma n. = n;. The atom density
n, in an elementary volume at temperature 7 is given by the gas law so n, = P/kT where P is the gas
pressure. Table A1.3.2 shows values of n. in sodium vapour at various temperatures. Since the current
density is proportional to n, it is clear that the current flow is mainly in the high temperature region.
The population n, of an energy level of an atom (labeled u) is given by another LTE formula:

, ~E B
1y =%‘no exp(k—TU> m?) (A1.3.15)

where ny is the density of atoms in the ground state, E, is the energy (J) of the upper state of the atom,
whilst go and g, are the statistical weights of ground and upper states, respectively. The number of atoms
excited to the upper state depends exponentially on temperature. Because of the exponential Boltzmann
factor in equation (A1.3.15), the fraction of atoms in the excited state u is very small even at the highest
temperatures. Only in the hottest parts of the discharge are significant numbers of atoms excited; the
resulting ‘corded’ appearance is a characteristic feature of an LTE arc. When a HP discharge operates
horizontally convection bows the bright part upwards—the origin of the term arc. The importance of
equations (A1.3.13) and (A1.3.15) is shown in table A1.3.2.

Self-absorption dominates the spectrum of many HP discharge lamps and is especially dominant in
HP sodium discharges. As figure A1.3.8 shows there is no significant radiation at 589 nm, the wavelength
at which sodium radiates at low pressures. In an HPS lamp, the sodium pressure is so high that photons
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Table A1.3.2. Shows how the plasma temperature affects the number density (m ) of excited states and ions.
Electron density is equal to ion density. There are two excited states at about 2.1 eV giving rise to the characteristic
orange sodium D radiation. The ionization potential is 5.14 ¢V before correction is made for lowering of the value at
high electron densities. The arc operates so that the electron density is sufficient to carry the current and the plasma
temperature adjusts to make this so. For steady state sodium arcs this sets the maximum plasma temperature to
about 4000 K. Calculated using equations (A1.3.13) and (A1.3.15).

Plasma temperature (K)

2000 3000 4000 5000
Number density of sodium atoms 4.8 x 107 32% 107 2.4 %107 1.9 x 10*
Fraction of sodium atoms excited to the states 1.5% 1073 8.8x107* 6.4x1073 23%x1072
radiating at 589 nm
Fraction of sodium atoms that are ionized 7.3%107° 1.9% 1073 3.5% 1072 22%x107!

from excited sodium atoms can only travel about 10~ " m at the line centre before being absorbed by a
ground state atom. However, there is a chance that very close collisions with other sodium atoms can
perturb the radiating atom sufficiently so that it radiates at wavelengths far from the line centre at
589 nm. The hot plasma can therefore be considered as storing excitation energy until the energy can
escape from an atom having strongly perturbed energy levels. The higher the pressure, the further from
the line centre the wavelength has to be, before the light can escape (figure A1.3.8). This behaviour is
called self-reversal and it has a dominating effect on the operation of many HP discharges [9, section
5.6.3]. The cover of the book by de Groot and van Vliet [10] shows beautiful colour photographs of the
self-reversal of the sodium D lines at different pressures.

Spectral radiance

550 560 570 580 590 600 610 620 630
Wavelength (nm)

- - - -25000pa

15000 pa

Figure A1.3.8. The formation of self-reversed lines in high-pressure sodium lamps at two sodium pressures. The
calculation has been done for a parabolic radial temperature profile for a centre temperature of 4000 K and a wall
temperature of 1500 K. Comparison with figure A1.3.1 shows that the peak radiance is substantially lower than that
for a black body at the maximum temperature.

© 2006 by Taylor & Francis Group, LLC



HP discharges 61

Al.3.7.2 HP metal halide lamps

There are very few elements that have well-placed spectral lines and sufficiently high vapour pressures to
be operated as HP discharges, the most important being mercury, sodium, sulphur, and the permanent
gases (of which Xe is by far the most important).

There are perhaps 50 elements that have metal halides that are sufficiently volatile to be used in HP
lamps. The principal ones are as follows:

e Na, I, In, Tl, Ga halides in which the metals have relatively few strong atomic lines

e Sc, Fe, Dy (and other rare earth) halides in which the metals have many relatively weak visible lines
so close together that the spectrum appears continuous at moderate resolution.

e Sn, Pb and similar halides that form relatively stable monohalide molecules that emit a spectrum
that appears continuous at low resolution.

The halide is usually the iodide, which has the least reactive chemistry.

Metal halide lamps are extensively used as efficient white light sources of good colour quality for
general illumination; all major lamp manufacturers make them (appendix). Because the spectrum can be
tailored to use, metal halide lamps are used extensively for production of UV for photo-polymerization
processes, such as ink drying or glue curing (appendix—Heraeus). These lamps are installed as part of
large production processes in the printing and packaging industries. The speed of curing is often the
bottleneck in the processes, so with suitable UV sources productivity can be increased. HP mercury
lamps are also used for similar processes. Other uses of metal halide lamps include special versions for
medical conditions such as psoriasis (appendix—Osram).

Al.3.7.3 Operating principles of metal halide lamps

Many metal halide lamps contain thallium iodide (TII). TII is considered as a simple case to illustrate
how the light is produced in metal halide discharges. Figure A1.3.9 shows a schematic diagram of a HP
TII discharge. When the lamp is made, a few milligram of solid T1I and a rare gas for starting are added.
Usually enough mercury is added to give a partial pressure of about 10°Pa (10 bar) to reduce thermal
conduction and to adjust operating voltage (section A1.3.7.1). When the lamp is operated, the rare gas
discharge heats up the Hg and TII causing them to evaporate. In higher temperature regions, the TII
dissociates into Tl and I atoms. At higher temperatures still the Tl is excited and emits intense green light
of high efficiency that can be useful for underwater illumination. Finally, near the axis the TI is ionized
producing the electrons needed to carry the current. This progressive evaporation, dissociation,
excitation and ionization occurs in all metal halide discharges.

With mixtures of halides the ratio of salts has to be chosen with due consideration to the chemistry
of the liquids and vapours. For example, one of the first types of metal halide lamp used mixtures of
indium, thallium and sodium iodides that emit blue, green and orange self-reversed spectral lines.
Altering the proportions of these can provide white light discharges of different colour temperatures and
quite good efficacy (luminous efficiency). However, their colour rendition is rather poor.

Metal halide arc tubes are generally shorter than HPS lamps (for which the length to diameter
ratio is more constrained by requirements of optimization) and may even be close to spherical in
shape. This has an effect on étendue and may make fixtures using these lamps more efficient at using
the light.

There has been extensive research and development over the last 40 years that has produced mixed
metal halide lamps with much improved colour performance and efficacy. The halides used, their vapour
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Figure A1.3.9. The principle of operation of a metal halide discharge. In this example solid thallium iodide (T/I) is
dosed into the lamp along with a rare-gas. The discharge starts in the rare gas, melting and then vaporizing the
TI1. In the steady state the current is provided by ionising T/ atoms. For this to happen the temperature on axis
needs to be above 5000 K. At this temperature T/ atoms radiate strongly with their characteristic green line at
535 nm. The boundaries between the various regions are not sharp as shown schematically here, but blend into each
other as the temperature increases from the wall to the axis. In a practical lamp, mercury vapour is also introduced
at several bars to reduce thermal conduction losses.

pressures and their relative proportions all have a strong influence on the initial colour properties and
efficacy.

It is important that these properties stay constant through lives of 10000 h or more. Reactions
between the various components and the tube walls occur at different rates; all metal halide lamps show
some colour shift during life. Detailed R&D has improved the colour stability of metal halide lamps in
silica arc tubes so that it is acceptable in critical applications such as the lighting of stores and offices. A
recent major improvement has been in the use of translucent alumina ceramic arc tubes for containing
Na, Dy, Tl, Hgl metal halide arcs. Metal halide reactions with the envelope are much slower than with
silica and this has provided a further major improvement in initial colour uniformity and colour stability
through life.

Most metal halide lamps are used for illumination where the transparency of the arc tube is not
an issue, but the scattering by the arc tube is a major disadvantage for projection. For projector
and automotive head lamps, silica arc tubes are universally used. Because the axis temperature of
metal halides is usually around 5500 K, the radiance of the gas close to the axis can be very high (see
figure A1.3.1).

Al.3.7.4 Applications of HP discharge lamps

Table A1.3.3 gives information about HP lamps used for general illumination. It is intended to show the
range of types available with some idea of the best characteristics to be expected. All types exist in more
than one power rating, but the rating given is a fairly typical one for the indicated application and type.
Generally efficacy increases as power rating increases [9, appendix 1].
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Table A1.3.3. Indicative characteristics of HP discharge lamps used for general lighting.

Lamp type Application example Power (W)  Initial (mW™') Life (10°h) CCT(K) R,
HPS Road lighting 400 125 30 2000 25
High CRI Prestige town lighting 400 100 24 2200 60
HP mercury vapour  Road lighting 400 60 24 3500 55
+ phosphor
Metal halide Prestige outdoor, 400 90 24 4000 70
stores
CMH Commercial interiors 100 90 12.5 3000 85

Most of the lamps that are in the table are arcs with positive columns of length of several
centimetres that are stabilized by the tube wall. The CMH lamp is a short arc lamp in which the arc is
mainly stabilized by the electrodes.

Manufacturers’ web sites give many examples of applications other than for illumination. All the
major lamps manufacturers make a variety of metal-halide and xenon short arc lamps for projection and
related uses (appendix). In short arc lamps (length < few millimetres) there are usually regions close to
the electrodes that have particularly high arc temperature. This region of high arc temperature forms
because the electrodes cool the arc, and the field close to the electrodes has to increase to maintain
conduction; moreover the current density normally increases as the arc contracts toward the cathode hot
spot. The combined increase in current density and field means that the power per unit volume of arc is
greatest just adjacent to the electrode. Although this generally leads to a reduction of efficacy there may be
an increase in luminance. Figure A1.3.10 shows examples of lamps that are used for a variety of projection
and entertainment applications and other more specialized applications such as solar simulators.

@) (b) (©)

Figure A1.3.10. The large range of powers possible with HP discharges is shown. Not to scale. (@) An example of a
metal halide lamp for entertainment applications with a CCT of about 6000 K, available in ratings between 575 and
12000 W (Philips). (b) An example of a high pressure xenon lamp operated from dc with a CCT of 6000 K, available
in ratings between 450 and 12000 W (Osram). (¢) A 10 W metal halide lamp operating with CCT around 6000 K and
ratings between 10 W (Welch-Allyn).
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@ (b)

Figure A1.3.11. (a) A pre-focused projection unit designed for LCD projectors. The reflector is carefully designed to
keep étendue of the pre-focused unit as low as possible and has a dichroic filter to reduce the amount of IR in the
beam. (b) The arc tube used in the reflector. It operates at 130 W and a CCT of about 6200 K with a mercury pressure
of more than 150 bar. The arc gap of about 1.2 mm with consequently low étendue. (Philips, Osram, GE Lighting.)

Short arc metal-halide lamps can readily be integrated into pre-focused parabolic or elliptical
reflectors (appendix—Welch Allyn, Ushio and others). Various beam divergences are available to suit
different applications. A relatively recent development is shown in figure A1.3.11 (appendix—Philips,
Osram and GE Lighting). This very high-pressure (1.5% 107 Pa or 150bar) has extremely high
luminance because of its extremely high arc temperature. The reason for the high arc temperature is that
130 W are dissipated in an arc of length hardly more than a millimetre. Spectral lines show extreme
broadening and there is an intense continuum giving good colour rendition. With an arc gap of only
1.2 mm the étendue is very small. The lamps are designed to be operated in a pre-focused reflector and
the whole assembly used in data or video projectors.

A1.3.8 Electrical characteristics of discharges

Al1.3.8.1 Breakdown and starting in discharge lamps

The gas in the lamp must be converted from an excellent insulator into a good conductor with a
resistance that can be as low as a few ohms. Figure A1.3.12 shows the voltage across the lamp as a
function of current over a very wide range of currents. After breakdown, the current increases rapidly
until finally it stabilizes at the value needed to satisfy the circuit equations. In order to start the lamp, the
circuit must be able to provide a voltage in excess of the highest lamp voltage in this diagram.

In order to achieve breakdown some source of electrons is necessary. If not provided by other means,
they result from ionization by cosmic rays or natural radioactivity in the materials of the lamp. In other
cases reliable breakdown is aided by the addition of small amounts of radioactive materials such as Kr®>,
or by photoemission from surfaces caused by a small external source of UV. In hot cathode fluorescent
lamps the electrodes can be heated before the voltage is applied: at low temperatures the field-enhanced
thermionic emission provides enough electrons [21]. In HP lamps, a third trigger electrode is often
included adjacent to the main electrode. When the voltage is applied across this small gap, breakdown is
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Figure A1.3.12. Discharge voltage as a function of current (dashed line) over a wide range of currents. The well-
known discharge regions are shown. The voltage in the arc region is small because of the low cathode fall resulting
from hot cathode operation. The load lines for various values of series resistance are shown with intersections in the
normal glow, abnormal glow and arc regions. The intersection in the abnormal glow region may not be stable.

assured; this gap then provides initial electrons for the main gap. A general rule is that the fewer the initial
electrons the higher the starting voltage needs to be, and the longer the time lag before breakdown.

The majority of lamps operate with hot cathodes that emit thermionically. Once breakdown has
been achieved the transition from abnormal glow to arc in figure A1.3.12 must be achieved quickly and
cleanly. Staying too long in the region of cold cathode operation, in which the electrons released by ion
bombardment can be very damaging and shortens lamp life, sometimes dramatically.

There are various schemes for starting fluorescent lamps [21] in which the electrodes are
tungsten coils coated with electron emission mix. One of the most common is to use a starter switch
in parallel with the lamp. The starter switch is wired so that when closed, current limited by the
ballast is passed through both electrodes. Initially the starter switch is closed. This preheating
process raises the temperature of the electrode to about 1000 K before the starter switch opens. On
opening the switch the open circuit voltage plus the self-induced voltage across the inductance is
applied across the lamp, causing breakdown. The main purpose of preheat ensures that thermionic
emission occurs very soon after breakdown. The switch is usually a relatively inexpensive bi-metallic
type. The tolerances on starter switch operation are closely constrained according to the lamp type.
Increasingly fluorescent lamps are operated from electronic ballasts. It is a relatively simple matter
to include a precision electronic preheat circuit to enhance the lamp life. At the low cost end,
preheat is not included; after breakdown the electrode is heated rapidly by ion bombardent until it
reaches thermionic emitting temperatures. Up to this time secondary emission dominates but the ion
bombardment heats the cathode; these so-called instant start lamps generally have shorter life than
lamps that are preheated.

For HP lamps, preheating is not an option. Starting from cold when the pressure is around 10* Pa
(0.1 bar), breakdown voltages in the region of some kilovolts are needed. After an HP lamp has
stabilized the pressure may be many atmospheres; on turning off it will require some tens of kV to restart
immediately. Various types of pulse ignitor are used. The speed of transition from the glow to the arc is
sensitive to many factors related to electrode design, lamp fill, processing quality and the open circuit
voltage available. Ballast and lamp designers work together to ensure that the glow to arc transition in
figure A1.3.12 occurs rapidly and cleanly to ensure long life.
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Al1.3.8.2 Steady state electrical characteristics

For an ohmic conductor the number of carriers is independent of current, so changing the voltage simply
changes the mean drift velocity of the carriers. As long as the temperature remains constant the current
is proportional to voltage—Ohm’s law. If the temperature increases the carrier mobility decreases and
the resistance increases. This is what happens in tungsten lamps in which the hot resistance can be 15 or
more times higher than the cold resistance.

Discharges show strongly nonohmic behaviour (figure A1.3.12). A discharge is a current-controlled
device; and the voltage between the terminals sets itself to maintain this current. An additional
impedance called a ballast is necessary to control the current. In response to increasing current hot
cathode discharges respond by decreasing the voltage across their terminals. This is the so-called
negative, or falling VI characteristic. The rate of decrease of voltage with current is usually quite small.
This corresponds to the arc region on the right hand end of figure A1.3.12 where the lamp voltage is
comparatively low.

Figure A1.3.12 shows what happens to voltage as the current is increased over many orders of
magnitude. Increasing from low values of current the voltage decreases to a plateau region in which a
glow is visible on the cathode. On increasing the current, the glow increases in area whilst the voltage
remains constant, implying that the current density at the surface of the cathode is constant. This is
called the normal glow regime. As the current is increased further, the glow finally covers all the cathode
area and often the leads as well. At this point, the current density has to increase and the voltage across
the terminals increases. This is called the abnormal glow region. In both the normal and abnormal
regions, the major part of the lamp voltage is dropped across the CF. The resulting ion bombardment
increases the cathode temperature and the cathode begins to emit thermionically and makes a transition
to the arc regime, which has a low CF. The abnormal glow region has a positive resistance characteristic,
but this is not stable unless there is a ballast in the circuit.

For a dc discharge a series resistance R is needed to stabilize the current /. If the supply voltage is Vg
and the lamp voltage V1 then

Vi=Vs—IR (V) (A1.3.16)

The right hand side of this equation is called the load line. Load lines for three resistances are shown in
figure A1.3.12. For the highest resistance the intersection point is in the normal glow region (typical of a
neon indicator lamp). With the lowest resistance the intersection is in the arc region. The intermediate
resistance has two intersections, the one at the lowest current is in the abnormal glow region. If the heating
of the cathode is insufficient to cause a transition to an arc, then the lamp remains in the abnormal glow
condition. In some cases when starting an arc the discharge sticks in the abnormal glow with a high
cathode fall; the sputtering can then cause very rapid blackening of the walls and premature failure.

Despite what the manufacturers’ data sheets may say, figure A1.3.12 suggests that there is no
specific power at which a discharge must operate; adjusting lamp current by using ballast impedance and
supply voltage means lamps may be operated at a wide range of powers—at least for a time. The
consequences of operating at powers different from the rated power are usually a reduction in life;
properties such as colour temperature and colour rendering and efficacy will also change. Nevertheless,
for specific applications this is an option that the user can consider.

The reason for needing a ballast is best explained by using an argument given by Waymouth
[21, chapter 2]. Figure A1.3.13(a) shows the falling arc characteristic (part of the right hand end of
figure A1.3.12). This characteristic is the locus of points for which dn./d¢ = 0. The further above this line
the more the rate of ionization exceeds the loss, so the current increases, and this increases dn./dt, with
the result that the current continues to increase. If the applied voltage is below the line the loss exceeds
production, the current decreases and the discharge extinguishes. Figure A1.3.13(b) shows the effect of a
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Figure A1.3.13. (a) A section of the arc region of figure A1.3.9. The solid curve is the locus of points for which
dn./dr = 0.If a discharge without a ballast could be prepared at a point on this line small fluctuations would cause the
current to increase without limit or decrease to zero. (b) Shows the effect of a stabilizing ballast resistor. The voltage
across the circuit is now the sum of the lamp voltage Vr and the resistor voltage V. If the current fluctuation increases
the current, the sum of resistor and lamp voltage increases into a region where dn. /dr < 0 and the current immediately
decreases again until Vg + V1 = Vg. This operating point is therefore stable against lamp current fluctuations.

series ballast resistor. The total circuit voltage V + IR now intersects the supply voltage at a certain
current. If a fluctuation causes the current to increase, then the total circuit voltage moves into a region
where dn. /dt < 0, thus immediately decreasing the current. If the current decreases, then the total circuit
voltage decreases so that dn./dt > 0, thus increasing the current again.

Al.3.8.3 AC operation

Resistive ballasts work satisfactorily, but are lossy. Commercial lamps operate from the ac mains supply
using magnetic inductances as ballasts [9, chapter 17]. Figure A1.3.14 shows the lamp voltage and current
waveforms for a fluorescent lamp on a resistive ballast. At 50 Hz there is an appreciable re-striking voltage
after current zero. This extra voltage is needed to restore the electron density after it has decayed during
the latter part of the previous cycle. If this re-strike voltage exceeds the supply voltage the lamp will
extinguish. The phase relationships in an inductive circuit mean that a large voltage is available at the time
that the current reverses, so extinction is less likely. For stability on ac mains supplies with a series
inductance, the rms lamp voltage should not exceed about half of the rms mains voltage.

Most lamps are now developed to operate from electronic power supplies. Although more
expensive than magnetic ballasts, there are a number of benefits: in fluorescent lamps there is an
improvement in efficiency of UV production because of reduction in electrode loss and an increase in PC
efficiency; electronic circuits can also provide programmed start and run-up sequences that prolong
lamp life; there is no perceptible 50 or 100 Hz flicker from lamps run from electronic circuits at high
frequency; and there is no re-strike peak. Figure A1.3.14 shows typical waveforms at 50 kHz. In the case
of HP discharges, operation at high frequencies can cause acoustic resonances that result in gross
movements or distortions of the arc [10]. The electronic option is then to operate the lamp from a
commutated dc—a square wave with fast transition times at frequency in the region of 90—500 Hz. For
HP discharges, the lack of flicker and the ability to control lamp power (and thus colour) over life are
important benefits.

The optical radiation from discharge sources fluctuates by a percent or two. Part of this is caused by
small changes in the cathode termination resulting in arc movement. It has recently been found that
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Figure A1.3.14. Measured voltage and current waveforms for a fluorescent lamp operated at frequencies of 50 Hz
and 50 kHz. Noise on the waveforms is caused by oscilloscope digitization.

modified square wave supply waveforms can reduce the movement of the arc termination on current
reversal [11]. A great improvement in stability can also be achieved by measuring the light output and
using it to adjust the power into the lamp (appendix—Oriel Instruments, Light Intensity Control
System). A similar device can also be used to control the already excellent stability of tungsten—halogen
lamps.

A1.3.9 Other methods of excitation of discharges

A1.3.9.1 Pulsed light sources

A number of lamps are designed for pulsed operation [17]. The obvious example is the xenon flash tube
used for photography, laser pumping, as warning beacons and as a transient source for scientific studies.
The duration of the flash is of the order of microseconds with repetition frequencies up to hundreds of
hertz. Operation is by discharging a capacitor through the lamp. Peak currents may reach thousands of
amperes and electrodes must be constructed accordingly. The effects of using pulsed or transient output
are that electron temperature can reach substantially higher values than in steady state. The result is
usually due to an enhancement of the short wavelength radiation and an increase in peak radiance.

A1.3.9.2 Dielectric barrier discharges

A form of transient discharge, DBDs have been used for large-scale industrial processes such as ozone
generation for water purification and for generating far UV radiation for photochemical processes.
DBDs may be operated in the pressure range from about 10% to 10° Pa [16].
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Recently a DBD light source, the Osram Planon lamp has been developed. This provides a very
uniformly lit tile-shaped area of reasonable luminous efficiency. At present, lamps are made in square
format with diagonals up to 540 mm having a uniform luminance of >6000cdm 2 (appendix—
Osram) [14].

The operating principle of a DBD is as follows. High voltage pulses (of some kilovolts) are applied
between two electrodes, at least one of which is covered with an insulator of high breakdown strength
such as glass. On applying a high voltage pulse, electrons are accelerated towards the anode and form an
avalanche that breaches the gap. Electrons arriving at the anode charge up the surface, thus reducing
and finally reversing the electric field. Electron current flows first from cathode to anode and then, when
the anode charges up, from anode to cathode. The discharge lasts for a time ~ us. During the off
period the ionization decays, providing the starting conditions for the next pulse. The discharge
therefore comprises a series of micro-discharges with lateral extent approximately equal to the electrode
spacing. Microdischarges occur every time the pulse is turned on. DBDs have extremely non-
Maxwellian energy distributions in which there are many high energy clectrons. Because of this the
excitation of resonance states of rare-gas atoms and molecules is favoured, leading to high efficiency of
UV production.

The Planon lamp is formed from two glass plates. On the lower plate, a metal cathode interlaced
with a metal anode structure is deposited. Both electrodes are coated with glass to form the barrier
layers. This form of electrode structure results in very uniform illumination. The lamp is operated from
an electronic power supply designed to produce the optimized pulse sequence that is necessary for high
efficacy. The two plates are held apart by spacers and the whole structure is sealed and filled with Xe at
about 1.4 x 10* (100 Torr). Xe forms an excimer Xe,* (excited dimer) that radiates efficiently in the
vacuum UV at about 172 nm. Phosphor on the inner walls converts the UV to visible radiation. The use
of Xe means that the output is almost independent of the lamp temperature so the lamp works just as
well outside in cold weather as it does in the confines of office equipment.

The main applications are in displays and office equipment applications where a uniform and high
luminance is a requirement. Cylindrical lamps based on the same technology are used in multi-function
copiers.

Al1.3.9.3 Excitation by induction and by microwaves

In the last decade, a number of inductively coupled lamps have become available commercially from the
major lamp manufacturers [9, chapter 11]. All are variants on the fluorescent lamp discharge.
Figure A1.3.15 shows a particularly compact example. The coil in the centre is driven at a frequency
of about 2.6 MHz. The rate of change of magnetic flux induces a voltage in the azimuthal direction. This
causes a current to flow in a torus surrounding the coil. The ballasting is the result of the internal
impedance of the supply. Benefits are long life and compactness. Other versions are Philips QL which, with
alife of 100 000 h, is designed for use in inaccessible fixtures. Typically these will be high-bay fixtures with
lumen packages between 2800 and 9600 Im. The Osram Endura or Icetron lamp which has a stretched
torus configuration has higher efficacy and packages of 8000—12000 Im and a rated life of 80000 h.

Microwaves can also be used to excite discharges. Fusion Lighting has pioneered a HP sulphur
discharge in which the radiation is emitted by S; molecules. The light is white with a CCT in the region of
6000 K and the efficiency of generation can be up to 170 Im/microwave watt—higher than any other
white light source. The overall efficiency is reduced because of the relatively poor efficiency of generation
of microwave power. Light output levels are very high so the source is used in lighting large buildings.
The very high radiance of such sources means that optical means can be used to distribute the light
efficiently around buildings.
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Figure A1.3.15. Inductively coupled discharge lamp (GE Genura). The schematic diagram on the left shows that the
plasma is a toroid with inductance L, and resistance R, that acts as a secondary to the excitation coil. The primary of
the circuit is an impedance R| + jwL; that includes the effects of the plasma impedance, which depends on the power
dissipated in the plasma.

A1.3.10 LEDs from the perspective of conventional lighting

Chapter B1.1 gives detailed information about LEDs. The generation of light by conventional lamps is
limited by the black body radiance at the electron temperature. The reason is that the electron motion is
randomized. In an LED, the motion of the carriers into the recombination region is far from random,;
the maximum radiance is therefore not limited by the Planck distribution. Already trichromatic LED [4]
assemblies reaching 100Im W~ ' have been made. (It is not clear in [24], and in many other LED
publications, if this is the flux per lamp watt or flux per wall plug watt.) Note that these lamps are
colorimetrically similar to the triphosphor lamps mentioned in section A1.3.3.5. A further advantage of
LEDs for many applications is their low étendue (section A1.3.3.3) which means that the light can be
directed more efficiently to where it is needed.

LEDs have already made a substantial impact on the conventional lamp manufacturing
businesses. There are a number of applications where LEDs are far superior to conventional lamps.
The obvious example is traffic signals. The LEDs generate the coloured light only at the wavelengths
needed, as compared with the filtered tungsten lamps used until recently. The required signal
luminance values can therefore be met at much lower power consumption. It has been estimated that if
all traffic lights in the USA were converted to LEDs, electricity consumption would be reduced by
0.4GW [24]. Moreover, the LEDs are particularly well suited to withstand the vibration they
experience as a result of heavy traffic and wind, and they may be frequently switched without damage.
But the main advantage is their long life, which dramatically reduces maintenance costs compared with
conventional traffic lights. A further advantage is that catastrophic failure of an LED does not have to
cause the complete failure of the traffic signal, so safety is improved. All these advantages pay for the
extra cost of the LED systems, so we can expect to see a complete takeover of the signal lamp market
in land, sea and air transport signs.

White light LEDs are now finding many applications in decorative, aesthetic and artistic lighting
where their properties are stimulating designers to produce interesting new ways of using light. There are
also other niche markets such as highly localized task lighting where LEDs will make inroads, such as
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car interiors, desk, stairwell, path lighting etc. In any application requiring relatively low flux levels,
conventional lamps can now probably be replaced by LEDs as long as the substitution is not too
expensive.

The ultimate target for the LED industry must be the replacement of the huge numbers of
fluorescent lamps for lighting offices and other commercial premises. Much is made of the possibility of
exceeding the efficiency of present day fluorescent lamps. The future is far from clear however: the issue
is the low luminous flux from LEDs. No single LED approaches the level of flux required, so any
competitive installation will require many LEDs to produce the required flux levels, although the
étendue advantage may reduce the flux levels required for LED installations. But the hard fact is that the
cost of making an LED light source increases approximately linearly with flux, whereas the cost of
making conventional lamps is very weakly dependent on flux. It is expected that manufacturing costs in
both industries will be driven down by competition to comparable levels. If so, replacement of
fluorescent lamps by LED equivalents on a global scale may come down to the cost of the materials used
to make the lamps. In the case of fluorescent lamps, most of the material cost is in the rare-earth
phosphors. Can the semiconductors used in making LEDs ever approach those costs per lumen? Will the
potentially low cost organic light emitters ever be able to meet the flux requirements of commercial
lighting? We shall see.
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Appendix. Selected manufacturers and suppliers of lamps

The manufacturers on this list give particularly helpful data in catalogues and/or websites for
lamps with actual or potential electro-optical applications.

Cathodeon lamps for scientific instruments

Ealing Electro-Optics lamp units for integration into optical systems

Fusion Lighting microwave discharge lamps

GE Lighting full range of lamps for illumination and special purposes

Harrison Electrical cold cathode fluorescent

Heraeus Noblelight special lamps mainly for industrial and scientific processes

Iwasaki full range of lamps for illumination and special purposes

Osram full range of lamps for illumination and special purposes

Oriel Instruments lamp units for integration into optical systems, spectra of lamps

Philips Lighting full range of lamps for illumination and special purposes

Stanley cold cathode fluorescent

Toshiba Lighting full range of lamps for illumination and special purposes

Ushio wide range lamps for audio-visual, entertainment, photographic,
scientific/media and industrial processes

Welch Allyn lamps for special applications
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Al4
Detection of optical radiation

Antoni Rogalski and Zbigniew Bielecki

The birth of photodetectors can be dated back to 1873 when Smith discovered photoconductivity in
selenium. Progress was slow until 1905, when Einstein explained the newly observed photoelectric effect
in metals, and Planck solved the blackbody emission puzzle by introducing the quanta hypothesis.
Applications and new devices soon flourished, pushed by the dawning technology of vacuum tube
sensors developed in the 1920s and 1930s culminating in the advent of television. Zworykin and Morton,
the celebrated fathers of videonics, on the last page of their legendary book Television (1939) concluded
that: “when rockets will fly to the moon and to other celestial bodies, the first images we will see of them
will be those taken by camera tubes, which will open to mankind new horizons”. Their foresight became
a reality with the Apollo and Explorer missions. Photolithography enabled the fabrication of silicon
monolithic imaging focal planes for the visible spectrum beginning in the early 1960s. Some of these
early developments were intended for a picturephone, other efforts were for television cameras, satellite
surveillance, and digital imaging. Infrared imaging has been vigorously pursed in parallel with visible
imaging because of its utility in military applications. More recently (1997), the CCD camera aboard the
Hubble space telescope delivered a deep-space picture, a result of 10-days integration, featuring galaxies
of the 30th magnitude—an unimaginable figure even for astronomers of our generation. Probably, the
next effort will be in the big-band age. Thus, photodetectors continue to open to mankind the most
amazing new horizons.

Before proceeding to the detailed description of detection of optical radiation, it is now appropriate
to digress on system considerations concerning photodetection. We would like to determine how good
performance is in view of fundamental limits of sensitivity and speed of response, irrespective of the
actual type of detector used. Next, different application circuits used in direct detection systems together
with elucidation of the design of front-end circuits and discussion of their performance are presented.
The third part of the chapter is devoted to advanced techniques in photodetection covering topics not
usually found in textbooks and demonstrating how photodetection is far from being a completely
explored field. In the last part, the updated information devoted to readout of signals from detector
arrays and focal plane arrays (FPAs) is included. It is shown that detector focal plane technology has
revolutionized many kinds of imaging in the past 25 years.

Al.4.1 Detection regimes and figures of merit

A common problem of any type of photon detector (yielding emitted electrons or internal electron—hole
pairs as a response to incoming photons) is how to terminate the photodetector with a suitable load
resistor, and to trade off the performance between bandwidth and signal-to-noise ratio. This is necessary
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for a wide family of detectors, including phototubes, photoconductors, photodiodes, CCDs, vidicon
targets, etc, all of which are described by a current generator I, with a stray capacitance C across it.

Let us consider the equivalent circuit of a photodetector ending on a load resistor Ry, as shown in
figure A1.4.1. We indicate current noise generator with diamond shape and asterisk. This is the basic
circuit for detection, but, as will be shown later, it is not the best one to give a good compromise between
bandwidth and noise. The output signal in voltage V = IRy or in current /, has a bandwidth, or 3dB
high-frequency cutoff given by

1
2mR C

Af = (A1.4.1)

Two noise contributions are added to the signal. One is the Johnson (or thermal) noise of the
resistance Ry, with a quadratic mean value

(A1.4.2)

where k is the Boltzmann constant and 7 is the absolute temperature.

The total current I = I, + 14 is the sum of the signal current and the dark current. With this current
is associated the quantum (or shot) noise arising from the discrete nature of electrons and
photoelectrons. Its quadratic mean value is given by

= 2q(Ipn + 1)Af (A1.4.3)

where ¢ is the electron charge and Af is the observation bandwidth, as in equation (A1.4.1).

A general noise equivalent circuit for a photodetector is shown in figure A1.4.1(b). The above two
fluctuations are added to the useful signal and the corresponding noise generators are placed across the
device terminals. Since the two noises are statistically independent, it is necessary to combine their
quadratic mean values to give the total fluctuation as

4kTA
12 = 2q(Ion + L)Af + R—Lf. (A1.4.4)

From equations (A1.4.1) and (A1.4.4) it can be seen that bandwidth and noise optimization impose
opposite requirements on the value of Ry . To maximize Af one should use the smallest possible Ry , whilst
to minimize /2 the largest possible Ry is required. A photodetector can have a good sensitivity using very
high load resistances (up to G{2s), but then only modest bandwidths (=kHz or less), or it can be made
fast by using low load resistances (e.g. R, = 50()) but at the expense of sensitivity.

<
)
_/
$
1
&
<

(@) ' (b)

Figure A1.4.1. General circuit (a) of a photodetector and its equivalent circuit (b) including noise generators (noise
generators shown with asterisk).
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Using equation (A1.4.4), we can evaluate the relative weight of the two terms in total noise current.
In general, the best possible sensitivity performance is achieved when the shot noise is dominant
compared to the Johnson noise, i.c.

4KTA
24(Ipn + 1)AF = Tf

which implies the condition

2kT
RLmin = /q .
Ipn + 14

(A1.4.5)

From this equation at room temperature, then

50mV
Ton + 14 ’

RLmin =

So, at low signal levels (for I, << Iy), very high values of resistance are required; for example, for
14 = 5pA, not an unusually low dark current, then Ry i, = 10 GQ). However, if we are using a resistor
termination value R; < Rpnin then, the total noise can be written as

P = 2q(on + L)Af (1 + R;m> : (A1.4.6)
L

This means that the noise performance is degraded by factor Ry in/R1, compared to the intrinsic limit
allowed by the dark current level. Thus, using Ry < Ry, means that the shot-noise performance is
reached at a level of current not less than

2kT /q

1 I3 =
ph + 14 RL

(A1.4.7)
From this equation, we see that for a fast photodiode with a 50 () load at T = 300K, this current has
very large value of 1 mA.

The above considerations are valid for photodetectors without any internal gain, G. Let us now
extend the calculation of the signal-to-noise ratio (S/N) to photodetectors having internal gain. In this
case, the shot noise can be expressed in the form

> = 2q(Ipn + 1)AfG*F (A1.4.8)

where F is the excess noise factor to account for the extra noise introduced by the amplification process.
Of course, in a non-amplified detector, F = 1 and G = 1. The total noise is a sum of shot noise and
thermal noise

4TAF] '
N = |2q(Ipn + I)AfGF + % (A1.4.9)
L

and then we obtain a S/N ratio
S Ion

== Vet (A1.4.10)
N [2qUpn + I)AFF + (4KTAf /RLG)]
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If we now introduce a critical value Iy, called the threshold of quantum regime

2kT /q
R FG?

Tpno =14 +

then, equation (A1.4.10) becomes
S Ton (A1.4.11)

N [2qUpn + Tono)AF1Y?

Analysing equation (A1.4.11), two detection regimes can be found, according to whether the signal
I, is larger or smaller than I,,o. For the signals, Ipn > Ipng, and F =1

s Iy 12
— = . Al.4.12
N <2qu) (AL412)

This S/N is called the quantum noise limit of detection. This limitation cannot be overcome by any
detection system, whether operating on coherent or incoherent radiation. In fact, equation (Al1.4.12)is a
direct consequence of the quantitative nature of light and the Poisson photon arrival statistics.

In the small signal regime, Ip, < Ipho, We have

S__ Im (A1.4.13)

N Qalpwod)'"?
That is, the S/N ratio is proportional to the signal, and the noise has a constant value, primarily given by
the load resistance. This is the thermal regime of detection.

Figure A1.4.2 shows the trend of the S/N ratio (standardized to (2gAf)"/?), as a function of the
signal amplitude I,n/Iono. We can notice that in the thermal regime, the slope is 20 dB per decade up to
the threshold I, /Ipho = 1, and from here onward the slope becomes 10 dB per decade in the quantum
regime. The effect of an excess noise factor F is also shown in figure Al.4.2.
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Figure A1.4.2. The S/N ratio of a photodetector, as a function of the input signal, in the thermal and quantum
regimes of detection. Reproduced from [1].
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The threshold of the quantum regime Iy = Ipno = Iq + (2kT/q)/RLFG? is the signal level that
corresponds to the break point between thermal and quantum regimes. When the dark current is very
small, the second term is the dominant one; any eventual internal gain greatly helps because it scales the
load resistance as G >.

In all cases, I,ng can be interpreted as the equivalent dark current level of the photodetector and has
value of

2kT /q
I Al.4.14
PO = R G2 ( )
with
1 1 9 2
— =+ 1 g,
Req Rr AT M

We define R.q as the noise-equivalent load resistance of the photodetector.

To provide ease of comparison between detectors, certain figures of merit, computed from the
measured data, have been defined.

The voltage (or analogous current) responsivity is given by

_o
P

where Q, is the output quantity supplied by the detector (e.g. a current I, a voltage V,, or any other
physical quantity) and P is the incident radiant power.

At equal responsivity, the detector with the smallest output noise Q, on the useful signal is the most
sensitive. Therefore, the first figure of merit for a detector is the NEP—noise equivalent power—defined
as the ratio of output noise to responsivity:

R (A1.4.15)

NEP =52 (A1.4.16)
R
So, the NEP represents the input power that gives a unity signal to noise ratio, S/N = 1 at the output;
that is, a marginal condition of detection.

The better the detector performance is, since the smaller the NEP is. Therefore, it is more
convenient to define its inverse as a merit figure. In addition, it should be taken into consideration that
whatever the noise source is, it can be expected that the noise quadratic total value is proportional to
observation bandwidth Af and detector area A. Thus it is even better to take, as the intrinsic noise
parameter of a detector, the ratio NEP/(AAf)"* normalized to unit area and bandwidth. In order to
simplify the comparison of different detectors and to have a parameter that increases as the performance
improves, the detectivity D* (called D-star) is defined as:

x (AP
~ NEP

This is the fundamental figure of merit used for detectors. It can be transformed to the following
equation

D (A1.4.17)

* _(AAn'"’s

D .
P N

(A1.4.18)
D* is defined as the rms signal-to-noise ratio (S/N) in a 1 Hz bandwidth, per unit rms incident radiation

power, per square root of detector area. D* is expressed in cm Hz'/> W™, a unit which has recently been
called a ‘Jones’.
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Figure A1.4.3. Detectivity as a function of wavelength for a number of different photodetectors. The BLIP and the
dark current limits are indicated. PC—photoconductive detector and PV—photovoltaic detector, PMT—
photomultiplier tube.

As mentioned already, the ultimate performance of infrared detectors is reached when the detector
and amplifier noise are low compared to the photon noise. The photon noise is fundamental, in the sense
that it arises not from any imperfection in the detector or its associated electronics but rather from the
detection process itself, as a result of the discrete nature of the radiation field. The radiation falling on
the detector is a combination of that from the target (signal) and that from the background. The
practical operating limit for most infrared detectors is the background fluctuation limit, also known as
the background limited infrared photodetector (BLIP) limit.

Figure A1.4.3 compares typical D*s of different detectors as a function of wavelength. Also the
BLIP and the dark current limits are indicated.

Al14.2 Direct detection systems
Al.4.2.1 Introduction

A receiver of optical radiation consists of a photodetector, preamplifier, and signal processing circuit
(figure A1.4.4). In a photodetector, the optical signal is converted to an electrical one, which is amplified
before further processing. The sensitivity of an optical detection systems depends primarily on the first
stage of a photoreceiver, i.e. the photodetector and preamplifier.

A preamplifier should have low noise and a sufficiently wide bandwidth to ensure faithful
reproduction of the temporal shape of an input signal. Figure Al1.4.4 shows the so-called, direct
detection system. It is necessary to minimize the noises from various sources, i.e. background noise,
photodetector noise, biasing resistors noise, and any additional noises of signal processing. If further
minimization of noise of the first photoreceiver stages is not possible, advanced methods of optical signal
detection can sometimes be used to still recover information carried by optical radiation signals of
extremely low power. Heterodyne and homodyne detection can be used to reduce the effects of amplifier
noise. Post detection methods are: phase-sensitive detection and synchronous integration of a signal.
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Figure Al.4.4. Block diagram of an optical radiation receiver.

Signal processing circuit

Al1.4.2.2 Selection of active amplifying elements

Several types of discrete devices or ICs are suitable for the active element in preamplifiers: bipolar (BJT)
or field-effect transistor (FET) or an integrated circuit (IC) with an input bipolar, FET or MOSFET
transistor can be used.

The most important parameter of each receiving device is its signal-to-noise ratio (S/N). Because
low-level signals reach the photoreceiver, the noise optimization of a system, i.e. to obtain maximum
S/N is a very important problem [2]. Optimum design of a preamplifier can be obtained by analysis of
particular noise sources in a detector—preamplifier circuit. The equivalent input noise V,,; will be used to
represent all noise sources. A scheme of detector—preamplifier noise circuit is shown in figure A.1.4.5. A
level of equivalent noise at the input of this circuit is determined by the detector noise V,q4, the
background noise V,;,, and the preamplifier noise. The preamplifier noise is represented completely by
the zero impedance voltage generator V,, in series with the input port, and the infinite impedance current
generator I, in parallel with the input. Typically, each of these terms is frequency dependent. For non-
correlated noise components, the equivalent noise at the input of a photodetector—preamplifier circuit is
described by the formula

Vai=Vaa+ Vo + Vi + RS (A1.4.19)

where Ry is the detector resistance.

This single noise source, located at V,, can be substituted for all sources of the system noise. Note
that VIZli is independent of the amplifier gain and its input impedance. Thus, Vﬁi is the most useful index
against which the noise characteristics of various amplifiers and devices can be compared.

—————— 1! Feedback

|
, Detector,! element

ENES
o

Figure A1.4.5. Noise equivalent diagram of a photodetector—preamplifier circuit; R; and C; is the input resistance
and the capacity of a preamplifier, respectively, A is the voltage gain of the preamplifier.
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The first transistor of a preamplifier is a dominant noise contributor of the input noise of signal
processing circuits (figure A1.4.5). The effective contribution of this transistor noise also depends on the
detector impedance. If the transistor of the input stage has a high noise current, it will be a bad choice for
use with a high-resistance (current source) detector. A low-resistance detector operates best with a
preamplifier of low noise voltage.

Figure A1.4.6 shows the dependence of the ratio of preamplifier (or input transistor) noise to
detector thermal noise as a function of detector resistance, for bipolar, JFET, and MOSFET amplifiers,
in a common emitter or common source configuration [3]. It can be noticed that there are some ranges
of detector resistance for which the preamplifier noise is lower than the detector thermal noise. For
any given detector, the values of the thermal noise voltage V, and the resistance Ry are determined by
the detector type (they cannot be changed). However, it is possible to change the parameters V,, and I,
of the designed preamplifier. Thus, minimization of the input noise of the circuit is possible. Changes
in the values V,, and I, are made by choosing adequate elements in the preamplifier circuit. For
low-resistance detectors (from tens () to 1k{}), circuits with bipolar transistors at the input are usually
used as they have low values of V,,. Sometimes, in order to decrease the value of optimal resistance R,
a parallel connection of several active elements or even parallel connection whole amplifiers is
advantageous [4]. Within the range of average detector resistances from 1 k() to 1 M(), the preamplifiers
FET input stages can be used. However, for connection with high-resistance detectors (above 1 M())
especially recommended are the transistors of low I, values. Such requirements fulfil JFET and
MOSFET transistors.

Al1.4.2.3 First stages of photoreceivers

There are two general types of photon detectors without internal gain: photoconductive and junction
devices (photovoltaic ones). These photodetectors are used with many types of preamplifiers. The choice
of circuit configuration for the preamplifier is largely dependent upon the system application. The two
basic preamplifier structures—voltage amplifiers type and transimpedance (current in-voltage out type)
will be discussed. The voltage preamplifiers can be either low impedance or high impedance ones. A
simplified circuit diagram is shown in figure A1.4.7. Bias voltage is supplied by V},. The detector signal is

100 E
Integrated circuits
Discrete MOSFET
~ JFET
10= Amplifier noise
™ equal to detector
- thermal noise
Vi
(7=
F Discrete
B BJT
0.1
E 1 to 100 Hz Bandwidth
—  Temperature = 300 K
0.01

-

100 10k 1™ 100 M 10G
Detector (source) resistance [Q]

Figure A1.4.6. Dependence of the ratio of preamplifier input voltage noise to detector thermal noise, as a function
of detector resistance. Reproduced from [3].
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Figure A1.4.7. A simple circuit of voltage mode preamplifier.

developed as a voltage drop across Ry,. The variable resistance component of the detector Ry is
represented by the incremental resistance ARy. The load resistance Ry provides a bias path for the
amplifier input.

The simplest preamplifier structure is the low input impedance voltage preamplifier. This design is
usually implemented using a bipolar transistor. Either common emitter or grounded emitter input stages
may be designed with a reasonably low input impedance. In the low input impedance preamplifiers, the
signal source is loaded with a low impedance (e.g. 50 {2) input stage. The time constant of the temporal
response is determined by the combined load resistance and input capacitance of the detector and
preamplifier and this determines the detection bandwidth. Preamplifiers of low input resistance can
provide high bandwidth but not very sensitive photoreceiver. Photoreceivers with preamplifiers of low
input resistance are, therefore, usually used when wide transmission band is required.

The high-impedance preamplifier gives a significant improvement in sensitivity over the low-
impedance preamplifier, but it requires considerable electronic frequency equalization to compensate for
its high-frequency roll-off. The preamplifier has problems of limited dynamic range, being casily
saturated at higher input power levels. When a highly sensitive photoreceiver with a low dynamic range
is needed, preamplifier of high input impedance is recommended. However, for this, there is a better
configuration, that we shall now discuss. This is called the transimpedance receiver.

The transimpedance preamplifier finds many applications in optical signals detection. A schematic
of this is shown in figure A1.4.8. In this circuit, Ry is the detector resistance, and it can be a photodiode or
a photoresistor. Depending on detector type and required application, the detector can be biased from
Vi, or connected directly across the input without bias. The current produced by the detector flows
through the resistor Ry located in a feedback loop. The optional potentiometer Ry, is used for setting the
zero value of the output voltage without detector illumination [5]. It can be used for compensation of a
dc level at the output of the circuit resulting from background radiation. Usually, the input bias current

is negligible, so I, = —If.
The voltage at the preamplifier output is given by the formula
R
Vo=— R—fvb = — IRy (A1.4.20)
d

proper for low frequencies. The great advantage of this configuration is that the preamplifier gives low
noise performance without the severe limitation on bandwidth imposed by high input impedance
preamplifier. The bandwidth is much higher because the effective load resistance is very low, and has
value R¢/(A + 1) where A is the gain of the amplifier at the appropriate frequency. It also provides greater
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Figure A1.4.8. Schematic diagram of transimpedance amplifier.

dynamic range than the high input impedance structure. It is possible to linearly detect and process
optical signals many orders of powers magnitude.

At low frequencies, using a photodiode in unbiased configuration, across the input of
transimpedance preamplifier, avoids the noise and dc offset problems that dark current might
otherwise cause (non-inverting input is on the ground). In this configuration, there is the small price of
increased photodiode capacitance, which would be far more serious at high frequencies. For InGaAs
photodiodes can have substantially lower quantum efficiencies if unbiased (due to much thinner
depletion region) although the benefit to avoid dark current can be more useful here.

The effective input impedance R; at the amplifier input as a result of the effects of the feedback
circuit is given simply by

R——fR R
AN+ A

where A(f) is the frequency-dependent gain of the preamplifier. As this input impedance is effectively in
parallel with the capacitance (Cq+ C;), the 3dB breakpoint f_34p in the frequency response is given by

LAY
27Ri(Cq + Cj)  27R{(Cq + Cj)’

If A(f) is described in terms of gain—bandwidth product A(f)Af (or GBP) such that GBP = AfA(f), then

GBP/f-34p
27Ri(Cq + Cj)

(A1.4.21)

foagp = (A1.4.22)

f-3dB = (A1.4.23)

therefore
f-3a8 = [GBP/27R{(Cq + Ci)]'/>. (A1.4.24)

A practical problem with many transimpedance designs is to achieve a sufficiency high open-loop
gain product, to keep the f_3 4p value high, yet still maintain a sufficiently low open-loop phase shift to
maintain stability. It often proves necessary, in practice, to use a value of Ry, other than desired on low-
noise grounds in order to achieve the necessary f_34g. This gives rise to the widely held belief that
transimpedance designs are inherently noisier than high impedance input design. However, this belief is
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not valid with good high-gain bandwidth designs. Secondly, even with sub-optimum amplifier design,
achieving poorer gain bandwidth, it is always possible to perform an engineering compromise, by
choosing a high value of Ry, to maintain low-noise, and use small amount of equalization after the
transimpedance amplifier to compensate for the resulting roll off.

The preamplifiers described earlier are used with semiconductor detectors. Now, we would like to
present exemplary preamplifiers to the photomultiplier tubes.

The operating principles, construction and characteristics of a photomultiplier are given in section
B2. Now, we would like to analyse matching the preamplifier to the photomultiplier. Different pulse
processing techniques are typically employed, depending on whether the arrival time or the amplitude
(energy) of the detected event must be measured. Three basic types of preamplifiers are available: the
current-sensitive preamplifier, the parasitic-capacitance preamplifier, and the charge-sensitive
preamplifier. The simplified schematic of the current-sensitive preamplifier is shown in figure A1.4.9.
The R = 50 Q) input impedance of the current-sensitive preamplifier provides proper termination of the
50 ) coaxial cable, and converts the current pulse from the detector to a voltage pulse. The amplitude of
the voltage pulse at the preamplifier output will be

Vo = RI,A (A1.4.25)

where I; is the amplitude of the current pulse from the detector.

For counting applications this signal can be fed to a fast discriminator, the output of which is
recorded by a counter-timer. For timing application, the dominant limitation on timing resolution with
photomultiplier tubes is fluctuation in the transit times of the electrons. This causes a jitter in the arrival
time of the pulse at the detector output. If the detector signals are small enough to require a current-
sensitive preamplifier, the effect of a preamplifier input noise on time resolution must also be considered.
Itis important to choose a current-sensitive preamplifier whose rise time is much faster than detector rise
time. Unfortunately, the faster preamplifier does contribute extra noise, because of the unnecessarily
wide bandwidth. The excess noise will increase the timing jitter. Choosing a preamplifier rise time that is
much slower than the detector rise time reduces the preamplifier noise contribution but causes
degradation in pulse rise time and its amplitude. Consequently, the timing jitter becomes worse. The
optimum choice depends on the rise time and amplitude of the detector signal. Most current-sensitive
preamplifiers designed for timing applications have ac-coupled.

The most effective preamplifier for these detectors is the parasitic-capacitance preamplifier shown
in figure A1.4.10. It has a high input impedance (above 1 M(}).

The parasitic capacitance is presented by the detector and the preamplifier input (typically
10—50 pF). The resulting signal is a voltage pulse having an amplitude proportional to the total charge
in the detector pulse. This type of preamplifier is sensitive to small changes in the parasitic capacitance.
The rise time is equal to the duration of the detector current pulse. A resistor connected in parallel
with the input capacitance causes an exponential decay of the pulse. An amplifier-follower is included

Amplifier

Figure A1.4.9. A simplified schematic of the current-sensitive preamplifier.
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Figure A1.4.10. A simplified diagram of the parasitic-capacitance preamplifier.

as a buffer to drive the low impedance of a coaxial cable at the output. These preamplifiers are highly
recommended for photomultiplier tubes, microchannel plate MPTs, and scintillation detectors.

For most energy spectroscopy applications a charge-sensitive preamplifier is preferred (figure
A1.4.11). This preamplifier integrates the charge on the feedback capacitor. Its gain is not sensitive to a
change in detector capacitance. The output voltage from the preamplifier (V,) and the decay time
constant (7)) are given respectively by

Qd Eq .
—Ya_LBay,
Or &Cy

where Qg is the charge of the detector, Cris the feedback capacitor, E is the energy in MeV of the incident
radiation, ¢ is the charge of an electron, ¢ is the amount of energy (eV) required to produce an electron—
hole pair in the detector, and 10° converts MeV to eV. The resistor R; should be made consistent as much
as possible with the signal energy-rate product and the detector leakage current. The input capacitance
must be much greater than the other sources of capacitance connected to the preamplifier input in order
for the preamplifier sensitivity to be unaffected by external capacitance changes. The stability of the
preamplifier sensitivity is dependent on the stability of the feedback capacitor (Cy is selected for good
temperature stability) and the preamplifier open loop gain. The open loop gain will be very large so that
small changes in the C¢ can be neglected.

The rise time of the output pulse of the preamplifier, in the ideal case, is equal to the charge
collection time of the detector. When detectors with very fast collection times or large capacitances are
used, the preamplifier itself may limit the rise time of V.

VO [mV] and ’Tf:Rfo (A1.4.26)

Cs
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Figure A1.4.11. A simplified diagram of the charge-sensitive preamplifier.
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Al.4.2.4 Photon-counting techniques

Photomultiplier tubes are also used in photon counting. Photon-counting is one effective way to use a
photomultiplier tube for measuring very low light (e.g. astronomical photometry and fluorescence
spectroscopy). A number of photons enter the photomultiplier tube and create an output pulse signal
(figure A1.4.12(a)). The actual output pulse obtained by the measurement circuit is a dc with fluctuation
(figure A1.4.12(b)).

When the light intensity becomes so low that the incident photons are separated as shown in figure
A1.4.12(c), this condition is called a single photon event. The number of output pulses is in direct
proportion to the amount of incident light and this pulse counting method is advantageous for signal-
to-noise ratio and stability over the dc method averaging all the pulses. This counting technique is called
the photon-counting method.

Since the photomultiplier tube output contains a variety of noise pulses in addition to signal pulses
representing photoelectrons, simply counting of the pulses, without some form of noise elimination, will
not result in an accurate measurement. The most effective approach to noise elimination is to investigate
the height of the output pulses. Figure A1.4.13 shows the output pulse and discriminator level.

A typical pulse height distribution (PHD) of the output of the photomultiplier tubes is shown in
figure A1.4.14. In this PHD method, the low level discrimination (LLD) is set at the valley and the upper
level discrimination (ULD) at the foot. Most pulses smaller than the LLD are noises and pulses larger
then ULD result from interference (e.g. cosmic rays). Therefore, by counting the pulses between the
LLD and UPD, accurate light measurements are made possible. In the PHD, H,;, is the mean height of
pulses. It is recommended that the LLD be set at 1/3 of H,,, and the ULD a triple H,,.

In addition, the avalanche photodiodes (APDs) can get output pulses for each detected photon and
thus potentially very high sensitivities, comparable to that of photomultipliers. They are selected based
on having extremely low noise and low bulk dark-current. They are intended for ultra-low light level
application (optical power less than 1 pW) and can be used in either their normal linear mode
(polarization voltage Vi < breakdown voltage Vgr), or as photon counters in the ‘Geiger’ mode
(Vg > Vgr) where a single photoelectron may trigger an avalanche pulse of about 10® carriers.

In the linear mode operation, the APD is well suited for application which requires high sensitivity
and fast response time; for example: laser rangefinders, fast receiver modules, lidar, and ultrasensitive
spectroscopy.

When biased above the breakdown voltage, an avalanche photodiode will normally conduct a large
current. However, if this current is limited to less than the APD’s ‘latching’ current, there is a strong
statistical probability that the current will fluctuate to zero in the multiplication region, and the APD
will then remain in the ‘off” state until an avalanche pulse is triggered by either a bulk or photo-generated
carrier. If the number of bulk carrier generated pulses is low, the APD can therefore, be used to count
individual current pulses from incident photons. The value of the bulk dark current is, therefore, a
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Figure A1.4.12. Pulse signals at the output of a photomultiplier tube.
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Figure A1.4.13. Output pulse and discriminator level.

significant parameter in selecting an APD for photocounting, and can be reduced exponentially
by cooling.

The APDs can be used in the Geiger mode using either ‘passive’ or ‘active’ pulse quenching circuits.

A passive quench takes the current from the diode and passes it through a load resistor and a series
resistor, causing the bias voltage to drop. An active quench uses a transistor to lower the bias voltage.
Passive quench circuits, although simple, limit the rate at which photons can be counted, because time
has to be allowed for the quench and for the return of the voltage to break down before the next photon
arrives. This characteristic time is basically given by RC, where R is the series resistance and C is device
capacitance. Because R must be sufficiently large to trigger the quench, the time is limited by device
capacitance to typically hundreds of nanoseconds, and time resolution is at best about 400 ps.

The simplest, and in many cases a perfectly adequate method of quenching a breakdown pulse, is
through the use of a current-limiting load resistor. An example of such a passive quenching circuit is
shown in figure A1.4.15(a). The load-line of the circuit is shown in figure A1.4.15(b).

To be in the conducting state at Vgg, two conditions must be met:

e the avalanche must have been triggered by either a photoelectron or a bulk-generated electron
entering the avalanche region of the APD, to continue to be in the conducting state, and

e a sufficiently large current, called latching current must be passing through the device so there is
always an electron or hole in the avalanche region.

Signal & noise pulse

Noise pulse

Number of pulses

LD H ULD  Pulse height

Figure A1.4.14. Typical PHD.
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Figure A1.4.15. Passive quenched circuit () and the load-line of the circuit (b).

For the currents (Vg — Vgr)/RL much greater than I, the diode remains conducting. If the
current (Vg — Vpr)/RL is much less than Iy, the diode switches almost immediately to the non-
conducting state. When Ry is large, the photodiode is non-conducting, and the operating point is at
Vr — I4Ry in the non-conducting state. Following an avalanche breakdown, the device recharges to the
voltage Vg — I4Ry with the time constant CR; where C is the total device capacitance including stray
capacitance.

The rise-time is fast (e.g. 5—50ns), decreases as Vg — Vg increases, and is very dependent on the
capacitances of the load resistors, leads, etc. The jitter is typically the same order of magnitude as the
rise-time.

To avoid an excessive dead-time when operating at a large voltage above Vggr, an ‘actively
quenched’ circuit can be used. Active quenching can greatly increase this performance and has become
commercially available over the last few years. Now, recharging can be very rapid through a small load
resistor. Alternatively, the bias voltage can be maintained but the load resistor is replaced by a transistor
that is kept off for a short time after an avalanche, and turned on for a period sufficient to recharge the
photodiode. The response time is limited by the transistor switching rather than an RC circuit and has
been reduced to as low as 50 ns, and the timing of photons can be made with resolution as high as 20 ps.
In this mode, no amplifiers are necessary and single photon detection probabilities of up to
approximately 50% are possible.

Photon-counting is also advantageous where gating coincidence techniques are employed for signal
retrieval. Other applications in which APD operates in this mode are used in: lidar, astronomical
observation, optical fibre test and fault location, optical range finding, ultrasensitive fluorescence, etc.

Al.4.2.5 High-speed photoreceivers

A variety of different applications and measurement techniques have been developed for high-speed
detection. Most of them are described in section B2.5. Here we focus mainly on the speed limitation of
the response of p—i—n junction and Schottky barrier—two types of photodiodes which have the highest
speed response.

In general, in comparison with Schottky barriers, the p—n junction photodiodes indicate some
important advantages. The thermionic emission process in a Schottky barrier is much more efficient
than the diffusion process and therefore for a given built-in voltage, the saturation current in a Schottky
diode is usually several orders of magnitude higher than in the p—n junction. In addition, the built-in
voltage of a Schottky diode is smaller than that of a p—n junction with the same semiconductor.
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However, high-frequency operation of p—n junction photodiodes is limited by the minority-carrier
storage problem. In other words, the minimum time required to dissipate the carriers injected by the
forward bias is dictated by the recombination lifetime. In a Schottky barrier, electrons are injected from
the semiconductor into the metal under forward bias if the semiconductor is n-type. Next they
thermalize very rapidly (=10~ '*s) by carrier—carrier collisions, and this time is negligible compared to
the minority-carrier recombination lifetime.

In p—i—n photodiode an undoped i-region (p~ or n, depending on the method of junction
formation) is sandwiched between p " and n™ regions. Because of the very low density of free carriers in
the i-region and its high resistivity, any applied bias drops entirely across the i-region, which is fully
depleted at zero bias or very low value of reverse bias.

The response speed of p—i—n photodiode is ultimately limited either:

e Dby transit time across i-region;

e or by circuit parameters (RC time constant).

Influence of diffusion time (74) of carriers to the depletion region, which is inherently a relatively
slow process, can be neglected since the generation of carriers occurs mainly in high-field i-region. If the
photodetector is not fully depleted, this time is taken for collection of carriers generated outside the
depletion layer. Carrier diffusion may result in a tail (a deviation between input and output signal) in the
response time characteristics.

The transit time of the p—i—n photodiode is shorter than that obtained in a p—n photodiode even
though the depletion region is longer than in the p—n photodiode case due to carriers travel at near their
saturation velocity virtually the entire time they are in the depletion region (in p—n junction the electric
field peaked at the p—n interface and then rapidly diminished).

The transit time of carriers across i-layer depends on its width and the carrier velocity. Usually, even
for moderate reverse biases the carriers drift across the i-layer with saturation velocity. The transit time
can be reduced by reducing the i-layer thickness. The fast photodiode must be thin to minimize the time
that it takes for the photogenerated electrons and holes to traverse the depletion region. A thin
photodiode has high capacitance per unit area and therefore must also be small in diameter to reduce the
RC time constant.

The second component of the response time (¢,) is dependent mainly on the photodetector
capacitance and input resistance of the preamplifier. The detector capacitance is a function of the area
(A), the zero bias junction potential Vj, dielectric constant (gqg), impurity concentrations of acceptors
(N,) and donors (Ny), and the bias voltage (V},). If we assume that the external bias Vj, is large compared
to the V,, and we have p " —n abrupt junction, then the diode has a capacitance given by

A _
Cq= E(2(185801\7(1)‘/%@ 12, (A1.4.27)
In this case, lower RC time constant, and therefore, improved bandwidth can be achieved with the use of
smaller detectors area and higher bias voltage. In practice, junctions are rarely abrupt; however, it still

remains true that the capacitance decreases with increasing reverse bias.
The time constant is given by

TRe =M C=R..C (A1.4.28)

where R, is the series resistance of the photodiode, C is the sum of the photodiode and input preamplifier
capacitances, R, is the equivalent resistance of the photodiode and load resistance.
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The rise time dependent on time constant is described by the formula

tr = 2R, C. (A1.4.29)

The p—i—n photodiode has a ‘controlled’ depletion layer width, which can be tailored to meet the
requirements of photoresponse and bandwidth. A tradeoff is necessary between response speed and
quantum efficiency. For high response speed, the depletion layer width should be small but for high
quantum efficiency (or responsivity) the width should be large.

Increases in bias voltage will usually increase carrier velocities and, therefore, reduce transit times
but result in higher dark current and noise.

The detector response time is of the form

=@+ (A1.4.30)
If we take equation (A1.4.29), the 3 dB cut-off frequency is given by
f-3d8 = 2QmRGC) . (A1.4.31)

Usually, a designer can increase the bandwidth only by using smaller detectors and/or by reducing the
amplifier’s input resistance.

A good figure of merit for comparing sensitivity to high-speed signals of similar photodiodes is the
Response factor X Bandwidth product. Response factor is the photodiode responsivity multiplied by the
impedance seen by the photodiode. Assuming that two photodiodes have single pole high frequency roll-
off, the one with the highest Response factor X Bandwidth product will provide the greatest response to an
ultra fast pulse.

Al.4.2.6 Noise models of first stages of photoreceivers

A noise equivalent circuit of the first stage of a photoreceiver with a voltage type preamplifier is shown in
figure A1.4.16. The signal current generator I, represents the detected signal. Noises in a detector
(photodiode) are represented by three noise generators: In,, is the shot noise originating from a
photocurrent, 1,4 is the shot noise of a dark current, 1, is the shot noise from a background current. If
the input resistance of a preamplifier is high, the value of the load resistance depends on the chosen bias
resistor. The load (bias) resistor Ry affects both the level of the detector signal and its noise. The noise
current generator /I,r is the thermal noise current and excess noise of the load resistance R;. Since the

Figure A1.4.16. Equivalent scheme of photodetector—voltage type preamplifier circuit (Cq is the detector capacity,
R; and C;j are the input resistance and capacitance of the preamplifier, respectively).
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thermal noise of I, is inversely related to the square root of the resistance, so Ry, must be large. For the
lowest noise system, at very low frequency, the detector will be the dominant noise source, but at higher
frequencies amplifier noise becomes increasingly important.

Expression for signal-to-noise ratio at the first stage of a photoreceiver with voltage type
preamplifier results from scheme Al.4.16:

S Ton . (A1.4.32)

12
P+ o+ By + B+ 55 4 (2 )}

The numerator represents the photocurrent and the denominator represents the equivalent input noise
of photodetector—preamplifier circuit. The first three components determine the noise originating
from the photocurrent, the dark current and the background, the fourth component is the current noise
of the preamplifier, the fifth is the thermal noise of the resistance Ry and the last one is the voltage noise
contribution of the preamplifier.

The noise in electrical circuits is often a function of frequency. For high frequencies, the noise
equivalent signal current, I, (oal, 1S given by

AKTAf

2+ V2w(Cy + C,)? (A1.4.33)
L

2 2.2 2
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where V.4 is the voltage noise of the serial resistance, R;.

The input capacitance of the preamplifier, C;, may be considered to lie across the amplifier input on
the photodiode side of the noise generator, V,,. Thus, with this assumption the noise generator, V,,, is not
a true input noise generator as generally understood, as it should normally lie on the input side of all
components (except, possibly, the noise current generator, which would have the same effect whichever
side V,, it were to be connected to). The justification for this approach is firstly, that the amplifier
capacitance is conveniently grouped with Cy4, but secondly it enables V,, to be a ‘white’ noise generator.

Re-writing equation (A1.4.33) we obtain

AKTAf
Ry

L = [Toon + Ing + Iy + 15+ + @ [V2,C + VE(Cq + C)1. (A1.4.34)

There are thus two terms, a white noise term in the first setoff square brackets and a second term
that gives a noise current increasing in proportional to frequency. Although a capacitor does not add
noise, the detector noise voltage (V,4), and preamplifier noise voltage (V,) is increased by the C4 and the
C4q+ C; respectively, as is evident from the coefficient of that term in equation Al.4.34. Analysing
equation A1.4.34, we see that for matching an amplifier to a detector, it is important to minimize the
sum of I, + VZw?(Cq + C;)*.

The sensitivity of an optical receiver is most conveniently expressed in terms of its NEP. This is
defined as the optical power necessary to make the signal current, I,,, equal to the noise current Iy, o¢al, 1€

12 hv

NEP = (22, (A1.4.35)

Many data sheets show the NEP figure for a detector, unfortunately. If we connected a
preamplifier, the performance will often dependent on the amplifier noise source, critically combined
with parasitic features of the photodiode, particularly its capacitance and parallel resistance (equation
(A1.4.33)).
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It is possible to achieve a high value of the signal-to-noise ratio at the first stage of a photoreceiver
when using a voltage type preamplifier by using a high resistance value for Ry, and ensuring low current
noise I, and low voltage noise V,, of the preamplifier. Of course, high resistance value of a Ry causes
narrowing of a photoreceiver bandwidth.

Figure A1.4.17 presents the noise equivalent scheme of the first stage of a photoreceiver using a
transimpedance preamplifier. In this circuit, noise sources of a detector are identical as for the case
shown in figure A1.4.16, where Ry, is the shunt resistance of a detector. Preamplifier noise is represented
by the voltage source V, and the current source I,,. Thermal noises from a feedback resistor are
represented by the current source I,y.

From the arrangement in figure A1.4.17, it can be shown that the equivalent input noise is the
square root of the sum of squares of noise components from: the photocurrent /I, the dark current of a
detector I4, the background current I, thermal noise of the resistor Ry, the current I, and the voltage V,
noise from a preamplifier. Thus, the signal-to-noise ratio is of the form

S_ Ton (A1.4.36)

12
4T, v,
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For high frequencies, the last term of the denominator should contain parallel combination of all
impedances across the input of the preamplifier, e.g. Ry, Rq, (0Cq)~ ", and (wC;y) ™.

In a photoreceiver using transimpedance preamplifier, an identical bandwidth can be obtained by
choosing a feedback resistance Ry much higher than the resistance R = Ry||RLI||R;, which would be
possible in a simpler photoreceiver with a voltage type preamplifier. Thus, comparing formulae
(A1.4.32) and (A1.4.36), it can be noticed that for the same bandwidth the signal-to-noise ratio is higher
for transimpedance preamplifier than for a classic one. In practice, it means that transimpedance
amplifiers can have wider bandwidths yet retain the low noise characteristics of high-impedance
preamplifiers.

In p—n and p—i—n photodiodes, the basic source of noise is shot noise originating from the
photocurrent I, the dark current 14, and the background radiation current /. In these photodetectors,
the thermal noises of detector resistance and noises of active elements of a preamplifier can also play a
significant role.
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Figure A1.4.17. Equivalent scheme of the first stage of a photoreceiver with transimpedance preamplifier.
Reproduced from [6].
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All the preamplifier noises V,, and I, can be substituted for one equivalent current noise:

o
= Aif/ > + V2 |YHdf (A1.4.37)
0

where Y is the input admittance of an amplifier.
As stated earlier, photodiodes can operate with either voltage or transimpedance preamplifiers. For
the equivalent schemes shown in figures A1.4.16 and A1.4.17, the signal-to-noise ratio is of the form:
S I
o= ph 7 (A1.4.38)
20t + Lo+ In)Af + 47 4 2]

The first term represents the shot noise component of the photocurrent, the dark current and the
background, whereas the second term is the thermal noise of load resistance of a photodetector, and
the third term is the preamplifier noise. For the circuit shown in figure A1.4.17, the resistance Ry is the
feedback resistor, Ry.

Let us consider a few special cases. Assuming that the signal current is higher than the dark current,
I4 can be omitted in equation (A1.4.38). This is valid when the dark current is insignificant or if the
received optical power is high. The assumption can also be made that the shot noise significantly exceeds
thermal noise when the optical power has a high level. For low frequency FET transimpedance receivers,
the shot noise limit is usually obtained when the output signal exceeds 50 mV. It means that the term
4kTAf/Ry. can be omitted. If additionally I2 << 2gAf(Ipn + 14), the expression for signal-to-noise ratio
can be simplified to the form

S [ In \"? (m®A\"? (mAEA\'? (AL4.39)

N \2qAf) — \2hcAf) — \2hcAf a
where A is the wavelength of incident radiation, @, is the incident radiation flux (in W), and E, is the
detector’s irradiance. A photoreceiver, the signal-to noise ratio of which is described by formula
(A1.4.39), is limited only by a shot noise. This noise is also called quantum limited one—see equation

(A1.4.12). Unfortunately, it is not always the case that the high optical power reaches a photoreceiver. If
the power of an optical signal is low, the shot noise is negligible in relation to the thermal noise, then

S mg®. [ R\
N 4kTAf)

Al.4.4
N hv ( 0

It is evident that when a photoreceiver is limited by the thermal noise, it is thermally dependent (see
equation (A1.4.13)).

When thermal noise is limited, it can be seen by analysing equation (A1.4.40) that the signal-to-
noise ratio increases directly in proportion to the received optical power. Thus, in the range of a
thermally dependent photoreceiver, small changes, e.g. of path transmission efficiency will cause
significant differences in the signal-to-noise ratio of the received signal. In the quantum limited systems,
an increase in the optical power by Ad, [dB] gives an improvement in the signal-to-noise ratio of only
half the change A®, when expressed in dB.

One way of overcoming the preamplifier noise is to use a detector having a high degree of internal
gain, prior to connection to this device. There are two main types of detector that can be used; the
photomultiplier, which is rather large and inconvenient, and the avalanche photodiode. The main
advantages are apparent at high frequency, when amplifier noise contribution is more troublesome,
because of stray capacitances lowering the impedance across the amplifier input.
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Let us consider the signal-to-noise ratio in the first stage of photoreceiver with an avalanche
photodiode. The high sensitivities of APDs can be obtained due to a phenomenon of avalanche
multiplication, which significantly increases the current signal generated at the output of the detector
and improves the signal-to-noise ratio. Of course it does not influence the noises from the load resistance
and the amplifier noises, but increases the signal as usually only noise originating from the signal
current and dark current (quantum noise) are dominant. Unfortunately, at high gain levels, the random
mechanism of carrier multiplication (M) introduces excess noise, in the form of higher shot noise, which
eventually exceeds the noise level resulting only from primary generation of unequilibrium carriers.

At moderate gain levels, the dominant source of the noise in an avalanche photodiode is the signal
and dark current shot noises, which are multiplied. However, if the signal power is increased by a factor
M?, the noise power increases by a factor M > *. The factor x is typically between 0.3 and 0.5 for silicon
APDs and between 0.7 and 1.0 for germanium and II11-V alloy APDs.

Knowing the total noise, a signal-to-noise ratio can be determined as

S _ MIpn - (A1.4.41)
N {2qu [EonM 24 + I + (I + Lgp)M 2] + %F} .

The numerator of this equation determines the photocurrent and denominator noises. The first term of
the denominator is a shot noise term and the second one represents the thermal noise of load resistance
with a preamplifier noise (F, is the noise factor of preamplifier, Iy, is the bulk leakage current component
of primary dark current, and I is the surface leakage current of a dark current). Shot noise components
except the surface leakage component of the dark current are multiplied, so the photocurrent, current
from a background, and bulk leakage current components of the primary dark current are multiplied.
When M is large, the thermal and amplifier noise term becomes insignificant and the S/R ratio decreases
with increasing M. Therefore an optimum value of the multiplication factor M, exists which maximizes
the S/N ratio.

Figure A1.4.18 presents the typical dependence of signal current, thermal noise, shot noise and total
noise on the avalanche multiplication factor [6]. For low values of multiplication factor, the signal
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Figure A1.4.18. Dependence of signal, thermal noise, shot noise and total noise on avalanche multiplication factor.
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amplitude is usually lower than the total noise amplitude. In this range, thermal noises are dominant at
the low optical input levels usually used with APDs. For high multiplication values, thermal noises
become less important but shot noises are then significant. There is a supply voltage for which a distance
between the line representing the signal and the curve representing the total noise is the largest,
corresponding to when the S/N ratio is maximum. Of course, these parameters will change with
temperature, because the dark current of a photodiode and the avalanche multiplication factor are both
strongly thermally dependent.

Al.4.3 Advanced method of signal detection

Al.4.3.1 Signal averaging

When measuring a small repetitive or steady-state signal in the presence of noise, we can often improve
the results by making a number of measurements and taking their average. Figure A1.4.19 presents a
scheme of signal detection system for steady-state signals with an analogue integrator.

If radiation from both a signal source and the background is incident on a detector surface, the
desired signal will appear with noise at the detector output. It is amplified in a preamplifier and next
reaches the integrator input. Let us assume that before beginning the measurement cycle, the voltages at
inputs of both the differential amplifier of the integrator and the integrator output are all equal to zero.
If a voltage V; appears at the integrator input, a current /; will flow through the resistor R. This current
causes changes the capacitor C, to give a voltage V,(7) at the system output, where:

T
Vo(T) = —%/ Vidt + Vo(0) (A1.4.42)
0

where V,(0) is the initial voltage at the capacitor at t =0 and RC = 7 is the time constant of the
integrator.

The voltage at the system output is inversely proportional to the time constant. In practice, the
capacitor C is short-circuited at the beginning of a measuring cycle by means of the switch K. So, the
second constant term of equation (A1.4.42) can be omitted. Opening the switch K initiates the measuring
cycle, during which the signal integration occurs. If the assumption is taken that there is a constant
voltage of the value v at the system input, then, after a time #, the output voltage will be directly
proportional to the product vz. Thus, the signal-to-noise ratio at the integrator output takes a form

Signal r—-—-——————== 1
source P
¢ Optics Integrated circuit
+ Detector o

/\/\/ Preamplifier
B

Background

C g D/D

Figure A1.4.19. Analogue integrator used to collect detected signal level.
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2\ 12
% _ V(S_t> (A1.4.43)

where S, is the input white noise power density. This equation tells that the signal-to-noise ratio can
increase linearly with the square root of the integration time ¢ (for t << RC).

The integrating process in mathematical form is equal taking a series of measurements and
summing each of the received values. If we make N measurements, each integrated over the period 7, and
then the received results are added, the signal-to-noise ratio is described as

NP 12
S v< ;W> . (A1.4.44)

In this case, signal-to-noise ratio increases proportionally to square root of a number of the performed
measurements (or the total measurement time Nt). Similarly as in equation (A1.4.43), the time constant
of an integrator does not affect the value of a signal-to-noise ratio. In real conditions, the value of the
time constant should be chosen to ensure the desired level of the output signal after an appropriate
integration time ¢ [7].

One disadvantage of the simple integrator is that 1/f noise, electronic offsets, and background light
level charges can all degrade the performance. We shall now describe another signal recovery method
that avoids these problems.

Al.4.3.2 Lock-in amplifier

A lock-in amplifier uses phase-sensitive detection to improve the signal-to-noise ratio in cw experiments.
For phase-sensitive detection, the analogue signal should be modulated at some reference frequency.
This enables the noise component to be filtered out, even when it may initially be many times stronger
than the signal itself. If the detected signal of interest is modulated by a carrier signal of defined phase
and frequency, it is possible to separate this signal from the noise component. This requires the
availability of a low-noise, stable reference frequency w;.r of the same frequency as the carrier signal. In
optical measurements, it is usually achieved by initially modulating a stable light source with this
reference frequency wr. The light transmitted, reflected or scattered from the test sample, now heavily
attenuated but still modulated with w,f, is then measured. Measurement information is provided by the
amplitude of the signal that falls on the detector (figure A1.4.20). The reference signal is connected to the
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Figure A1.4.20. Use of a lock-in amplifier in fluorescence detection.
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lock-in amplifier via the reference input (figure A1.4.21). The first stage of the lock-in amplifier is usually
a programmable ac amplifier which matches the signal amplitude to a suitable level, ensuring it does not
overload (saturate or ‘clip’) the following electronic components.

In the diagram below, the reference signal is a square wave of frequency wr. This might be the
clock output from a function generator. If the sine output from the function generator is used to excite
the experiment, the response might be the signal waveform shown below.

In order to simplify the analysis, we shall assume that the system is noise-free.

The signal at the optical detector is

V4 = Vssin(wt + ¢) + V, (A1.4.45)

where Vg is the signal amplitude and ¢ is the signal phase.

The bandpass filter, centred at w.s, removes all noise frequencies which are outside a defined
bandwidth around w,.s. This is to give some pre-filtering, to stop the following circuits being so easily
overloaded by high levels of noise. The next stage is the phase sensitive demodulator (PSD). Here, the
filtered signal is multiplied by a square wave signal of the same frequency w..r and, ideally, the same
phase as the signal at this point.

The internal reference is

Vi = VL sin(wpt + ¢rer). (A1.4.46)
The output of the PSD is simply the product of two sine waves

Vosd = VsV sin(ot + ¢)sin(wrt + rer)
1 1 (A1.4.47)
= 3 VsV cos [(w —w )t + ¢ — d)ref] - 3 VsV cos [(w + o)t + ¢+ d)ref] .

The PSD output is two ac signals, one at the difference frequency (o — wp) and other at the sum
frequency (w+ wr). The phase difference ¢ between the square wave and the signal is important here. If
both signals are exactly in phase, the resulting output signal reaches a maximum (figure A1.4.22). If this
is not the case, the desired ac component will not be so well detected in the subsequent processes and will
actually give zero output if the phase difference is 90". For this reason, lock-in amplifiers are equipped
with a phase shifter which is used to bring the two signals into phase, either manually or automatically.
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iy
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Reference
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Figure A1.4.21. Schematic diagram of a lock-in amplifier. Reproduced from [8].
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Figure A1.4.22. Signal processing where input signal and reference signal are in phase.

Sometimes these lock-ins are used with the references set 90° apart, or ‘in-phase’ and ‘quadrature’ signals
are obtained. Then the desired signal is the square root of the sum of the squares of in-phase and
quadrature components, and budding is not possible. The resulting signal includes contribution from
the sum and difference frequencies of the two components.

A low pass filter is then used to remove any ac components from the dc signal. The lower the cut-off
frequency of the filter, the better the suppression of the unwanted noise components. However, this also
leads to a longer filter time constant and therefore a longer measurement time. Any changes in optical
signal level that occur faster than the filter time constant can, of course, no longer be observed. The low
pass filter effectively removes any high frequency noise remaining following the demodulator process.
However, if w.r equals wy, the difference frequency component will be a dc signal. In this case, the
filtered PSD output will be

Vou =5 VsVi cosd = dhe. (A14.48)
The dc signal is proportional to the signal amplitude.

The final stage of the lock-in consists of a programmable dc amplifier which further amplifies the
smoothed signal. At the output, the result is ideally a noise-free dc signal whose amplitude is directly
proportional to the strength of ac signal at the lock-in input. A further advantage of the lock-in amplifier
is that it removes ‘1/f” noise components, as only noise at frequencies close to the modulation frequency
is effectively observed after the electronic processing.

In the above considerations, we have assumed that the chopped signal and the reference output
share the same phase. This may not always be the case.

Al.4.3.3 Boxcar detection systems

Phase-sensitive detection systems are used for measurements of steady periodic signals or ones that have
a relatively slow varying level. Frequently, it is desired to measure the amplitude envelope of periodical
signals. For this purpose, various measuring methods can be used. One of these methods is the so-called
‘boxcar’ detection system, which performs synchronous integration (figure A1.4.23). This method allows
measurement of periodical signals of complex shapes, even when the signal amplitude is lower than the
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Figure A1.4.23. Analogue synchronous integration system.

level of the first stage noise of a photoreceiver. To apply this method, two basic conditions must be
fulfilled:

e the measured signal should be periodic and repeatable;

e a trigger signal should be available, which can be used to tell the measurement system when each
signal cycle begins. (This latter signal could be derived using a phase-lock-loop if the periodic signal
is available for a long enough time.)

The detection system consists of a signal source, detector—preamplifier system, switch, integrator
and a control system. The control system includes: a clock, delay circuit and a multivibrator. Pulses
from the clock generator are used to drive simultaneously an optical signal source and a delay circuit in
the signal processor. The output signal from the delay circuit triggers the multivibrator, which is turn
closes a switch. The switch on time of the key switch depends on the pulse duration of the multivibrator.
A semiconductor laser (LD) or electro-luminescence diode (LED) is usually used as the optical source.

We shall assume that the control generator operates at a frequency f = 1/7. The delay time of the
clock pulse controlling initiation of the multivibrator is 3 and the key-switch on time is #,,,, as determined
by the mono-stable multivibrator. The leading edge of each clock pulse starts the light pulse generation.
Figure A1.4.24 shows the temporal variation courses of voltages at critical points of the boxcar detection
system. A signal from the detector output is sent after amplification to an electronic switch and then to
an integrator to average the signal.

The signal V\(f) reaching the integrator is described by the formula

V() = Vp(@) fortgy=t=tq+1tn

Vi) =0 for other r. (A1.4.49)

We shall now calculate the voltage at the output of the integrator. We assume that the voltage at the
integrator output is initially equal to zero and that we make measurements for m periods of an input
waveform. In order to simplify the initial analysis, we shall assume that the system is noise free. For this
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Figure A1.4.24. Control and data waveforms in phase-sensitive detection systems.

assumption, the voltage at the system output is

1 T 1 ta+itm
Vo(tq) = — Em/ Vi()dt = — Rm/ Vp(H)dt (A1.4.50)
0 14

where R and C determine the resistance and the capacitance values of the integrator, respectively. The
minus sign in this equation is present because the voltage signal is applied to an inverting input. If the
time interval is sufficiently small, the signal level will not change significantly between the times, ¢4 and
tq+ ty. Thus, formula (A1.4.50) takes the form

Vy(tg) = —%vmorm. (A1.4.51)

It results from this formula that the voltage value at the output of the integrator V(f) is
directly proportional to the instantaneous value of the voltage at the preamplifier output Vp(#), signal
cycles m, and pulse duration t,,, but is inversely proportional to the time constant of the integrator.
The boxcar detection system exhibits an increase in the amplitude of the output signal in proportion
to the number of measuring cycles m.

The signal-to-noise ratio of the boxcar detection system if a white noise input voltage source is
now considered to be present is given by

S _Vo®

NV mQ2Aftm)' /2. (A1.4.52)

An increase in the signal-to-noise ratio is obtained with a larger number of measuring cycles and longer
time of key switch on, the improvement being in proportion to m.

The above measuring system is called a boxcar detection system, because the samples are added
synchronously with the measuring cycles of a signal, like loading wagons (or boxcars) on a train. Boxcar
detection systems are very effective in recovering information from repetitive signals when the noise
level is quite high. Improvement in the signal-to-noise ratio, obtained due to signal measurement for
m cycles is, of course, at the expense of greater measurement time, being given by mT.
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A drawback of the method is that the integrator is disconnected from the input for most of the time.
A voltage measurement at the photodetector—preamplifier system is performed only during the time
interval t,,/T (i.e. when the key is switched on). So, to measure a pulse shape, we have to repeat the
measurement process up to 7/t,, times for each 4 value. The time required to measure a pulse shape will
be mT?/ty,. The total measurement time can be reduced by increasing the time of a single sampling #,,.
However, it constrains observation of the pulse details.

The boxcar detection system is not efficient because most of the signal power is ignored during the
key switch off. This drawback can be avoided by using a parallel processing scheme, involving a
multiplexed array of boxcar detection systems. To achieve this, an analogue multiplexer can be used to
separate into parallel channels or, more frequently with modern technology, a system with digital
path of signal processing is applied. Many digital oscilloscopes are now equipped with such parallel
averaging schemes.

Al.4.3.4 Coherent detection

So far, we have considered systems that were based on the modulation of the light intensity in a
transmitter and direct detection of this in a photoreceiver. It was not essential for the modulated light
wave to be a coherent wave and its spectrum could be wide. These systems are simple and cheap but they
have constraints on their transmission possibilities. The photoreceivers decoded only the information
connected with the intensity or with the square of the electromagnetic field amplitude whereas
information can be carried also by its phase and frequency. The possible photoreceiver sensitivity results
from the basic noise limits, as the noise of the photodetector, preamplifier, and background.

To improve the signal-to-noise ratio, it would be an advantage to increase the photocurrent at the
detector output. We have already noted that using photoreceivers with APDs had constraints resulting
from additional multiplication noises. To avoid problems with direct detection, coherent detection,
a method of receiving based on interference of two beams of coherent laser radiation, can be used [9—11].
Figure A1.4.25 illustrates the differences between coherent detection and direct detection.

Figure A1.4.25(a) presents a direct detection system. To narrow the received optical bandwidth, we
have applied a filter to limit the spectral range of radiation reaching the detector—figure A1.4.25(b). For
example, optical filters based on the Bragg effect can have 5-nm bandwidth for 1.56 wm wavelengths,
corresponding to a detection band, Af, equal to 600 GHz [12]. This wide bandwidth, of what is a
reasonably narrow optical filter, illustrates that application of an optical filter cannot easily ensure
narrow wavelength selection of a photoreceiver. A widely spaced Fabry—Perot filter can achieve
bandwidth of several hundred MHz, but is costly and difficult to stabilize, so impractical for most
systems. However, the simple addition of a beam-splitter and an additional coherent light source,
a so-called, local oscillator, provides a coherent detection scheme, that can use either heterodyne
and homodyne detection systems (see figure A1.4.25(c)).

Heterodyne detection technique has been commonly used for many years in commercial and
domestic radioreceivers and also for the microwave range of an electromagnetic spectrum. The main
virtues of this method of detection are higher sensitivity, higher and more easily obtained selectivity, plus
the possibility of detection of all types of modulation and easier tuning over wide range [13]. Coherent
optical detection has been developed since 1962, but compact and stable production of this system is
more difficult, and the system is more expensive and troublesome than its radio-technique equivalent.
The basic block diagram of heterodyne optical receiver is shown in figure A1.4.26.

Laser radiation containing information, is after being passed through an input optical filter and
beam splitter, arranged to coherently combine or ‘mix’ with a light beam of a local oscillator at the
detector surface. A beam-splitter can be made in many ways, the simplest being a glass plate with
adequate refraction coefficient. In a general case, a device fulfilling such a role is called a direction
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Figure A1.4.25. Comparison of coherent versus incoherent optical detection.
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coupler, as an analogy to microwave or radio devices. A detector used for signal mixing has to have
a square-law characteristic to detecting electronic field of the light, but this is conveniently typical of
most optical detectors (photodiode, photoconductor, photomultiplier, APD, etc). This signal is next
amplified. An electrical filter of intermediate frequency (IF) extracts the desired difference component of
the signal, which next undergoes a demodulation process. The design and operation principle of the
subsequent electrical detector depends on the nature of the modulation of a signal. The signal from a
load resistance passes through an output filter to a receiver output and by means of a local oscillator
frequency controller it controls a laser. A frequency control loop is used for the local oscillator laser to
maintain a constant frequency difference wp. — ws = wp with the input signal. An indispensable condition
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Figure A1.4.26. Block diagram of heterodyne detection optical receiver.
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102 Detection of optical radiation

for efficient coherent detection is to match the polarisation, and the shape of both waveforms of both
beams to match the profile of the detector surface.

Expression for the signal-to-noise ratio at the heterodyne detection system with APD for P => Pg
is given by

S _ V2RM</PsPL ~ <RiPs>1/2 (A1.4.53)
o 1/2 AfM ’ o
(2aAm2esRpy +478) o
Assuming a photodiode responsivity R; = nq/hv, we have
S xPs (S)
Z_o_T5 _ofZ . (A1.4.54)
N hvAfM* N ) quanta

Figure A1.4.27 shows a comparison of coherent detection sensitivity (solid lines) with the sensitivity
of direct p—i—n photodiode detection (M = 1) for the same values of signal-to-noise ratio. Significant
improvement in sensitivity can be observed for weak signals. Higher sensitivity of a detector ensures
qualitatively better detection as increased information bit rate can permit longer communications links
to be used between each regenerator circuit. In long-distance fibre telecommunications, however, the use
of optical fibre amplifier has taken much of the impetus from development of the coherent receiver,
although the latter still has the unique advantage of highly selective narrowband detection.

In heterodyne detection, the spectrum of laser modulation was shifted into an IF range, so
selectivity of a photoreceiver depends on the bandwidth of the IF amplifier. This is arranged
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Figure A1.4.27. Sensitivity of the coherent photoreceiver (dashed line) and p—i—n photodiode (solid line).
Reproduced from [14].
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electronically, so it can easily be sufficiently narrow. Having narrow IF circuit bandwidth is especially
important for detection of multichannel signals.

In practice, the technique of heterodyne detection is used for construction of Doppler velocimeters
and laser rangefinders and as well as in spectroscopy (particular LIDAR systems). It may yet find
application in more telecommunications systems.

If a signal frequency is equal to the frequency of a local oscillator, the IF frequency equals zero. It is
a special case of coherent detection, so-called, homodyne detection.

In a homodyne detection optical receiver (figure A1.4.28), the incoming laser carrier is again
combined with a reference wave from a local laser on a photodiode surface, but in this case both
frequencies are the same. It does not contain two blocks, filter of IF frequency and demodulator which
were in the heterodyne receiver.

The photodetector current in a homodyne receiver is given by:

Ihom = RM(Ps + Pp) 4+ 2RM(PsPy)"/? cos bp (). (A1.4.55)

The first component is a direct-current component but the second one contains the useful information
regarding the optical signal. The current at the detector output increases with increase in local oscillator
power and with the optical receiver responsivity.

If the local oscillator power is high, the shot noise originating from a signal current, thermal noise
and dark-current noise can be omitted. For amplitude modulation we have

s (QRiM(PsP1)"/*)*Ry. _2RiPs _ 2nPs
N (QqAM2+RiPy + 4kTAfF/RLRL  gAfM*  hvAfM*’

(A1.4.56)

As can be seen, the signal-to-noise ratio for homodyne detection is twice as high as heterodyne
detection. This is basically because the homodyne detector allows direct addition or subtraction of the
electrical fields, depending on whether the signal and local oscillator are in phase or 180° out of phase.
With heterodyne detection, the relative phases change linearly with time, and mixing of signals is not
effective when signals have 90 or 270° phase difference.

As it results from equation A1.4.55, homodyne detection derives the baseband modulation signal
carrying the information directly. Thus, further electronic demodulation is not required.
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Figure A1.4.28. Block diagram of homodyne detection optical receiver.
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Homodyne receivers are used in the most sensitive coherent systems. In practice, construction of
such receivers is difficult because

e the local oscillator must be locked to keep a constant zero phase difference to the incoming optical
signal, and this requires excellent spectral purity;

e power fluctuation of the local laser must be eliminated.

Constant difference of both laser phases can be achieved using an optical phase-locked loop.

The requirements for spectrum purity are less critical in the diversity systems [10, 12] in which the
cosine component current expressed by equation A1.4.55 and also the quadrature current component
proportional to sin ¢yt are produced. A sum of vectors of these currents makes it possible to avoid
influence of ¢, phase change, but as with the heterodyne system, the SNR suffers when phases are not
identical.

It has been assumed that the local laser has no amplitude noise. In practice this type of noise is often
the limiting factor, because the local laser power is strong compared with signal component 2(PgP;)">.
If detecting these output waves by means of photodiodes gives the corresponding currents

I o< a*Ps + b>PyL + 2ab(PsPy)"/? cos[wst — wpt + ¢s(t) — ¢L(1) + 7/2] (A1.4.57)

I, o< b2Pg + a*Py — 2ab(PsPy)"/? cos[wst — wpt + ¢s(r) — ¢p(r) + 7/2]. (A1.4.58)

This noise is contained in the terms b>P; and a’P, respectively. If we assume a symmetrical
beam combiner (a =b), and the currents I; and I, are subtracted, then the terms containing
Pg and Py, cancel out, and so do their amplitude fluctuations. Due to the opposite sign of the third
term in equations (A1.4.57) and (A1.4.58), the output signal from the subtractor is doubled. Using
the two outputs in this way produces a balanced mixing receiver, using a beam splitter or fibre
coupler (figure A1.4.29).

In order to make the interference of the signal wave and the local oscillator wave that is received
more efficient, their polarization states must coincide. Due to random vibration in the fibre and
temperature changes, mechanical strain in the fibre introduces birefringence, which changes with time.
As a consequence, the polarization state of the signal received changes randomly.

The problems caused by a polarization mismatch can be overcome in the following ways by:

e using a polarization state controller;

e polarization scrambling (the polarization state is deliberately changed at the transmitting end);

Fiber coupler
R . ,

N ]

Figure A1.4.29. Balanced mixing receiver with fibre coupler and series connection of the photodiodes.
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e use of polarization-maintaining fibres (this solution is more expensive);

e using polarization diversity (both the local optical wave and signal wave received are split into two
orthogonal polarization states).

Al.4.4 Arrays of detectors and detectors for focal plane arrays

Many materials have been investigated to fabricate photodetectors [15—17]. Figure A1.4.30 shows the
quantum efficiency of some of the detector materials used to fabricate arrays of ultraviolet (UV), visible
and infrared detectors. AlGaN detectors are being developed in the UV region. Silicon p—i—n diodes are
shown with and without antireflection coating. Lead salts (PbS and PbSe) have intermediate quantum
efficiencies, while PtSi Schottky barrier types and quantum well infrared photodetectors (QWIPs) have
low values. InSb can respond from the near UV out to 5.5 pum at 80 K. A suitable detector material for
near-IR (1.0—1.7 wm) spectral range is InGaAs lattice matched to the InP. Various HgCdTe alloys, in
both photovoltaic and photoconductive configurations, cover from 0.7 to over 20 wm. Impurity-doped
(Sb, As, and Ga) silicon impurity-blocked conduction (IBC) detectors operating at 10 K have a spectral
response cut-off in the range from 16 to 30 wm. Impurity-doped Ge detectors can extend the response
out to 100-200 pm.

The term FPA refers to an assemblage of individual detector picture elements (‘pixels’) located at
the focal plane of an imaging system. Although the definition could include one-dimensional (‘linear’)
arrays as well as 2D arrays, it is frequently applied to the latter (see figure B8.14(5)). Usually, the optics
part of an optoelectronic images device is limited only to focusing of the image onto the detectors array.
These so-called ‘staring arrays’ are scanned electronically usually using circuits integrated with the
arrays. The architecture of detector-readout assemblies has assumed a number of forms that are
discussed below. The types of readout integrated circuits (ROICs) include the function of pixel
deselecting, antiblooming on each pixel, subframe imaging, output preamplifiers, and may include yet
other functions. Infrared imaging systems which use two-dimensional arrays belong to so-called ‘second
generation’ systems.

Development in detector FPA technology has revolutionized many kinds of imaging in the past 25
years [18]. From v rays to the infrared and even radio waves, the rate at which images can be acquired
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Figure A1.4.30. Quantum efficiency of UV, visible, and infrared detector arrays.
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Figure A1.4.31. Increase in array format size over the past 30 years. Reproduced from [18].

has increased by more than a factor of a million in many cases. Figure A1.4.31 illustrates the trend in
array size over the past 30 years. Imaging FPAs have developed in proportion to the ability of silicon ICs
technology to read and process the array signals, and with ability to display the resulting image. FPAs
have nominally the same growth rate as dynamic random access memory (DRAM) ICs (which have had
a doubling-rate period of approximately 18 months; it is a consequence of Moore’s Law, which predicts
the ability to double transistor integration on each IC about every 18 months) but lag behind in size by
about 5—10 years. ROICs are somewhat analogous to DRAM-only readouts, but require a minimum of
three transistors per pixel, compared to one for each memory cell. Readouts are also analogous in terms
of an emphasis on low noise inputs and generally maximum charge storage capacity. Charge coupled
devices (CCDs) with close to 100 M pixels offer the largest formats. PtSi, InSb and HgCdTe have been
following the pace of DRAM. In the infrared, 4 M pixel arrays are now available for astronomy
applications.

Al.4.4.1 Monolithic arrays

In general, the architectures of FPAs may be classified as monolithic and hybrid. When the detector
material is either silicon or a silicon derivative (e.g. platinum silicide, PtSi), the detector and ROIC can
be built on a single wafer. There are a few obvious advantages to this structure, principally in the
simplicity and lower cost associated with a directly integrated structure. Common examples of these
FPAs in the visible and near infrared (0.7—1.0 wm) are found in camcorders and digital cameras.
Two generic types of silicon technology provide the bulk of devices in these markets: CCDs and
complementary metal—oxide—semiconductor (CMOS) imagers. CCD technology has achieved the
highest pixel counts or largest formats with numbers approaching 10® (figure A1.4.32). CMOS imagers
are also rapidly moving to large formats and are expected to compete with CCDs for the large format
applications within a few years.

An example CCD array made by Dalsa is illustrated in figure A1.4.33. This array has
approximately 25M pixels, and can operate at 2.5 frames per second with 8 outputs. Although
monolithic structures have been proposed for a wide variety of infrared detector materials over the past
30 years, only a few have been demonstrated. These include PtSi, and more recently PbS, PbTe, and
uncooled microbolometers. Uncooled detector arrays are revolutionizing the infrared imaging
community, by eliminating the need for expensive and high-maintenance coolers that are required by
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Figure A1.4.32. Imaging array formats compared with the complexity of microprocessor technology as indicated
by transistor count. The timeline design rule of MOS/CMOS features is shown at the bottom. Reproduced
from [18].

traditional infrared detectors. At present they can be built in formats as large as 480 X 640 array with
25 X 25 pm? pixels.

CCD technology is very mature in respect to both the fabrication yield and the attainment of
near-theoretical sensitivity. Figure A1.4.34 shows the schematic circuit for a typical CCD imager.
The monolithic array is based on a metal—insulator—semiconductor (MIS) structure. Incident radiation
generates eclectron—hole pairs in the depletion region of the MIS structure. The photogenerated
carriers are first integrated in an electronic well at the pixel and subsequently transferred to slow and
fast CCD shift registers. At the end of the CCD register, a charge carrying information on the received
signal can be readout and converted into a useful signal. More information about CCD operation can be
found in section B2.

Figure A1.4.33. Silicon CCD visible array with 5040 x 5040 pixels. Pixel size is 12 X 12 wm>. The chip size is
60 x 60 mm>. Quantum efficiency is >20% at 900 nm. Reproduced from [19].
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Figure A1.4.34. Architecture of typical CCD image. Reproduced from [20].

At present, the following readout techniques are used in CCD devices:

e floating diffusion amplifier in each pixel;
e system with correlated double sampling (CDS);

e floating gate amplifier.

The floating diffusion amplifier, a typical CCD output preamplifier, can be implemented in each
unit cell as shown in dotted box in figure A1.4.35. The unit cell consists of three transistors and the
detector. Photocurrent is integrated onto the stray capacitance, which is the combined capacitance
presented by the gate of the source follower T2, the interconnection, and the detector capacitance.
The capacitance is reset to the voltage level Vi by supplying the reset clock (Pr) between successive
integration frames. Integration of the signal charge makes the potential of the source follower input
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Figure A1.4.35. Unit cell with floating diffusion amplifier. Reproduced from [10].
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node lower. The source follower is active only when the transistor T3 is clocked. The drain current of
the source follower T2 flows through the enable transistor T3 and load resistor outside the array.

Figure A1.4.36 shows a preamplifier, in this example the source follower per detector (SFD), the
output of which is connected to a clamp circuit. The output signal is initially sampled across the clamp
capacitor during the onset of photon integration (after the detector is reset). The action of the clamp
switch and capacitor subtracts any initial offset voltage from the output waveform. Because the initial
sample is made before significant photon charge has been integrated, by charging the capacitor, the final
integrated photon signal swing is unaltered. However, any offset voltage or drift present at the beginning
of integration is, by the action of the circuit, subtracted from the final value. This process of sampling
each pixel twice, once at the beginning of the frame and again at the end, and providing the difference is
called CDS.

The value of the initial CDS sample represents dc offsets, low frequency drift and 1/f noise, and
high-frequency noise; this initial value is subtracted from the final value, which also includes dc offset,
low-frequency drift, and high-frequency noise. Since the two samples occur within a short period of
time, the dc and lower-frequency drift components of each sample do not change significantly; hence,
these terms cancel in the subtraction process.

The floating gate amplifier configuration is shown in figure A1.4.37. It consists of two MOSFET
transistors, the source follower T2 and the zeroing transistor T1. The floating gate (reading gate) is in the
same row as the CCD transfer gates. If a moving charge is under the gate, it causes a change in the gate
potential of the transistor of the gate T2. At the preamplifier output, a voltage signal appears. This
manner of readout does not cause degradation or decay of a moving charge hence the charge can be
detected at many places. An amplifier, in which the same charge is sampled with several floating gates is
called a floating diffusion amplifier.

The configuration of CCD devices requires specialized processing, unlike CMOS imagers which can
be built on fabrication lines designed for commercial microprocessors. CMOS have the advantage that
existing foundries intended for application specific integrated circuits (ASICs), can be readily used by
adapting their design rules. Design rules of 0.18 wm are in production, with pre-production runs of
0.13 wm design rules already underway. As a result of such fine design rules, more functionality has been
put into the unit cells of multiplexers and smaller unit cells, leading to large array sizes. Figure A1.4.32
shows the timelines for minimum circuit features and the resulting CCD, IR FPA and CMOS visible
imager sizes with respect to imaging pixels. Along the horizontal axis is also a scale depicting the general
availability of various MOS and CMOS processes. The ongoing migration to even finer lithographies
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Figure A1.4.36. CDS circuit. Reproduced after [3].
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Figure A1.4.37. Floating gain amplifier circuit. Reproduced after [21].

will thus enable the rapid development of CMOS-based imagers having even higher resolution, better
image quality, higher levels of integration and lower overall imaging system cost than CCD-based
solutions. At present, CMOS having minimum features of <0.5 wm is also enabling monolithic visible
CMOS imagers, because the denser photolithography allows low-noise signal extraction and high
performance detection with the optical fill factor within each pixel. The silicon wafer production
infrastructure which has put personal computers into many homes is now enabling CMOS-based
imaging in consumer products such as digital still and video cameras.

A typical CMOS multiplexer architecture (figure A1.4.38) consists of fast (column) and slow (row)
shift registers at the edges of the active area, and pixels are addressed one by one through the selection of
a slow register, while the fast register scans through a column, and so on. Each photodiode is connected
in parallel to a storage capacitor located in the unit cell. A column of diodes and storage capacitors is
selected one at a time by a digital horizontal scan register and a row bus is selected by the vertical scan
register. Therefore, each pixel can be individually addressed.

CMOS-based imagers use active or passive pixels [22—24] as shown, in simplified form, in figure
A1.4.39. In comparison with passive pixel sensors (PPSs), active pixel sensors (APSs) apart from read
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Pixel = Detector + Switch Pixel = Detector + Amplifier + Switch
(a) (b)
Figure A1.4.39. Passive (a) and active (b) pixel sensor. Reproduced from [22].

functions exploit some form of amplification at each pixel. PPSs have simple pixels consisting of as few
as two components (a photodiode and a MOSFET switch). As a result, circuit overhead is low and the
optical collection efficiency (fill factor (FF)) is high even for monolithic devices. A large optical FF of up
to 80% maximizes signal selection and minimizes fabrication cost by obviating the need for microlenses.
Microlenses, typically used in CCD and CMOS APS imagers for visible application, concentrate the
incoming light into the photosensitive region when they are accurately deposited over each pixel (figure
A1.4.40). When the FF is low and microlenses are not used, the light falling elsewhere is either lost or, in
some cases, creates artefacts in the imagery by generating electrical currents in the active circuitry.

APSs incorporate transistors in each pixel to convert the photogenerated charge to a voltage,
amplify the signal voltage and reduce noise. Adding these components, however, reduces the FF of
monolithic imagers to about 30—50% in 0.5 um processes at a 5—6 pum pixel pitch or in 0.25um
processes at a 3.3—4.0 wm pixel pitch [22].

Al.4.4.2 Hybrid arrays

Ultraviolet and infrared imagers are most commonly built with a hybrid structure. Visible hybrids have
also been built for specific applications. Hybrid FPAs detectors and multiplexers are fabricated on
different substrates and mated with each other by flip-chip bonding or loophole interconnection (figure
BS8.17). In this case, we can optimize the detector material and multiplexer independently. Indium bump
bonding of readout electronics, first demonstrated in the mid-1970s, provides for multiplexing the
signals from thousands of pixels onto a few output lines, greatly simplifying the interface between the
sensor and the system electronics.

Key to the development of ROICs has been the evolution in input preamplifier technology. This
evolution has been driven by increased performance requirements and silicon processing technology
improvements. A brief discussion of the various circuits is given below.
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Figure A1.4.40. Micrograph and cross-sectional drawing of microlensed hybrid FPAs. Reproduced from [22].
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The direct injection (DI) circuit was one of the first integrated readout preamplifiers and has been
used as an input to CCDs and visible imagers for many years. This readout configuration requires the
area at the unit cell (<20 X 20 wm) to be minimized. Photon current in DI circuits is injected, via the
source of the input transistor, onto an integration capacitor (figure A1.4.41). As the photon current
(figure A1.4.41(b)) charges the capacitor throughout the frame a simple charge integration takes place.
Next a multiplexer reads out the final value and the capacitor voltage is reset prior to the beginning of
the frame. To reduce detector noise, it is important that a uniform, near-zero-voltage bias be maintained
across all the detectors.

Feedback enhanced direct injection (FEDI) is similar to direct injection except that inverting
amplifier is provided between the detector node and the input MOSFET gate (figure Al1.4.41 dashed
line). The inverting gain provides feedback to yield better control over the detector bias at different
photocurrent levels. It can maintain a constant detector bias at medium and high backgrounds. The
amplifier reduces the input impedance of the DI and, therefore, increases the injection efficiency and
bandwidth. The minimum operating photon flux range of the FEDI is an order of magnitude below that
of the DI, thus the response is linear over a larger range than the DI circuit.

The combined source follower/detector (SFD) unit cell is shown in figure A1.4.42. The unit cell
consists of an integration capacitance, a reset transistor (T1) operated as a switch, the source-follower
transistor (T2), and selection transistor (T3). The integration capacitance may just be the detector
capacitance and transistor T2 input capacitance. The integration capacitance is reset to a reference
voltage (Vr) by pulsing the reset transistor. The photocurrent is then integrated on the capacitance
during the integration period. The ramping input voltage of the SFD is buffered by the source follower
and then multiplexed, via the T3 switch, to a common bus prior to the video output buffer. After the
multiplexer read cycle, the input node is reset and the integration cycle begins again. The switch must
have very low current leakage characteristics when in the open state, or this will add to the photocurrent
signal. The dynamic range of the SFD is limited by the current voltage characteristics of the detector.
As the signal is integrated, the detector bias changes with time and incident light level. The SFD has low
noise for low bandwidth applications such as astronomy and still has acceptable signal-to-noise at very
low backgrounds (e.g. a few photons per pixel per 100 ms). It is nonlinear at medium and high
backgrounds, resulting in a limited dynamic range. The gain is set by the detector responsivity and the
combined detector plus source—follower—input capacitance. The major noise sources are the k7C noise
(resulting from resetting the detector), MOSFET channel thermal and MOSFET 1/f noise.

The capacitor—feedback transimpedance amplifier (CTIA) is a reset integrator and addresses broad
range of detector interface and performance requirements across many applications. The CTIA consists
of an inverting amplifier with a gain of A, the integration capacitance Cy placed in a feedback loop, and
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Figure A1.4.41. Direct injection readout circuit. Reproduced from [25].
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Figure A1.4.42. Schematic of source-follower per detector unit cell.

the reset switch K (figure A1.4.43). The photoelectron charge causes a slight change in a voltage at the
inverting input node of an amplifier. The amplifier responds with a sharp reduction in output voltage. As
the detector current accumulates over the ‘frame time’, uniform illumination results in a linear ramp at
the output. At the end of integration, the output voltage is sampled and multiplexed to the output bus.
Since the input impedance of the amplifier is low, the integration capacitance can be made extremely
small, yielding low noise performance. The feedback, or integration, capacitor sets the gain. The switch
K s cyclically closed to achieve reset. The CTIA provides low input impedance, stable detector bias, high
gain, high frequency response and a high photon current injection efficiency. It has very low noise from
low to high backgrounds.

The resistor load (RL) gate modulation circuit is shown in figure A1.4.44. It was introduced to
extend the SFD performance advantages to high-irradiance backgrounds and dark currents. This circuit
uses the photocurrent to modulate the gate voltage and thereby induce an output current in the
MOSFET. The drain current of the MOSFET transistor accumulates onto an integration capacitor. In
high background irradiance, this circuit provides a design that can reject much of these background
components, as when the background alone is present on the detector, the bias on the detector or the
load resistor can be adjusted to give negligible drain current or integration of a charge. When the signal
is then applied, the transistor drain current increases with photon current and thereby allows some level
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Figure A1.4.43. Schematic of a capacitive transimpedance amplifier unit cell.
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Figure A1.4.44. Resistor load gate modulation (a) and current mirror gate modulation (b).

of background flux rejection. The load resistor is designed such that it has low 1/f noise, excellent
temperature stability, and good cell to cell uniformity.

The current mirror (CM) gate modulation, (figure A1.4.44(b)), extends readouts to very high
background levels. In this current mirror preamplifier, the MOSFET replaces the resistor of the RL
circuit. The photon current flowing into the drain of the first of two closely matched transistors includes
a common gate to source voltage change in both transistors. This results in a similar current in the
second transistor. If the source voltage, Vi and Vg, of the two matched transistors are connected, both
will have the same gate to source voltages which will induce a current in the output transistor identical to
the detector current flowing through the input transistor. In this circuit, the integration current is a linear
function of a detector current. This CM interfaces easily to direct access or CCD multiplexers and has
low area requirements for the unit cell. The CM circuit requires gain and offset corrections for most
applications. The advantages over the RL circuit include its better linearity and absence of a load
resistor.

A wide variety of detector materials has been adapted to the hybrid format. UV, visible, and
infrared arrays most commonly employ a photodiode structure. Photodiodes are preferred to
photoconductors because of their relatively high impedance, which matches directly into the high input
impedance stage of an FET readout circuit and also allows lower power dissipation. Mesa photodiodes
are used in AlIGaN, InSb, and HgCdTe detectors, whereas planar photodiodes are used in Si, PtSi, Ge,
HgCdTe, InGaAs, and InSb detectors. A third photodiode structure—used exclusively with HgCdTe
detectors—is the high-density vertically-integrated photodiode, or loophole photodiode [16].

An alternative hybrid detector for the long wavelength IR region (8—14 wm) is the quantum well
infrared photoconductor (QWIP). These high impedance detectors are built from alternating thin layers
(superlattices) of GaAs and AlGaAs. A distinct feature of n-type QWIPs is that the optical absorption
strength is proportional to the electric-field polarization component of an incident photon in a direction
normal to the plane of the quantum wells. For imaging, it is necessary to couple light uniformly to two-
dimensional arrays of these detectors, so a diffraction grating is incorporated on one side of the detectors
to redirect a normally incident photon into propagation angles more favourable for absorption.

Also extrinsic silicon detectors can form high impedance photoconductors in a hybrid configuration
and be operated out to about 30 wm. Shallow, hydrogen-like impurities, such as phosphorus, antimony,
or arsenic, provide electrons which can be ionized with photon energies in the range of 30—50meV,
depending upon the dopant and concentration used. Arrays of QWIP as well as extrinsic silicon
detectors in a 1024 X 1024 format have been demonstrated [18].

The largest hybrid arrays have been principally built for astronomy where dark currents as low as
0.02 electrons per second are measured at 30 K. The most recent development is the 2 X 2 K format of
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Figure A1.4.45. The three-side buttable arrays can be arranged in 2 X n array configurations to build up large
rectangular formats [26].

InSb (1-5 pm, 25 pm pixels) and HgCdTe (1-3 pm, 18 pm pixels). Individual arrays can be arranged in
groups to give larger format configurations. Two-side buttable 2052 X 2052 arrays can be arranged in a
4104 x 4104 format, as illustrated in figure A1.4.45. The three-side buttable arrays can be arranged
in 2 X n array configurations to build up large rectangular formats [26].

In the infrared spectral region, third generation systems are now being developed. In this class of
detector, two main competitors, HgCdTe photodiodes and QWIPs are considered. Those that provide
enhanced capabilities like larger number of pixels, higher frame rates, better thermal resolution as well as
multicolour functionality and other on-chip functions are considered as third generation IR systems.
Multicolour capabilities are highly desirable for advanced IR systems. Systems that gather data in
separate IR spectral bands can discriminate both absolute temperature and unique signatures of objects
in the scene. By providing this new dimension of contrast, multiband detection also offers advanced
colour processing algorithms to further improve sensitivity compared to that of single-colour devices.

Two-colour array capability is based upon stacking materials with different spectral responses on
top of each other. The shorter wavelength flux is absorbed in the first layer, which then transmits the
longer wavelength flux through the second layer. One such structure—a HgCdTe two-colour device,
with two indium bumps per pixel—is illustrated in figure A1.4.46.

Two-colour QWIP detector structures have also been built [27]. For example, figure A1.4.47 shows
the excellent imagery in each colour. Note the appearance of the front-held optical filter and the
vertically-held hot soldering iron in the two bands. At present, however, imaging systems using two-
colour arrays are in limited use. Some considerations have suggested that three-colour FPAs would be
more generally useful. Recently, a four-colour QWIP FPA has been demonstrated by stacking different
multi-quantum well structures, which are sensitive in 4—5.5, 8.5-10, 10—12, and 13—15.5 pm bands. The
640 x 512 format FPA consists of four 640 X 128 pixel areas which are capable of acquiring images in
these bands.

It should be mentioned that hyperspectral arrays are distinguished from multispectral ones in
typically having a hundred or more bands. HgCdTe, and other detector materials such as silicon and
InSb, have been used in hyperspectral assemblies in the form of two-dimensional arrays with a closely
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Figure A1.4.47. Simultaneous images from 256 X 256 MWIR/LWIR QWIP FPAs. Note appearance of the front-
held filter and the hot soldering iron in the two bands. Reproduced from [28].

Figure A1.4.48. Hyperspectral array with 300 bands made from silicon and HgCdTe together with four wedge

filters. The array has 100 spectral bands in the range from 0.4 to 1.0 wm, and 200 from 1.0 to 2.5 pm. Reproduced
from [18].
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packed layout of rows and columns. A prism, grating, or a ‘wedged’ filter is used to illuminate each row
with a different wavelength. Figure A1.4.48 shows an example of a hyperspectral array.

Al1.4.5 Conclusions

This chapter provides an overview of the important techniques for detection of optical radiation from
the UV, through visible to infrared spectral regions. In the beginning single-point devices are considered,
next direct detector systems and advanced techniques including coherent detection, and finally image
counterparts containing FPAs are considered. The reader should be able to gain a good understanding
of the similarities and contrasts, the strengths and weaknesses of the great number of approaches that
have been developed over a century of effort to improve our ability to sense photons. The emphasis is
always upon the methods of operation and limitations of different techniques. In addition, currently
achieved performance levels are also briefly described.

This chapter offers a rather wide coverage of detection techniques. However, for a full
understanding of the technical content, basic courses in electronic devices and circuits, and the very
fundamentals of semiconductors and noise is a prerequisite.
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Al.5
Propagation along optical fibres and waveguides

John Love

In this Part of the Handbook, an introduction to the description of the transmission of light along
dielectric optical fibres and waveguides is presented in terms of a ray analysis for multimode propagation
and in terms of a modal analysis for single- and few-mode propagation. Whilst the emphasis will be on
fibre propagation, the methods presented here are applicable to any type of waveguide, irrespective of
material composition. To cater for a wider range of backgrounds in optics and electromagnetism, there
is a low-level introduction leading into more advanced topics. Accordingly, some readers may wish to
skip the earlier Sections A1.5.1 and A1.5.2. This Part is relatively self-contained and explanatory, and
referencing to other material has been kept to a minimum.

Al.5.1 Historical perspective

Al.5.1.1 Light propagation

Light, as we know, is what we see and comes in a range of colours or, equivalently, wavelengths or
frequencies that our eyes detect and our brain interpolates. Whatever we are looking at, whether it is this
page or the distant stars, light travels in straight lines from the object to our eyes, regardless of the
wavelength. This phenomenon occurs because light is a form of electromagnetic radiation and its
propagation when considering waves in a uniform dielectric medium, such as air or vacuum, is described
by Maxwell’s equations. Sometimes though, light can play tricks on us, such as the apparently sloping
water level in the swimming pool shown in figure A1.5.1.

While light travels in straight lines, a finite beam of light, whether it comes from a large-aperture
torch or the narrow output face of a micron-size coherent semiconductor laser, tends to spread out with
this effect being the more noticeable over short distances with the torch beam and over longer distances
with the laser. If we combine this spread with the fundamental need for straight-line propagation, it is
easy to see why it is not very convenient to use light in air to transmit information over long distances; it
will not go around corners nor even follow the curvature of the earth. On top of this limitation, rain, fog,
smoke, buildings, topographical features and other obstacles ensure that the beam will be strongly
attenuated because of absorption, reflection and scattering.

These impediments notwithstanding, chains of semaphore repeater stations with large moveable
wooden arms on the tops of towers were built by a number of European countries in the eighteenth
century on the peaks of hills within direct line of sight of one another, i.e. about 20—25 km apart. These
links provided the first purely optical, low-bandwidth, long-distance transmission systems between a
country’s capital and its ports, primarily for military and administrative applications.
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Figure A1.5.1. Swimming pool with an apparently sloping water surface.

Al.5.1.2 Light pipes

However, to provide an optical transmission system with higher bandwidth, a more effective medium
was needed that was able to steer light flexibly to its destination and to insulate it from deleterious
environmental effects. Following the invention of the laser in the 1950s, early attempts in the 1960s to
solve this problem were based on the use of a long, evacuated light pipe, wherein a series of lenses inside
the tube periodically refocused the slowly diverging output beam from a laser located at the beginning of
the pipe, as shown schematically in figure A1.5.2. The lenses could also be used to steer the beam along
new directions to follow the local topography.

Whilst this technology offered a high bandwidth and very low attenuation because light
propagation would be predominantly in vacuum, the scheme relied on the maintenance of a good
alignment over long distances, regardless of whether the pipe is supported above ground or buried
beneath it. This presented a significant challenge because of ground movement due to natural and man-
made phenomena. This made it clear that a more flexible and less environmentally sensitive optical guide
would be preferable.

Al.5.1.3 Optical fibres

Optical fibres have been known since glass was first discovered several thousands years ago, simply as a
consequence of pulling on a piece of heat-softened glass, something that most of us have probably tried
in a laboratory at school or university. However, any thoughts on the use of glass fibres for transmitting

XP<PX

Figure A1.5.2. Schematic of a longitudinal section of a light pipe.

© 2006 by Taylor & Francis Group, LLC



Historical perspective 121

light for information purposes had to wait until the twentieth century and the development of suitable
light sources.

The potential for guiding light along a purely dielectric optical waveguide was first demonstrated in
public in 1841 by Professor Daniel Colladon at the University of Geneva in Switzerland [1]. Colladon
used a jet of water emerging from the side of a barrel and illuminated the jet by focusing sunlight onto it.
The water has a higher refractive index of 1.33 compared to the surrounding air with an index of 1.0.
Because Snell’s laws predict total internal reflection of light from the water-air boundary, the relative
indices ensure the sunlight is guided along the water jet. The jet of water curves downwards because of
gravity and the strong confining property of the jet determines that much of the light follows its curved
path. Using more modern light sources, such as a coloured diode, enhances the appearance of the effect.
We now know that Colladon’s experiment is equivalent to light propagation along a highly multimode,
bent optical waveguide with water as the core and air as the cladding.

Glass fibres were developed spasmodically over the next 100 years more as a curiosity than a
technology solution. The first serious application of glass fibres to light transmission was motivated
through medicine leading to the development of the endoscope in the 1950s with achievable transmission
over one or two metres through a dense bundle of very thin fibres. However, there were two existing
limitations that inhibited the use of the endoscope fibres for long-distance communications. Firstly,
early fibres were single material and because light is distributed over the entire cross-section of the
material, it was susceptible to transmission loss wherever the single material touched external supports.
Secondly, the glass was very impure and therefore strongly absorbed and scattered light over the longer
distances. One can get an idea of the degree of light absorption by looking through a sheet of window
glass sideways, as illustrated in figure A1.5.3. Even a very low level of impurities in the glass, of the order
of parts per million, results in a very high extinction level for the propagating light after only a few
metres.

The transition from Colladon’s water jet to a modern long-distance, low-loss optical
communications system relied on (a) the development of two-layer, high-low-index glass optical fibres
that not only transmit light but also confine it to within the central glass core well away from the outer
surface and, more importantly, (b) the development of techniques for fabricating fibres with extremely
low light loss from very pure materials.

Figure A1.5.3. Top and side views of a sheet of ordinary window glass.

© 2006 by Taylor & Francis Group, LLC



122 Propagation along optical fibres and waveguides

The first limitation was overcome by using the now-standard core-plus-cladding fibre to locate the
propagating light around the fibre axis and isolate it from the fibre coating and other external influences.
The second problem required the development of new fabrication techniques to produce the very pure
silica-based glasses required for low-loss fibres. These goals were enshrined by the classic paper of Kao
and Hockham [2], published in 1966, and generally regarded as the catalyst for the ensuing optical
telecommunications revolution.

The first such fibres that appeared in the 1960s were multimode and it was not until the 1970s
that the goal of low-loss, single-mode fibres and cables with much higher bandwidths than multimode
fibres was realized. Contemporary fibre cables for terrestrial and submarine applications are shown in
figure A1.5.4.

Al.5.1.4 Scope

In this Part of the Handbook we develop the analysis of propagation along optical fibres and other
waveguiding structures to produce a basic description of light transmission. The practical development
of fibres was paralleled by major theoretical developments. In the 1960s and early 1970s, much effort was
extended to producing increasingly sophisticated ray-tracing and local plane-wave techniques that could
adequately describe and quantify propagation and loss mechanisms in multimode fibres. Ray tracing is
an accurate technique for multimode fibres because the relatively large core ensures that diffraction
effects associated with the relatively short but finite wavelengths used in communications are extremely
small compared to the light-guiding effect based on the variation in the transverse refractive-index
profile. Conversely, the small core size associated with single-mode fibres requires a full electromagnetic
analysis of propagation because diffraction effects become comparable with the confining effect of the
profile (see section 10.2 of Ref. [3]).

The early ray-tracing and electromagnetic analyses of fibres concentrated predominantly on
analytical solutions of the governing ray-tracing and Maxwell equations because of the limited
capability of early computers. Initially, these solutions necessarily relied on refractive-index profiles,
together with fibre and waveguide cross-sectional geometries, for which analytical solutions of these
equations were available in terms of simple or special mathematical functions. Commercial software
routines were available for the quantification of some of these special functions, otherwise home-based
software had to be developed.

Over the last 20 years, this situation has been almost completely reversed with the ready availability
of commercially developed software, particularly that for determining ray tracing and electromagnetic
propagation for a wide range of fibre and waveguide profiles and geometries. It is fair to say that this

Figure A1.5.4. Terrestrial (left) and deep-ocean submarine (right) single-mode fibre cables used in long-distance
optical communications systems.
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evolution has considerably simplified the development and understanding of specialized fibre and
waveguide designs, such as holey fibres and photonic bandgap waveguides, by moving the emphasis to
the exploitation of physical phenomena for light guidance rather than being limited by the shortcomings
of analytical and numerical techniques.

A1.5.2 Light propagation, plane waves and rays

Before launching into the different descriptions of light propagation and guidance along fibres and
waveguides, it is helpful and insightful to examine the propagation of electromagnetic plane waves in
free space as a precursor to their development into rays and modes. Light rays, whether propagating in
straight lines or along curved trajectories, are formally the solution of Maxwell’s equations in the limit of
zero wavelength, but for practical purposes can be thought of as local plane waves propagating with a
small but finite wavelength. This section provides an elementary background to the more advanced
material presented in Sections A1.5.3 and A1.5.5.

Al.5.2.1 Plane waves

Consider an infinite, unbounded medium of uniform, real refractive index n that is loss-less, i.e. non-
absorbing and non-scattering. Introduce the triad of Cartesian axes O-xyz, shown in figure A1.5.5, such
that the z-axis defines the direction of propagation.

Assume an artificial, infinitely extended monochromatic (single-frequency) uniform light source in
the x—y plane with angular frequency w or, equivalently, wavelength A = 27¢/w, where ¢ is the speed of
light in vacuum. An electromagnetic plane wave can propagate parallel to the z-axis with vector electric
E and magnetic H fields that are everywhere uniform and have only a sinusoidal dependence on distance
z and time ¢. Accordingly a simple solution of Maxwell’s equations predict that these fields have the
forms:

E(x,y,z,t) = eexplitknz — wt)}; H(x,y,z,t) = hexp{i(knz — wt)} (A1.5.1)

where k = 277/ is the wavenumber, kn is the propagation constant, and e and k are constant orthogonal
vectors. Note that the propagation constant is a continuous function of the source wavelength and
decreases as the wavelength increases.

These fields propagate parallel to the z-direction with a phase velocity vpy, = w/kn = c/n, i.e. the
speed of light in a medium of refractive index n, which is a constant independent of the source wavelength
or frequency, provided the medium itself is not dispersive. The forward direction of propagation
corresponds to the negative sign in the exponent of equation (A1.5.1). Furthermore, the power in the
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plane wave propagates at the group velocity, v, = dw/dk = w/kn = c/n, i.e. identical to the group velocity
for a plane wave.

A plane wave is an unphysical entity because it has constant amplitude everywhere and therefore
the total power propagating in the mode is infinite. Nevertheless, it provides the simplest example of
light propagation in a uniform medium. It will be seen in Section A1.5.3 that the introduction of a core
into the uniform medium model modifies the nature of plane-wave propagation in a constructive
manner.

Al.5.2.2 Polarization

The two constant vectors e and & each have only one non-zero Cartesian field component transverse to
the z-direction of propagation. These components lie in the x—y plane.

Relative to the Cartesian axes, these vectors can be chosen to have either of the following two
orthogonal forms:

e=(e,0,00 h=(0,h0) or e=(0,e0) h=(—h0,0) (A1.5.2)

where e and & are scalar constants. Note that the second choice of components is simply the first choice
rotated 90 degrees about the z-axis. Either of these two solutions consists of electric and magnetic fields
that are orthogonal to the z-direction of propagation and are also orthogonal to one another.
Accordingly they form orthogonal triads as shown in figure A1.5.6.

The direction of the electric field vector E in each case defines the polarization of the plane wave,
i.e. it is either x-polarized or y-polarized, respectively. The description of the plane wave for either
polarization can be thought of as a triad of vectors (E, H, and the z-axis or direction of propagation)
propagating parallel to the z-axis at a speed equal to the phase velocity vpy,.

Al1.5.2.3 Local plane waves, rays and waves

Plane waves are associated with an infinite medium of uniform index 7, and they travel in straight lines
and everywhere have the same eclectromagnetic description. However, if the refractive index of the
medium varies with position so that it is graded, this description is modified. The plane wave can be
replaced by the concept of the local plane wave, which describes propagation in a small region of space in
terms of a wave whose fields, phase and group velocities, and polarization are determined by the local
value and variation of the index.

When propagation is described in terms of ray tracing for the multimode waveguides and fibres in
Section A1.5.5, there is a simple relationship between rays and waves. A ray represents the local
direction of propagation of a plane wave in a uniform medium or a local plane wave in a graded
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Figure A1.5.6. Polarized plane wave electromagnetic fields in the x (a) and y (b) directions.
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medium. Further, the ray direction also determines the direction of local power flow. Although this
propagation description is based on the zero-wavelength limit of Maxwell’s equations, it provides an
accurate description for the relatively short wavelengths encountered in optical communications.

A1.5.3 Electromagnetic propagation in non-uniform dielectric media

Al.5.3.1 Maxwell’s equations and monochromatic sources

Propagation in dielectric media is governed by Maxwell’s equations (a portrait of Maxwell is given in
figure A1.5.7) so that in the absence of currents and charges the equations take the four-dimensional
spatial-temporal forms:

oD

oB
VXE=—; VXH-=
ot ot

(A1.5.3)
where E = E(x,y,z,t) is the vector electric field and H= H(x,y, z,t) is the vector magnetic field. The
temporal dependence is denoted by ¢ and the spatial dependence can be expressed in terms of any
convenient orthogonal coordinate system, e.g. Cartesian coordinates (x,y,z) for slab waveguides,
cylindrical polar coordinates (r, ¢, z) for circular fibres, etc. The magnetic induction vector B and the
displacement vector D are related to the magnetic and electric fields, respectively, by

B=uH; D=¢E=¢gmn’E (Al1.5.4)

where w is the magnetic permeability, € = (x,y, z) is the dielectric constant, and n = n(x,y, z) is the
refractive index distribution. For optical materials, u normally takes its free-space value g, and g is the
free-space dielectric constant. For fibres and waveguides, the refractive index is normally assumed to be
uniform (z-independent) along the fibre or waveguide and is also taken to be independent of the field
amplitude, i.e. ignoring non-linear material effects as well as the source wavelength when ignoring

Figure A1.5.7. James Clerk Maxwell, 1831-1879.
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material dispersion. Material dispersion is addressed in Section A1.5.6.4 and non-uniform, z-dependent
propagation is discussed in Section A1.5.9.3.

Monochromatic sources

In modelling the excitation from lasers or diodes when used as sources for fibres and waveguides, it is
initially assumed that their output is exactly sinusoidal and monochromatic with a fixed wavelength.
Practical sources, however, have an output with a finite but small spectral width. For lasers this width is
typically of the order of a nanometres or less. The effect of this width is of paramount importance when
considering pulse dispersion (see Section A1.5.6).

Accordingly, we ascribe an angular frequency w to the monochromatic source such that each
component of the electromagnetic field is assumed to contain the implicit sinusoidal dependence
exp(—iwt). The choice of sign is arbitrary, but here is taken to be negative for convenience. If A denotes
the corresponding free-space wavelength and k is the free-space wavenumber, then these quantities are
related by the expressions

2 27rc w
k—/\, A= o =% (A1.5.5)
where ¢ is the free-space speed of light (3 x 10°ms™'). Using equations (A1.5.3-A1.5.5), the
monochromatic time dependence enables us to recast Maxwell’s equations so that the spatial
dependence is governed by

1/2
VXE = iopuH = i<@> kH; VXH = iwsyn’E = —i<ﬂ> kn’E (A1.5.6)
&0

Mo
where E = E(x,y,z) and H = H(x, y, z) and implicitly contain the time dependence exp(—iwr).

Al1.5.3.2 Translational invariance, longitudinal and transverse fields

For modelling fibres and waveguides, it is usual to assume that (a) the refractive index profile and the
cross-sectional geometry do not vary with longitudinal distance z and (b) the fibre or waveguide is
straight and essentially infinitely long. In this situation the fibres and waveguides have translational
invariance and hence the z-dependence in Maxwell’s equations becomes separable from the transverse
dependence. Accordingly we may set

E(x,y,2) = e(x,y)e;  H(x,y,z) = h(x,y)e’™ (A1.5.7)

where e(x,y) and h(x,y) are vector expressions that denote the transverse field dependence and the
parameter B in the exponential or phase term is called the propagation constant. The choice of Cartesian
(x,y) coordinates is appropriate for analysing slab waveguides, while polar coordinates (r, ¢) are more
appropriate for fibres.

It is sometimes convenient for analytical and other purposes to split the fields into longitudinal and
transverse components. This is equivalent to decomposing the vector dependences of e and k into
transverse (subscript ‘t’) and longitudinal (subscript ‘z’) components, respectively perpendicular and
parallel to the z-axis, according to

e(x,y) = e(x,y) + e;(x, )z;  h(x,y) = h(x,y) + hy(x, y)2 (A1.5.8)

where e, and h, are vector quantities, e, and A, are scalar quantities, and z is the unit vector parallel to the
fibre axis.
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Al.5.3.3 Power density and flow

For a monochromatic source with a sinusoidal time variation, the power flow density and direction at
any position in space is determined by the time-averaged Poynting vector S

S:%Re(ExH*) (A1.5.9)

where * denotes complex conjugate, x, the vector cross product and Re is the real part. Loss-less
propagation of light in fibres and waveguides is equivalent to the direction of § anywhere in the cross-
section being parallel to the z-axis, i.e. § had only a z-component S,. This property can be readily verified
for the specific examples considered in Section A1.5.4. Finally, the total guided power flow is determined
by integrating S, over the infinite cross-section of the fibre or waveguide.

Al.5.3.4 Boundary conditions

For dielectric fibres and waveguides in the absence of currents, the boundary conditions for any bound
solution of Maxwell’s equations between regions of different index can be stated as follows:

e continuity of all three components of the magnetic field at any interface;

e continuity of the two rangential components of the electric field at any interface;

e continuity of the normal component of the displacement vector at any interface;

e the clectric and magnetic fields decrease exponentially to zero at infinite distance from the fibre or

waveguide axis.

In the case of an interface between one region of uniform index and a second region of varying
index, where the index values are equal on the interface, all six components of the electric and magnetic
fields will be continuous across the interface.

Al1.5.3.5 Electromagnetic normal modes

Starting with an unbounded uniform index medium, consider an infinitely long uniform slab or cylinder
of material of higher but uniform core refractive index n., that is introduced into the infinite medium
parallel to the z-axis. If the surrounding infinite medium is now referred to as the cladding with index
n = ng < ng, then the core and cladding constitute a dielectric slab waveguide or fibre with the step
refractive index profile cross-section shown in figure A1.5.8. Although practical fibres or waveguides
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Figure A1.5.8. Step refractive index profile for a fibre or waveguide.
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normally have more complex geometrical and profile structures in the cross-section, the step profile is
the simplest profile to analyse that is of some practical interest and is used in single-mode
telecommunications fibres such as SMF28.

Propagation along a fibre or waveguide is governed formally by Maxwell’s equations, but some of
the salient physical features can be elucidated by considering propagation of electromagnetic waves
along this structure parallel to the z-axis.

The simple plane-wave description of propagation in the uniform medium discussed in Section
A1.5.2 provides a conceptual base, but is now modified in a number of ways because of the presence of
the waveguide structure.

(a) The uniformity of the structure in the z-direction or translational invariance ensures that waves
propagate with a periodic longitudinal and temporal dependence and therefore a well-defined
phase velocity vpp;

(b) The value of the propagation constant is dependent on both the source wavelength A and the
length parameters of the core geometry and the refractive index values;

(c) The propagation constant is no longer uniquely specified and can take one or more discrete
values for a given set of values of all the above parameters;

(d) The transverse dependence of the electromagnetic field vectors e and k for each discrete value of
the propagation constant is now spatially dependent and varies with position (x, y) in the cross-
section;

(e) The transverse electric and magnetic fields are no longer uniform, but are concentrated within
and close to the core and decrease exponentially to zero at infinite distance from the axis;

(f) The infinite power travelling in the infinite cross-section of the plane wave is replaced by the
finite power propagating along the waveguide in each propagation state;

(g) Each discrete propagation state is known as a bound mode or normal mode and is a solution (or
eigenfunction) of the electromagnetic boundary value problem for Maxwell’s equations for the
waveguide or fibre.

Mechanical analogue

Normal modes are two-dimensional electromagnetic vibrations in the cross-section of the waveguide
or fibre and are analogous to the mechanical vibrations of a flexible membrane fixed along its
periphery, e.g. a drum. Given the source frequency, each electromagnetic vibration state corresponds
to a discrete value of the propagation constant 8. Each value of B corresponds to a normal or bound
mode where its total longitudinal power flow (parallel to the z-axis) is constant and where its
electromagnetic fields decrease exponentially with increasing distance from the z-axis and vanish at
infinity.

The values of B are the discrete solutions of an eigenvalue equation, derived from solutions of
Maxwell’s equations together with appropriate boundary conditions. If the fibre core radius p or the
waveguide cross-section 2p is small enough, typically a few microns for a silica-based fibre or waveguide,
then as will be shown in Sections A1.5.4.4 and A1.5.4.5 there is only one solution for B, i.e. a single-mode
waveguide or fibre.
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Al1.5.3.6 Mode orthogonality, normalization and orthonormal modes

Each bound mode is orthogonal to all other bound modes on a uniform, straight waveguide. This means
that if only one mode is excited, it cannot excite any other modes as it propagates. Mathematically,
orthogonality between the jth and kth bound modes is expressed by the vanishing of the integral of a
triple scalar product of their vector fields over the infinite cross-section of the fibre or waveguide

/ e;Xh -2dA=0 (A1.5.10)

o0

where A is the infinite cross-section, Z is the unit vector parallel to the axis, and * denotes the complex
conjugate.

If we assume that the refractive index profile n(x,y) is independent of field intensity, as is the case for
linear materials, then Maxwell’s equations constitute, in general, a set of coupled linear equations. The
solutions of these equations together with the boundary conditions can only determine the fields for each
mode to within an arbitrary amplitude constant. The value of this constant for each mode is normally
determined from the source of excitation as discussed in Section A1.5.8.3.

For some special applications, such as in tapers, it is useful to be able to specify the value of this
constant in an unambiguous manner independent of the source of excitation. This can be achieved by
using the normalization N of a mode. This scalar quantity

N=/ exh*-2dA (A1.5.11)

o

is defined in terms of the integral over the infinite cross-section of the triple scalar product of the electric
field e, magnetic field £, and the unit vector parallel to the z-axis.

An orthonormal mode is then defined to be a normal mode with electric and magnetic field
amplitudes such that it has unit normalization, i.e. N = 1. If the fields e and & of the bound mode are
replaced by the following quantities

¢ . h= (A1.5.12)

é:N1/25 N2

then substitution into equation (A1.5.11) gives N = 1 and the fields are orthonormal.

Al1.5.3.7 Modal phase and group velocities

The longitudinal and temporal dependence of the fields of a mode is contained in the common phase
factor expli(wt — Bz)]. A constant value of this expression defines a phase front, which is a plane of
constant phase orthogonal to the z-axis. For a constant phase value, z varies linearly with #, the constant
of proportionality being the ratio w/B = v, or the phase velocity of the mode. This is the speed at which
the phase front propagates.

For pulse propagation, the speed with which energy is transmitted by a mode is given by the group
velocity with the standard definition vy, = dw/dp. Since different modes have different values of the
propagation constant B for the same source frequency, it follows that the phase and group velocities will
also differ between modes. The modal group velocity determines pulse dispersion, as discussed in
Section A1.5.6.
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Al1.5.3.8 Propagation constant, effective index and cut-off

For a given refractive index profile, the propagation constant 8 for every bound mode occupies a defined
range of values in terms of the maximum 7., and minimum 7. refractive index values and the source
wavelength. If we assume that the modal phase velocity v,, must lie between the maximum and
minimum values of the speed of light in the cladding and core, i.e. ¢/nq, < vpn < ¢/ng, then on setting
¢ = w/k it follows that

kng < B < kngo (A1.5.13)

where k = 2r/\ is the free-space wavenumber. This result applies to any waveguide independent of the
number of bound modes that can propagate.

Sometimes it is more convenient physically to discuss propagation constant values in terms of an
effective index value. If the effective index nepis defined through the relationship 8 = kn.g, then equation
(A1.5.13) is replaced by

Nel < Heff < Heo (A1.5.14)

In other words, each bound mode has an effective index value that must lie between the minimum
and maximum refractive index values.

When B = kng or, equivalently, nes = ng, @ mode becomes cut off and for B < kng or negr < ng, a
mode is said to be below cut-off.

Al1.5.3.9 Waveguide, fibre and modal parameters

Waveguide and fibres are commonly characterized in terms of a number of standard dimensionless
parameters that combine various basic parameters. In the following definitions, it is assumed that n,
denotes the uniform core index in the case of a step profile or the maximum core index in the case of a
graded profile, and ng denotes the uniform cladding index. The source wavelength is A, k = 277/\ is the
free-space wavenumber and p is the core radius in the case of a circular fibre or the core half-width of a
slab or square-core waveguide. Note that some other definitions assume that p is the full width of a slab
or square-core waveguide.

Relative index difference

The uniform cladding index n and the uniform or maximum core index n, are often combined to define
the relative index difference A
2 2
ng, — NG _ Meo — Nl

A== - (A1.5.15)
co

where the second expression is obtained by factorizing the numerator in the first expression and
assuming that n., ~ ny. This representation is appropriate within the weak guidance approximation
discussed in Section A1.5.4.

Numerical aperture

A measure of the light-capturing capacity of a waveguide or fibre is provided by the numerical aperture
or NA, which is defined by

NA = (12, — n2)'? = ne,2A'? (A1.5.16)

A physical interpretation of numerical aperture is presented in Section A1.5.5.6.
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Waveguide and fibre parameter or frequency

A second parameter V combines all the key parameters of a waveguide or fibre into a single normalized
quantity known as the waveguide or fibre parameter or frequency that can be expressed in a number of
equivalent ways

27p
V:—
A

(n?0 - ngl)l/2 = kp(ngO — ngl)l/2 = kpnco(ZA)l/2 (A1.5.17)
This is an important parameter for its value determines, in particular, whether a fibre or waveguide
is single mode, as discussed in Sections A1.5.4.4 and A1.5.4.5.

Modal parameters

In the examples of modal analyses of waveguides and fibres presented in Sections A1.5.4.4 and A1.5.4.5,
respectively, it is convenient to introduce normalized modal parameters U and W for the core and
cladding of a fibre or waveguide, respectively, which incorporate the propagation constant or
equivalently the effective index according to

U = kp(n?, — BHY? = kpn?, — n2p"% W = kp(B* — n2)'/? = kp(nZ; — n2)"/? (A1.5.18)
It then follows from the definition of V in equation (A1.5.17) that
U?+WwW?=vy? (A1.5.19)

The values of U and W are necessarily discrete for bound modes.

A1.5.3.10 Radiation modes, leaky modes and super-modes

The range of propagation constant values for bound modes satisfies equation (A1.5.14). If B > kn,,
propagation is not possible, but if 8 < kn, it is possible to analyse propagation of the unguided field in
the fibre or waveguide in using one of three different descriptions. These descriptions depend on the
particular physical model employed and whether the cladding is unbounded or finite, but large,
compared to the core size. In each case, the particular method is focused on determining the propagation
characteristics of light within the waveguide that is not guided by the bound modes.

Radiation modes

In the case of a fibre or waveguide with an unbounded cladding, there are no bound modes with
propagation constants in the range 0 < 8 < kng but, instead, a continuum of radiation modes can be
derived, each mode having a continuously varying propagation constant value in this range. These
modes can be used to analyse non-guided propagation in terms of an integration over each radiation
mode and a sum over the integrals for different radiation modes (see chapter 25 of Ref. [4]). This
approach is analytically complex and in view of the ready availability of vector-based beam propagation
methods (BPM) and other techniques, a numerical analysis may be easier to implement.

Leaky modes

The continuum of radiation mode solutions can be approximated by a discrete summation of so-called
leaky modes. A leaky mode is defined by the analytic continuation of a bound mode to propagation
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constant values beyond the mode’s cut-off, i.e. for 8 < kn.;. However, unlike a bound mode, where the
power flow is everywhere parallel to the z-axis, the local power flow is at an angle to the axis so that
power flows away from the core as the mode propagates. This divergence corresponds to a complex
value of the leaky mode propagation constant. Furthermore the power of a leaky mode is unbounded, so
that a proper quantitative analysis of propagation cannot be undertaken, but nevertheless leaky modes
can provide useful physical insight into propagation characteristics when radiation is present (see
chapter 24 of Ref. [4]).

Super-modes

The cladding of any practical waveguide is necessarily finite in cross-section and may be surrounded by
air or by a protective coating in the case of a fibre. In either case, it is normally possible to describe the
transient field of a waveguide excited by a source using a superposition of the complete set of bound
modes of the complete core-cladding-air structure. To distinguish these modes from the modes guided
by the core-cladding refractive index profile, the former are often referred to as super-modes. The
dimension of the complete cross-section is relatively large compared to that of the core ensuring that the
number of super-modes is very large. In the limit of an infinitely thick cladding, the super-mode and
radiation mode solutions approach one another [5].

Holey fibres

Currently there is significant interest in the light-guiding properties of holey fibres, which have certain
attributes that are quite different to those of solid material fibres. Holey fibres differ from conventional
fibres in that they are normally fabricated from a single material, such as silica or a polymer with a
uniform refractive index, compared with a conventional fibre that has an index contrast between the
core and the cladding materials.

Light guidance along holey fibres depends on the presence of concentric circular arrays of small
longitudinal holes about the fibre axis (figure A1.5.9). Each ring of holes can be regarded as defining an
annular region in which the average index is smaller than the material index and hence provides an
effective index contrast with the material region around the fibre core and outside the ring.

However the core and ring of holes do not support any bound modes. The concentric region outside
of the ring of holes is of the same index as the core and this enables any modal field within the holes to
gradually leak from the centre across the ring of holes to the outer region. In other words, holey fibres
only support leaky modes. Nevertheless, by judicious choice of the size, number and distribution of air
holes, it is possible to design a fibre whereby the fundamental mode has virtually zero attenuation
leakage but all higher-order modes have relatively large leakage rates so that their fields rapidly
disappear from the central region as they propagate along the fibre. For practical purposes the holey
fibre then behaves like a single-mode fibre, even over very long distances.

Photonic band-gap or crystal fibres also guide light, but the guidance mechanism is different to
that of holey fibres. The physical basis for guidance along such fibres relies on a special arrangement
of many rings of holes about the z-axis such that the rings provide a band gap in the radial direction,
i.e. a barrier to the propagation of light away from the axis. One way to think of the band-gap effect
qualitatively is to smear out the index contrast between the holes and the fibre material in each ring
into an average reduced index. Then the quasi-periodic radial variation between the rings and the fibre
material constitutes an effective radial Bragg reflection grating. At the effective Bragg wavelength in
the fibre cross-section, the grating inhibits propagation and sets up a radial evanescent field that
decreases radially outward. In other words, for suitably chosen fibre parameters the layers of rings can
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Figure A1.5.9. Cross-section of a holey fibre showing the solid core and surrounding rings of air holes.

support the evanescent field of the fundamental mode propagating along the fibre with the majority of
its field close to the fibre axis. Chapter B10 provides a detailed description and analysis of both kinds
of fibre.

Al.5.3.11 Polarization, mode nomenclature and birefringence

When a mode propagates along a fibre or waveguide, the magnitude and direction of the transverse
components of its electric and magnetic fields remain fixed and thereby define the orientation of the
modal field. The polarization of a mode is defined by the direction of the transverse electric field vector at
each position in the waveguide or fibre cross-section. Generally this direction will vary with position so
that contours of the field direction are normally curved, but in the case of two-dimensional slab
waveguides, all modes have a transverse electric field that is parallel to a fixed direction, i.e. each mode is
plane polarized. A similar situation pertains to the modes of weakly guiding fibres where transverse
electric fields are also plane polarized.

Mode nomenclature

For two-dimensional symmetric slab waveguides, there are two distinct classes of modes, depending on
their polarization. Transverse electric or TE; modes have only a single transverse electric field
component and transverse magnetic or TM; modes have only a single transverse magnetic field
component, where j =0, 1,2, 3... denotes the mode order. The even and odd values of j denote modes
with even and odd field symmetry, respectively. As the value of j increases, the number of extrema in the
field patterns also increases.

In the case of circular fibres the situation is more complex because of the radial and azimuthal
directions. There is a class of cylindrically symmetric TE; and TM; modes that have electric fields with a
single radial or azimuthal transverse component, respectively, where j = 1,2, 3.... In addition, there is
the class of hybrid HE;; and EH;; modes that can be regarded as linear combinations of both TE and TM
field components and therefore have a more complex electric field structure in the fibre cross-section.
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Here the subscript ‘i’ relates to the order of the azimuthal angular dependence and °j’ refers to the radial
order, the value of which increases with the number of extrema in the field. The azimuthal dependence of
each mode has a cos(me) or sin(me) variation where m =0,1,2,....

In the case of weakly guiding circular fibres, a second complimentary mode nomenclature is
commonly used whereby each mode is labelled as LP;, the ‘LP’ denoting linearly polarized. The
subscripts ‘i’ and ‘j” denote azimuthal and radial orders, respectively, and in terms of HE modes in the
weak guidance approximation the relationship can be expressed as LP; < HE, , ;.

Within the two nomenclatures, the fundamental mode is equivalent to the HE|; mode for arbitrary
index difference circular fibres and to either the HE; or LPy; mode for weakly guiding fibres. For other
waveguide and fibre geometries there is no generally accepted nomenclature for categorizing modes.

Birefringence

On a circular weakly guiding fibre, the fields of the fundamental mode are rotationally invariant about
the fibre axis, so that any pair of orthogonal directions can be chosen for its two polarization states that
have identical propagation constants. In this situation the fundamental mode is said to be degenerate.
However, in the case of non-circular fibres, such as the elliptical core fibre shown in figure A1.5.10,
this is no longer the situation. Working within the weak guidance approximation, the two polarization
directions of the planar transverse electric field are parallel to one of the optical axes of the fibre. For the
elliptical cross-section the optical axes coincide with the major x-axis and minor y-axis and the
fundamental mode has respective propagation constants 8, and 8,. Since 8, > B, the fundamental mode
is non-degenerate and the fibre is said to be birefringent because of the difference in propagation constant
for the two polarization states introduced by the non-circular core geometry.
Birefringence is a measure of the difference in the two propagation constants and is usually
expressed in terms of the normalized parameter B that is defined by
B= wnw — Ney (A1.5.20)
where B, = kn., and B, = kn, in terms of the equivalent effective indices, and k is the free-space
wavenumber. If both fundamental mode polarizations are launched simultaneously in the fibre, beating
will occur between them because of the difference in propagation constants. The beat length or distance
over which the superposition of the two modal fields repeats periodically along the length of the fibre is
denoted by z,
=27 . 2T A (A1.5.21)
B — By wk 2
and is therefore inversely proportional to the birefringence. Hence a measurement of the beat length
together with the source wavelength will determine the birefringence.
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Figure A1.5.10. Cross-section and polarization states of the fundamental mode of an elliptical core fibre.
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Al.5.3.12 Attenuation due to absorption and scattering loss

When light propagates in a bound mode along a straight fibre or waveguide, there is no loss of modal
power provided that the materials are perfectly loss-less. However, in practical fibres and waveguides, a
propagating mode steadily loses power because of two basic physical effects: (1) bulk absorption of optical
power by the materials constituting the fibre core and cladding; and (ii) scattering of light by material
and surface inhomogeneities, due principally to the distribution of dopants in the core of fibres and
surface roughness between the core and cladding in waveguides.

In long-distance telecommunications fibres, Rayleigh scattering is the major cause of loss,
absorption loss having been reduced to almost zero at the operating wavelength. The net effect of these
two processes is to reduce the total light in the mode as it propagates along the length of the fibre,
i.e. modal power is attenuated. The loss of power can be accounted for by adding an imaginary part to
the refractive index value, i.e. n becomes the complex index n™ +in™ where superscripts r and i denote
real and imaginary parts, respectively. Although the real part of the index must necessarily vary over the
core cross-section to provide guidance, the imaginary part is normally assumed to take a constant value.

Modal attenuation

In the determination of the propagation constant 8 of each bound mode, a real refractive index
distribution n(x, y) leads to a real value of B from the eigenvalue equations as is evident in the modal
analyses of the step-profile slab waveguide and fibre in Sections A1.5.4.4 and A1.5.4.5, respectively. If n
now becomes complex, it is evident from these eigenvalue equations that the modal parameters U and W
and, therefore, the propagation constant must also become complex. Accordingly we set

U=U®+iv; w=wo+iw®;, g=pg"0 4+ig® (A1.5.22)

where B > 0. If we recall that the electric and magnetic field components all have the common
longitudinal dependence

exp(ifz) = exp({B" + 1BV} = exp(iB“2)exp(—B"z)

it follows that the fields are attenuated as exp(—B®¥z) and the local power density is attenuated as
exp — (28%Wz). Further, since the total power density flow in a mode is the integral of the local power
density over the cross-section, it follows that the power in all modes is attenuated according to

P(z) = P(0)exp(—28%7) (A1.5.23)

where P(z) is the mode power distance z along the fibre or waveguide. The expression 28 ¥ is the power
attenuation coefficient. The measure of attenuation is commonly expressed in decibels, or dB, where the
dB value is calculated as

P(z)

dB = —10logo <%> =20B%zlog pe = 8.68687z (A1.5.24)

The determination of the exact values of the complex propagation constant from the eigenvalue
equation for a particular fibre or waveguide with a complex refractive index profile can generally only be
undertaken numerically, and formally poses a two-dimensional root-finding problem.

However, for the majority of problems, B® < B® so that B8 can be determined straight-
forwardly by assuming that to the lowest order, n is pure real. For example, if the imaginary part of
the index n") is a constant everywhere throughout the fibre or waveguide, then B ~ kn” which means
that the dB loss is given, approximately, by 552Vz/\ where A is the source wavelength. This expression
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is identical to the power attenuation of a plane wave propagating in a uniform medium with imaginary
index n”. For more general situations, a perturbation approach can be adopted to determine an
accurate approximation for 8%, as quantified by the example in Section A1.5.9.1.1.

For standard silica-based single-mode fibres used for telecommunications, there is a minimum loss
of about 0.2dB km ™! occurring at a wavelength of 1550 nm. Using the plane wave expression, this leads
to an imaginary index value of approximately 5.6 X 10~ 2.

Al.5.3.13 Analytical and numerical solutions

There is only a small number of waveguide geometries and refractive index profiles for which there are
exact analytical solutions of Maxwell’s equations for the bound mode fields and analytical expressions
for the eigenvalue equation that determines the values of the propagation constant. The latter are
generally transcendental and can only be solved numerically. Of these solutions, the most practical and
simplest example is the step-profile slab waveguide and the step-profile circular fibre. The former has
modal fields and eigenvalue equations expressed in terms of trigonometric and exponential functions
while the latter has modal fields and eigenvalue equations expressed in terms of Bessel functions and
modified Bessel functions (see chapter 12 of Ref. [4]). These solutions are valid for arbitrary relative
index difference. In the weak guidance approximation, the corresponding analytical solutions of the
scalar wave equation are less complex and are derived in detail in Sections A1.5.4.4 and A1.5.4.5.

Although there are analytical solutions of Maxwell’s equations or the scalar wave equation that can
be derived for certain other profiles and geometries, they involve special mathematical functions the
properties of which are less familiar compared to the situation just 25 years ago. A major factor that has
reduced their familiarity is the development and ready availability of reliable commercial and in-house
software routines that can solve Maxwell’s equations for the fields and propagation constants of bound
modes given almost arbitrary refractive index profiles and waveguide geometries.

Planar and rib waveguides

There is a class of waveguides referred to generically as planar waveguides. This name actually refers to
the planar substrate on which waveguides with a variety of core cross-sections are fabricated. One class
relates to buried channel waveguides that generally have a nominally square or rectangular core
surrounded by an effectively unbounded cladding. Another class includes rib waveguides that have a
core where the cross-section has the shape of an inverted ‘T’ and is commonly surrounded by air above
and a lower refractive index layer below. Provided the core index is greater than the surrounding
cladding index, these waveguides support one or more bound modes, depending on the waveguide
parameters and source wavelength.

For both scalar modes and vector modes, the waveguide geometry requires numerical solution for
the modal fields and propagation constants, although some analytical approximation methods, such as
the effective index method can be applied [6].

Al1.5.4 Weak-guidance approximation

The solution of Maxwell’s equations for the bound modes of a dielectric fibre or waveguide with
arbitrary cross-sectional geometry and refractive index profile, whether investigated by analytical or
numerical means, generally involves the simultaneous determination of all six scalar components of the
electric and magnetic field vectors. Such solutions are therefore necessarily complex. However, there is a
set of practical fibre and waveguide problems for which it is possible to make a significant simplification
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and replace the set of six coupled Maxwell equations with a single scalar equation for just one
component of the fields. This is the basis of the weak guidance approximation [7, 8].

Al.5.4.1 Scalar electromagnetic fields and power flow

Many waveguides, such as solid silica-based optical fibres and planar waveguides, have a refractive
index profile n(x,y) across the core and cladding where the maximum variation in index is relatively
small, typically below 1%. Now consider the vector wave equation satisfied by the electric field. This
equation is generated by eliminating the magnetic field H between the two Maxwell equations (A1.5.3)
and leads to

(V24 k*n? — BHE = —V(E, -V nn?) (A1.5.25)

where Vtz is the transverse vector Laplace operator, k = 27r/\ is the free-space wavenumber and 8 is the
propagation constant. If the overall variation in index is small, then the term on the right-hand side can
be neglected.

In a general orthogonal coordinate system, the vector operator Vf couples the scalar components of
E,. However, if the components of E; are chosen to be Cartesian, i.e. E; = (e,, e,) = exp(iz) then the
component equations decouple. The respective scalar components e, or e, for these states independently
satisfy the same scalar wave equation

(Vi4+k*n? = BHe,=0; (Vi+k*n? — BHe, =0 (A1.5.26)

where Vf is now the two-dimensional scalar Laplace operator the analytical form of which depends on
the waveguide or fibre geometry.

Once the electric field component of a mode has been determined from the scalar wave equation
(A1.5.26), together with the appropriate boundary conditions, the corresponding component of the
magnetic field for the respective polarization states is given by a simple algebraic relationship

e\ /2 e\ /2
hy = neo <—°> e hy = —ng (—°> ey (A1.5.27)
Mo Mo )

where gy and wq are, respectively, the free-space dielectric constant and permeability, and nc, is the
maximum core index. Note that in the weak-guidance approximation, all other field components are
very small compared to the dominant transverse electric and magnetic field components and can
normally be ignored.

It follows from equations (A1.5.9), (A1.5.26) and (A1.5.27) that, in weak guidance, the z-directed
power flow density for the x- and y-polarized fields is given, respectively, by

1 ) 1/2 5 1 €0 2 2
SZ = Enco (%> e SZ = Enco (—) ey (A1528)

There is a strong analogy between the modes and plane waves of Section A1.5.2 in terms of the non-
zero field components and the orthogonal electric field polarization directions. For the two mode
polarizations the field components are

E = (ey,0,0)e™, H = (0,h,,0)e”; E=1(0,¢,,0)e H=(h,,0,0)" (A1.5.29)

corresponding fo x- and y-polarizations, respectively.
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Figure A1.5.11. Triad of electric and magnetic field vectors and the local wave vector.

Al1.5.4.2 Transverse nature of the electromagnetic field

The modal electromagnetic field in the core can be considered at each position in the core cross-section
as a plane wave. The propagation constant B is the z-component of the local planar wave vector, i.e.

B = kncocos(6;) (A1.5.30)

where 6, is the direction that the local plane wave vector makes with the z-axis in the core of the
waveguide or fibre, and & is the free-space wavenumber. Since the propagation constant 8 is bounded by

kng < B < kngo (A1.5.31)

and the core and cladding indices are similar, i.e. B~ kn¢, ~ kn leading to 6, ~ 0.

The wave vector is approximately parallel to the z-direction and hence both the vector electric and
magnetic fields are approximately transverse to the z-axis. Both the longitudinal electric and magnetic
field components are negligible in magnitude compared to the transverse fields. The Cartesian
components of the electric and magnetic fields for either mode polarization, together with the z-axis
comprise an orthogonal triad (figure A1.5.11), i.e. the same relationship satisfied by the corresponding
components of a plane wave.

Al1.5.4.3 Slab and circular geometries

Here the geometry, profiles, field representation, governing equations, coordinates and parameters are
delineated for analysing modes on symmetric slab waveguides and circular fibres in the weak guidance
approximation.

Symmetric slab waveguide

For the one-dimensional slab waveguide of figure A1.5.12, the core-cladding interfaces are parallel to
the y—z plane, so that there is only the x-variation in the transverse direction, together with the usual
z-dependent phase term in the z-direction of propagation. Thus for the x- and y-polarizations of the TE
and TM modes, respectively, the scalar electric field components can be expressed as

E(x,2) = (e Ey(x,2) = e,(x)e'” (A1.5.32)
where e,(x) and e,(x) are both solutions of the one-dimensional scalar wave equation
d 22 2
(@ +k*n(x) — B )e(x) =0 (A1.5.33)

obtained from equation (A1.5.26) where n(x) denotes the profile.
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Figure A1.5.12. Geometry and parameters for the symmetric step-profile slab waveguide.

Circular fibre

Note that while either e, and e, is the single Cartesian component of the vector electric field e, their spatial
variation does not necessarily have to be described in Cartesian coordinates. For the circular fibre in
figure A1.5.13 the spatial dependence of the modal fields in the cross-section is best described by polar
coordinates (r, ¢) based on the z-axis of the fibre. Thus for the x- or y-polarized modes we may set

ex = ex(r, d))a €y = ey(r7 (l')) (A1.5.34)

Here e (r, ¢) and e,(r, ¢) are both solutions of the two-dimensional scalar wave equation

92 13 1 92 5 2 5

where n(r) denotes an axisymmetric profile for circularly symmetric fibres.

Boundary conditions

If i denotes either e, or e, in the scalar wave equation, then the boundary conditions satisfied by the
bound mode solutions of the scalar wave equation in the core and cladding are the weak-guidance limit

Cladding

Core

Figure A1.5.13. Geometry and parameters for circular fibres.
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of the boundary conditions for Maxwell’s equations. In this limit all six components of the
electromagnetic field are everywhere continuous. Accordingly:

e V¥ — 0 exponentially far from the fibre or waveguide core;

e Vis continuous across the core—cladding interface; and

e all first derivatives of ¢ are continuous across the core—cladding interface.

For the one-dimensional slab waveguide both ¥ and d ¥/dx are continuous across both core—
cladding interfaces, while for the two-dimensional fibre ¥, d¥W/dr and d¥/d¢ are continuous across the
core—cladding interface. The solution of the scalar wave equation together with the boundary
conditions constitutes an eigenvalue problem for the modal propagation constants, and the

eigenfunctions determine the spatial dependence of a scalar transverse electric field. The propagation
constants are determined by the eigenvalue equation.

Al.5.4.4 Step-profile slab waveguide

The spatial dependence of the modal fields in equation (A1.5.32) and the eigenvalue equation for the
modal propagation constants are obtained by solving equation (A1.5.33) in the core and the cladding,
and then matching the two solutions using the boundary conditions on the core—cladding interfaces.
Because the slab waveguide profile is symmetric about the y—z plane, the solutions of the scalar wave
equation for y(x) will be accordingly either symmetric or anti-symmetric in x.

Even and odd modes

In the core n(x) = n., and it is convenient to introduce the core modal parameter U = p(k’n?, — B2
since B < kng, for bound modes, and the normalized coordinate X = x/p. With these substitutions the
scalar wave equation can be written as

aev

This is the harmonic equation and its solutions are proportional to cos(UX) or sin(UX). Since the
former is symmetric in x, we set for the even modes:
V(X) = A cos(UX) (A1.5.37)

for 0 < |X| < 1, where A is a constant. In the cladding n(x) = ny and it is convenient to work with the
cladding modal parameter W = p(8? — k?n2)"/? since B > kny for bound modes and the normalized
X = x/p. With these substitutions, the scalar wave equation becomes

2
<M+ W2> v=0 (A1.5.38)

The solution of this equation is exponential and proportional to either exp(WX) or exp(— WX). Since
we require a symmetric solution that decreases to zero as X — + oo and X — — o0, we set

W(X) = Be VI (A1.5.39)

for |X| > 1, where B is a constant.
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Eigenvalue equations

The boundary conditions on (X = 1) (x = p) and (X = —1) (x = —p), which link the core and cladding
solutions, are the continuity of ¥ and d ¥/dX, which lead, respectively, to

AcosU=Be "; —AUsinU=—-BWe " (A1.5.40)

so that on dividing the two equations, the constants A and B are eliminated and we obtain one equation
linking the core and cladding modal parameters U and W. A second equation follows from the
definitions of U, V and W. Hence the eigenvalue equations for the even modes are

W=UtanU; W?>4+U>=V? (A1.5.41)

The derivation of the corresponding equations for the odd modes is identical to that for the even
modes provided the core modal field has the anti-symmetric form

W(X) = Asin(UX) (A1.5.42)
This leads to the eigenvalue equations for the odd modes
W=—-UcotU; W*+U*>=V? (A1.5.43)

Both pairs of eigenvalue equations can be further simplified by eliminating U between each pair and
for the even and odd modes this leads, respectively, to
U U

V== ;o V=%—
cosU’ sin U

(A1.5.44)

but care needs to be exercised with the signs to identify correct solutions.

Solution of the eigenvalue equations

The eigenvalue equations for both even and odd modes are transcendental and do not possess closed-
form analytical solutions for U (or W) in terms of a given value of V. Accordingly, solutions must be
determined numerically and each value of U corresponds to one bound mode. This can be undertaken
using a hand calculator incorporating trigonometric functions by using trial and error, i.e. given V guess
U, or by using a more sophisticated computer program.

However, it may be simpler to calculate the value of V, given the value of U in equations (A1.5.44)
since these are single-valued and explicit. This approach generates the V—U curve for each and every
mode of the waveguide as shown in figure A1.5.14. In these plots, an even or odd subscript corresponds
to a mode with an even or odd field, respectively, and also indicates mode order.

Single-mode waveguide

In figure A1.5.14 every mode, except the fundamental mode, has a finite cut-off value of U when U =V
below which it cannot propagate as a bound mode and becomes a leaky mode. For the mode with
subscript ‘m’, the cut-off value is V= V., = mm/2.

The waveguide is single mode if V < /2, and only the fundamental mode can propagate in either of
its two polarization states (TEq or TM,) with the same propagation constant 8. The fundamental mode
has the largest value of propagation constant or equivalently the smallest value of U for a given value of
V. The fundamental mode corresponds to the TE, or TM mode.
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Figure A1.5.14. Plots of U against V for the modes of the symmetric step-profile slab waveguide.

Modal fields

For the TE (transverse electric) modes the electric field direction is parallel to the y-axis and transverse to
the to the z-axis while for the TM (transverse magnetic) modes, the magnetic field is parallel to the y-axis
and transverse to the z-axis. In the weak-guidance approximation, the pair of TE; and TM; modes has an
identical propagation constant while their transverse electric and magnetic field components have
identical spatial distribution, and are y- and x-polarized, respectively.

The spatial distribution of the transverse electric or magnetic fields for the first four TE or TM
modes are plotted in figure A1.5.15. Note that the TE,, and TM,,, mode fields have m+ 1 extrema, and
the even mode has a maximum at the centre of the waveguide where the odd mode fields vanish. The
total number of modes that can propagate for a given value of V is given by the nearest integer value
below 4V/r allowing for the two possible polarization states.

Al.5.4.5 Step-profile fibre

The spatial dependence of the modal fields in equation (A1.5.34) and the eigenvalue equation for the
modal propagation constants are obtained by solving equation (A1.5.35) in the core and the cladding,
and then matching the two solutions using the boundary conditions on the core—cladding interface. If
W(r, ¢) denotes either the x-polarized electric field e,(r, ¢) or the y-polarized electric field e,(r, ¢) in
cylindrical polar coordinates, then, within weak guidance, W(r, ¢) satisfies the scalar wave equation
(A1.5.34), which is more conveniently written in the normalized form

i+li+La_2+ 2k*nR? — BH ¥ =0 (A1.5.45)
oR2 "RoR " R2a¢? ' * - .

where R = r/p is the normalized radial coordinate, where n(R) is the refractive index profile and p is the
core radius. This equation is a second-order partial differential equation and as n(R) is independent of ¢
it can be solved using separation of variables.
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Figure A1.5.15. Plots of the transverse electric field for the first four modes of the symmetric step-profile slab
waveguide.

Separation of variables

Using this technique, the two-dimensional spatial dependence of isis expressed as the product of the two
single-variable functions

Y(R, ) = F(R)G(¢) (A1.5.46)

where F(R) is a function of R only, and G(¢) is a function of ¢ only. On substituting into the scalar wave
equation (A1.5.38), dividing by ¥, and multiplying by R ? it follows

2

R2(d*F 1 dF

FldarZ TR AR

The right-hand expression is a function of ¢ only and can be held fixed while R varies arbitrarily.
Because of the periodicity of the solution required in the azimuthal direction because of the circular
geometry we set

G _

P —1’G; G= (A1.5.48)

sin(v¢)
{ cos(ve)

where v is a constant. This is the harmonic equation with sinusoidal solutions which are single-
valued, provided » =0, 1,2, 3, .... Substituting back into the scalar wave equation (A1.5.38) leads to the
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second-order ordinary differential equation
2 1d 2 2012 2 )
{(1Rz+RdR_R2+p [k“n“(R) — B ]}F—O (A1.5.49)
that is solved for the core and cladding regions separately.

Core solution
In the core n = ng,, so that equation (A1.5.49) for F can be written as
d? 1d V2
{(W+RdR E—FU }F—O (A1.5.50)

where the core modal parameter is defined by U = p(k*n2, — B 2)1/2 Multiply this equation by R > and
set s = UR to obtain

2
{ %-ﬁ-sdi—i-v —VZ}F 0 (A1.5.51)

This is Bessel’s equation with the general solution
F(R) = AJ (s) + BY ,(s) (A1.5.52)
where J, and Y, are Bessel functions of the first and second kinds, respectively, and A and B are constants.
The solution is bounded throughout the core and as Y, is singular on the fibre axis R = 0, then B = 0.

Hence F(R) = AJ,(UR) and together with equation (A1.5.48) the complete core solution dependence
F(R)G(¢) is given by

sin(v¢)
V= AJ,(UR) cos(vd) (A1.5.53)
where v=0,1,2,....
Cladding solution
In the cladding n = n., so that the corresponding equation for F becomes
d? d
{s ﬁ+s— (V¥ +s )} (A1.5.54)

where s = WR and the cladding modal parameter is defined by W = p(82 — k?n2)"/2. This is the modified
Bessel equation with the general solution

F(R) = CI(s) + DK (s) (A1.5.55)

where I, and K, are modified Bessel functions of the first and second kinds, respectively, and C and D are
constants. This solution is bounded throughout the cladding and since I, is singular as R — oo, then
C = 0. Hence F(R) = DK (WR) and together with equation (A1.5.48) the complete cladding solution
dependence, F(R)G(¢) is

sin(v¢)

cos(vd) (A1.5.56)

V= DKV(WR){

where v=20,1,2,....
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Boundary conditions

Boundary conditions at the core—cladding interface require continuity of the solution of the scalar wave
equation and all first derivatives, equivalent to continuity of Y(R,¢) and d¥(R, ¢)/dR on R = 1. The
latter, when applied to equations (A1.5.53) and (A1.5.56), gives

AT (U) = DK (W); AUJ.(U) = DWK'(W) (A1.5.57)

where the prime denotes differentiation with respect to the argument. On dividing these two equations,
we obtain one eigenvalue equation for U and W
urwy K (W)
J,(U) K,(W)

(A1.5.58)

It is more convenient for computational purposes to recast this equation into an alternative form
avoiding the use of derivatives by using the following recurrence relations satisfied by Bessel functions of
different orders

v

J/V:5JV_JV+1; K/V:WKV_KVH (A1.5.59)

where the prime denotes differentiation with respect to the argument. Thus, the final form of the
eigenvalue equations for U and W are

Jor1(U) _ o K1t (W)
J,(U) K(W) ’

U Vi=U*+w? (A1.5.60)

where v=0,1,2,....

Solutions of the eigenvalue equations

The left-hand term in equation (A1.5.60) is transcendental and can be solved only numerically. There are
standard library routines for evaluating the two types of Bessel functions required. Given the value of V,
the eigenvalue equations can be solved by expressing W in terms of U and V using the second term in
equation (A1.5.60) and then solving the resulting equation numerically for the discrete values of U. Each
value of U corresponds to a particular bound mode. For each value of v, there are a finite number of
bound solutions of the eigenvalue equation, the number increasing with the value of V according to the
closest integer below V2/2 for the step profile.

Figure A1.5.16 plots the values of U as a function of V for each bound mode solution. Given the
value of U, the value of the propagation constant can be determined from the definition of U given
above. Every mode, except the fundamental mode, has a finite cut-off value of U when U = V. Below this
value the mode cannot propagate as a bound mode and becomes a leaky mode. The fibre is multimode
when V > 1, and many modes can propagate. For a given, large value of V, the number of bound modes
which can propagate is approximately V2/2.

Mode nomenclature

Because of the cylindrical geometry of the fibre, there are four possible types of bound mode solution.
The TEy, and TMy,; solutions, like the corresponding solutions for the slab waveguide in Section
A1.5.4.4, indicate modal electric or magnetic fields that have only a radial electric or magnetic field
component, respectively, and are axisymmetric. The EH,,, and HE,, modes can be regarded as hybrid
modes, their fields containing both electric and magnetic radial components. The first and second
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Figure A1.5.16. Plots of U against V for modes of the step-profile circular fibre.

subscripts p and ¢ on each mode designator indicate, respectively, the azimuthal symmetry and radial
order. The former has the dependence cos([p — 1]¢) or sin([p — 1]¢) for p=1,2,3..., while the latter
indicates the number of extrema in the field profile.

There is a second mode nomenclature in use that was devised specifically for weakly guiding fibres
and is based on the linear polarization (LP) property of these modes. In this system the fundamental
HE;; mode is known as the LPy; mode with axisymmetric field components, and the TEy;, TMy; and
HE,; set of second modes with anti-symmetric sin ¢ or cos ¢ azimuthal dependence as LP;; modes.

Single-mode fibre

The fibre is single-mode for V < 2.405 when only one mode, the fundamental mode, can propagate in
either of its two orthogonal but otherwise arbitrary polarization states with the same propagation
constant 8. The fundamental mode has the largest value of propagation constant or equivalently the
smallest value of U for a given value of V. The fundamental mode corresponds to the HE;; or equivalent
LPO] mode.

Fractional of modal power in the core

For a particular fibre and source wavelength, the power of each propagating mode is distributed
between the core and the cladding in a ratio that depends on the mode order. It is useful to define
the parameter 1 as the fraction of total mode power that propagates in the core, so that 0 < n < 1.
Figure A1.5.17 plots this fraction as a function of fibre parameter V for the first six low-order modes of
the weakly guiding step profile. As Vincreases the value of 7 for each mode approaches 1 asymptotically,
consistent with the zero-wavelength geometric optics limit. Note that as V approaches the mode cut-off,
the fraction of core power does not always approach zero.
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Figure A1.5.17. Fraction of modal power propagating in the fibre core.

Al.5.4.6 Fundamental mode

The mode of most interest for single-mode fibres is the fundamental HE; or LP,; mode, i.e. the only
mode that can propagate on a fibre for V values below the cut off of the second mode, namely for
V < 2.405 in the case of the step-profile fibre. If A., denotes the cut-off wavelength of the second mode,
the fundamental mode alone can propagate for wavelengths such that A > A,.

Intensity distribution

The normalized fundamental mode electric field intensity |'¥? for typical graded- or step-index profiles
has a characteristically axially symmetric bell-shaped distribution about the fibre axis. This
characteristic shape is exemplified by the plots of intensity against normalized radius, R = r/p, shown
in figure A1.5.18 calculated from equations (A1.5.28), (A1.5.53) and (A1.5.56) for the step-profile fibre
for various values of V. In the geometric optics limit when V becomes unbounded, i.e. A — 0, all the
modal power is concentrated in the core. The normalization is such that the geometric optics limit
corresponds to unit intensity on the fibre axis.

Fibre cladding thickness

As V decreases, an increasing fraction of fundamental mode power spreads into the cladding, as is clear
from figures A1.5.17 and A1.5.18. For a practical single-mode step-profile fibre operating around
V =2.3, the fraction of modal power in the cladding is about 25% and the cladding field, which
decreases approximately exponentially with increasing radius, needs to be sufficiently small at the outer
edge of the cladding so that the absorption due to the fibre coating is negligibly small. It is for this reason
that a standard 125 um cladding diameter has been adopted resulting in a ratio of cladding-to-core
diameters in the range of 10—15, depending on core size.
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Figure A1.5.18. Plots of the fundamental mode intensity distribution on a step-profile fibre for various values of V.

Al.5.4.7 Spot size and Gaussian approximation

Single-mode fibres and waveguides are often characterized by the spor size of the fundamental mode
intensity distribution, which is an experimental measurement of the diameter of the brightest part of this
distribution as it appears in either the near field or far field at the end of a long length of single-mode
fibre. The plots of the local power density of the fundamental mode transverse intensity distribution, as
shown in figure A1.5.18, have the common characteristic of a peak on the vertical axis and a monotonic
decrease with increasing radius. Accordingly, for a given wavelength, the spor size can be defined as the
half-width of this distribution at an appropriate position on the vertical axis while the mode field diameter
is the full width and therefore equal to twice the spot size.

As there is no immediately obvious position to choose, a number of different definitions of spot size
have been proposed over the years, each being tailored to provide, indirectly, an accurate value of a
particular fundamental mode property from the spot size measurement. Here we introduce a definition
known as the Gaussian approximation based solely on the shape of the plots in figure A1.5.18 (see
chapters 15 and 16 of Ref. [4]).

Gaussian approximation

Generally there is no analytical solution of the scalar wave equation for the fundamental mode field of a
practical profile, but this equation can of course always be solved numerically. However, a simple but
approximate analytical representation for this field can be derived by examining the intensity
distribution of the fundamental mode in figure A1.5.18. At a sufficiently large normalized radial distance
R from the fibre axis, the asymptotic form of the square of the modified Bessel function Ko(WR) intensity
decreases approximately exponentially as exp(—2WR), where W is the cladding mode parameter.
Furthermore, the intensity also exhibits an approximately parabolic variation with R around its
maximum on the fibre axis. This is evident for a general index profile by examining a power series
solution of equation A1.5.51, and in the case of the step-profile fibre the analytical dependence of the
square of the core field on Jo(UR) in equation A1.5.53 exhibits this property for small values of the
argument of the Bessel function.
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A standard mathematical function that reflects these attributes and is algebraically tractable for
integration in particular is the Gaussian function. It is used as an approximate representation of the
fundamental mode field according to

2 2
W(R) =Aexp(;2) :Aexp<;§2) (A1.5.61)

where A is an arbitrary constant, s is the spot size and S = s/p is the normalized spot size. The factor of
1/2 is purely for convenience in subsequent algebraic manipulations. This function has an approximately
parabolic variation in the neighbourhood of the fibre axis. In the far field at R > 1, the function has an
exponential decrease that varies as R > rather than linearly but since the fraction of the modal power in
this region is small, the additional error will be small.

The normalized spot size S is determined from the fibre profile, using standard variational methods
to derive the following implicit equation (see section 15.1 of Ref. [4])

o 2
% = /0 Rzgexp (— %) dR; n*(R) = n {1 — 2Af(r)} (A1.5.62)

where f(R) describes the profile variation, V is the fibre parameter and A the relative index difference.
For the step profile and the Gaussian profile with f(R) = 1 — exp(—R?) over 0 < R < oo, this leads
respectively to

1 1

= S=— A1.5.63
S=omviat S (V-2 ( )

with the limitation that V > 0 for the former and V > 1 for the latter. These expressions can then be used
to generate analytical expressions for other modal properties of interest.

Al1.5.4.8 Depressed-cladding and W-fibres, fundamental mode cut-off

The fibres and waveguides studied so far have a uniform cladding index and a core refractive index
profile that is either uniform or graded but has a minimum index equal to or greater than the cladding.
This type of profile is known as a matched-cladding profile.

Depressed-cladding fibres

By contrast, a depressed-cladding fibre has a depressed ring-shaped region between the core and cladding
that is relatively wide compared to the core radius, as shown by the left-hand profile in figure A1.5.19.
The term arises from the index miss-match that occurs between the deposited silica and the silica of the

Core
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Cladding Cladding Cladding
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Depression Depression
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Figure A1.5.19. Schematics for depressed-cladding and W profiles.
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starting preform tube used in the fibre fabrication process. The depressed ring has a slightly lower index
ngep compared with that of the cladding.

W-fibres

A second type of fibre with a depressed region is known as a W-fibre. It is characterized by a depression
that is relatively narrow compared to the core radius, but has a much lower index ng4., compared with
that of the depressed-cladding fibre, as indicated by the right-hand profile in figure A1.5.19. W-fibres
were originally developed as they offer better dispersion characteristics than a matched-cladding fibre, in
keeping with the discussion of pulse dispersion and multi-layered fibres for dispersion flattening in
Section A1.5.6.4.

Fundamental mode cut-off

W-fibres and depressed-cladding fibres are normally designed to be single mode relative to the core—
cladding index difference for a particular wavelength. Thus, they can support only the fundamental
bound mode with an effective index value nq such that ny < nep < neo,. On matched-cladding fibres the
fundamental mode does not have a finite cut-off wavelength below which it cannot propagate as a bound
mode, whereas on depressed-cladding and W-fibres the fundamental mode may have a finite cut-off
wavelength depending on the width and depth of the depressed region.

There is a simple algebraic condition that determines whether or not the fundamental mode has a
finite cut-off wavelength on a depressed-cladding or W-fibre. This condition may be expressed in terms
of the following integrals for circular fibres and slab waveguides, respectively

Iz/oo {n*(r) = 3 }rdr; Iz/oo {n*(x) — nj }dx (A1.5.64)
0 -0

where n is the complete refractive index profile and ng is the uniform cladding index. If 7> 0, the
fundamental mode does not have a finite cut-off wavelength, but if 7 < 0, there is a finite cut-off
wavelength. Note that this condition does not determine the value of the cut-off wavelength; this needs
to be evaluated from the appropriate eigenvalue equation by setting B = kny and determining the
corresponding wavelength. This result has obvious applications in the design of fibres.

A1.5.5 Ray tracing

The propagation of guided light along any fibre or waveguide is governed by Maxwell’s equations and
can be formally analysed exactly in terms of a superposition of bound modes as described in Sections
Al.5.3 and A1.5.4. However, when there are a large number of modes present, as occurs in multimode
waveguides and fibres, there is an alternative and accurate approach to the analysis of propagation using
ray tracing.

Ray tracing is based on the zero-wavelength limit of Maxwell’s equations and assumes: that
(a) propagation is governed only by the local value of the refractive index and its variation within the
core and (b) it provides a continuum solution as opposed to a summed discretized modal solution.

For real sources, the wavelengths used in optoelectronics are relatively small but non-zero, and
where there are many modes present, the modal superposition and ray solutions are almost equivalent,
the relative error decreasing with increasing values of V. For these situations, rays can be regarded as
local plane waves. One advantage of ray tracing is that in some situations it provides a more physical
description and interpretation of propagation compared to a summed modal analysis.
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Al.5.5.1 Snell’s laws

For refractive index distributions that are piece-wise continuous, propagation in the uniform media
away from interfaces is described by straight-line ray trajectories equivalent to plane-wave propagation.
At interfaces between regions of uniform but different indices, the transmission, reflection and refraction
of incident rays is described by Snell’s laws.

Consider the planar interface shown in figure A1.5.20 between uniform media of refractive indices
ne, and ng where ne, > ng. A ray is incident in the medium of index n., at angle 6, relative to the
interface. If 0, > 0, where 6. is the complementary critical angle relative to the interface (rather than the
normal) and is defined by

I’lz 1/2 n
sin(6,) = (1 - —°l> . cos(f,) = -2 (A1.5.65)

2
neo co

then the incident ray is known as a refracting ray and is both reflected and refracted as shown in figure
A1.5.20(a). The angle of reflection is equal to the angle of incidence and the angle of transmission 6;
satisfies n, cos 0, = n. cos 6. Since n., > ng, the angle of transmission is smaller than the angle of
incidence. An important consequence of refraction is that only a fraction of the incident ray power is
reflected and the balance is transmitted.

If 6, < 6. then the incident ray is a reflecting ray and is only reflected as shown in figure A1.5.20(b),
where the angle of reflection is equal to the angle of incidence. In this situation, all the power in the
incident ray enters the reflected ray.

In the weak guidance approximation, n, is only slightly larger than n, so that the complementary
critical angle is relatively small and only rays incident at small angles relative to the interface are totally
reflected.

Al.5.5.2 Eikonal equation

In graded media where the refractive index varies continuously with position, the ray paths are no longer
straight lines and a generalized form of Snell’s laws is required to determine the curved ray trajectories.
Inasmuch that Snell’s laws can be derived using plane-wave incidence, reflection and transmission across
the interface in figure A1.5.20, the governing eikonal equation for curved ray paths can be derived from
Maxwell’s equations for a graded index distribution in the limit of zero wavelength [9]. In equation
(A1.5.66) the first expression gives this equation in general three-dimensional form where r(x,y,z) is
the position vector, n(r) is the refractive index distribution and s is the distance along the curved path
of the ray. The second and third expressions apply to a slab waveguide with a transverse variation of
index n(x).

nCO

(@ Mleo (b)

Figure A1.5.20. Snell’s laws at the core—cladding interface.
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Figure A1.5.21. Zig-zag bound ray paths on a step-profile slab waveguide.

%_dn(x).
ds  ds

d dr ) i i % B
a{”@}a = Vn(r); 5 {n(x)} P {n(x)} o 0 (A1.5.66)

Similar forms apply to circular fibres.

Al.5.5.3 Step-profile multimode slab waveguide

Assuming a symmetric, step-profile slab waveguide with a core of uniform refractive index nc,
surrounded on either side by a cladding of uniform but lower index n, there are two types of ray paths
that can propagate along the waveguide.

Bound ray paths

These are zig-zag, straight-line paths that Snell’s laws predict are totally reflected from alternate core—
cladding interfaces (figure A1.5.21) at a constant angle 0, relative to the z-direction provided that this
angle is smaller than the complementary critical angle, i.e. 6, < 6.. If the waveguide materials are loss-
less, bound rays can propagate indefinitely along the straight waveguide and hence the total power
carried by all bound rays must remain constant everywhere along the length of the waveguide.

Refracting ray paths

These are zig-zag, straight-line paths that are both reflected and refracted at successive core—cladding
interfaces (figure A1.5.22) and make a constant angle 6, relative to the z-direction, such that 6, > 6.
However, the effect of refraction is to remove a constant fraction of power from the ray propagating
within the waveguide at each reflection, which is equivalent to an approximately exponential decrease in
power with distance z along the waveguide. Accordingly, refracted rays can be referred to as leaky rays as
their power decreases along the length of the waveguide, i.e. they are attenuated.

Cladding

Core

Figure A1.5.22. Zig-zag refracting ray paths on a step-profile slab waveguide.
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Refracting rays with a propagation angle 6, that is not too close to the complementary critical angle
generally attenuate very quickly. This means that after a short distance along the waveguide, virtually all
their power is lost to the cladding. Rays with 6, close to the complementary critical angle attenuate more
slowly and persist farther along the waveguide. After a sufficient distance essentially only the power in
bound rays remains.

Al.5.5.4 Graded-profile multimode slab waveguide

Given a particular graded-index profile, the ray paths along a slab waveguide are determined from the
solution of the two-dimensional form of the eikonal equation (A1.5.66). In regions where the index is
decreasing away from the index, ray paths propagating away from the waveguide axis curve back
towards the waveguide axis and conversely ray paths propagating towards the axis curve away from the
axis. Put together, this means that bound rays follow a quasi-sinusoidal path that is periodic along the
waveguide.

The distance over which the path repeats itself is known as the ray period, and the extremity of each
path touches a line on either side of the axis, known as the ray caustic. This caustic and its counterpart on
the opposite side of the waveguide z-axis constitute the bounding domain for all ray paths with the same
angle relative to the z-axis regardless of the longitudinal starting position. In general, the ray period will
vary with the angle that the ray path makes with the waveguide axis. However, there is a profile for
which all ray directions have exactly the same ray period.

Hyperbolic secant profile

The hyperbolic secant profile is symmetric about the waveguide axis and is defined by
n*(x) = n2, sec*(kx) (A1.5.67)

where x is the transverse coordinate, n., is the maximum index on the waveguide axis and « is a scaling
constant. The two-dimensional eikonal equations (A1.5.66) can be solved analytically for this profile
and confirm that every ray path has the same ray period z,, regardless of the angle it makes with the z-axis
where z, = 7/« (figure A1.5.23). Such a waveguide is sometimes referred to as a GRIN (for gradient-
index) waveguide.

These waveguides also have the property that the ray half-period z, = 7/k is independent of
wavelength. Furthermore, the hyperbolic secant profile produces exactly zero inter-modal dispersion in

Cladding

Path 1

Path 2 Core A

B B —

Ray half-period

Figure A1.5.23. Bound ray paths with a common ray period on the hyperbolic-profile slab waveguide.
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the slab waveguide as discussed in Section A1.5.6.5, so that waveguide and material dispersion may need
to be taken into account.

AlL.5.5.5 Multimode fibres

Ray tracing in step- and graded-profile multimode fibres comprises a straightforward generalization
of the ray path tracing techniques for slab waveguides from two to three dimensions, but the reflection
of straight-line core rays from the curved core—cladding interface of a step-profile fibre depends on
wavelength. In the limit of zero wavelength, rays are either reflected or reflected/refracted depending
on the angle the ray path makes with the tangential plane on the interface, independent of the curvature
of the interface. However, if the wavelength is non-zero, a third class of ray paths, known as tunnelling
rays, appears.

Tunnelling rays

If a ray, or local plane wave with a small but finite wavelength, is incident on the curved interface
between the core and cladding of a step-profile fibre, it will be refracted if the angle of incidence «;
it makes relative to the normal at the reflection point is less than the classical critical angle,
ie. o <sin"l(ng /heo). For o5 < sin~!(ng /neo) there are two possible classifications of rays, depending
on the angle the ray direction makes with the z-axis of the fibre, i.e. 6. If 6, < 6, where 6. is
the complementary critical angle, then the ray is totally internally reflected, but if 6, < 6. such that
a; < sin”!(ng/ne,) then the ray is partially reflected and transmitted and is known as a tunnelling ray.
Accordingly, refracting and tunnelling rays are commonly referred to as leaky rays, since they lose power
at each reflection when propagating along the core of the fibre.

The delineation between the three classes of ray is depicted in figure A1.5.24, where the dark half-
cone denotes refracting rays, the light half-cone denotes reflecting rays and the two regions between
them denote tunnelling rays. The left-hand curved surface denotes the core—cladding interface.

Tunnelling rays are partially reflected from the interface such that the angles of incidence and
reflection are equal and the transmitted part reappears at a finite distance into the cladding (see chapter 7
of Ref. [4]). These rays are the analogue of leaky modes that have an evanescent field between the

Figure A1.5.24. Representation of the three types of ray incident at a point on the curved core—cladding interface of
a step-profile fibre.
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core—cladding interface and the position at which the field-radiating field becomes oscillatory (see
section 36.11 of Ref. [4]).

Step-profile fibre

The zig-zag ray paths of the slab waveguide become the meridional rays of the circular fibre and lie in
planes that intersect the axis of the fibre. There is a second class of rays that follows helical-like zig-zag
paths around the fibre axis without intersecting it and are know as skew rays. A characteristic of skew
rays on the step-profile fibre is that there is an inner cylindrical surface, known as the inner caustic, that
every straight-line segment of the ray touches periodically along its path. The radius of this caustic varies
with the skewness of the ray path. The characteristic dimensions of all these ray paths can be readily
quantified using simple geometry (see chapter 2 of Ref. [4]).

Graded-profile fibre

The sinusoidal-like ray paths of the graded-profile slab waveguide become the meridional rays of the
graded-index fibre, lie in planes that intersect the axis of the fibre and are bounded by the ray caustic. All
other rays follow continuous skew paths that have a helical-like shape, each ray path being bounded
between the outer and inner ray caustics (see chapter 2 of Ref. [4]). The characteristics of each path are
determined from the three-dimensional eikonal equation in cylindrical polar coordinates.

Unlike the hyperbolic-profile slab waveguide, there is no known refractive index profile that
produces exactly zero dispersion in a multimode fibre for all bound ray directions. An approximately
parabolic index profile fibre comes close to satisfying this goal and is known as a graded-index or GRIN
fibre.

Al1.5.5.6 Numerical aperture

Ray tracing provides a physical explanation for the numerical aperture (NA) of a fibre as defined by
equation (A1.5.16). Using ray tracing, consider a ray from a source incident in air on the end face of a
step-profile fibre at angle 6,, as shown in figure A1.5.25. Snell’s laws give

sin(6,) = ng, sin(6,) (A1.5.68)

for the angle 6, the transmitted ray makes with the fibre z-axis. Recalling that the largest angle a bound
ray can subtend relative to the axis is the complementary critical angle, then the maximum angle of

air

cladding

Figure A1.5.25. Ray paths refracting from air into the core of a fibre.
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incidence in air for confinement within the core, 6.y, 1S given by equation (A1.5.68) with 6, = ..
Recalling the definition of NA from equation (A1.5.16), this gives

SIN(Omax) = neo Sin(6.) = NA (A1.5.69)

Assuming that NA is small, then 6,,,, ~ NA radians.

When applied to multimode fibres, this result shows that the maximum power input into bound
rays (or modes) occurs when the NA is filled in a cone of angles in the range 0 < 6, < 0,,.5 at every
position on the end face of the core. For single-mode fibres, a ray analysis is not accurate but,
nevertheless, this result suggests that filling the NA of the fibre over the core cross-section should help
maximize bound mode power.

A1.5.6 Pulse dispersion

Al1.5.6.1 Pulse propagation

Encoded binary information is transmitted along fibres as a sequence of discrete light pulses, normally
generated by a semiconductor laser and received by a semiconductor detector at the far end of the
system. Each pulse is generated by modulating the light output from the laser source, or by modulating
the input into the laser itself. The bandwidth of the fibre corresponds to the number of pulses, or bits, per
second, e.g. a 10 Gigabit s~! bandwidth corresponds to 10° bits of information or pulses per second.

Dispersion is the phenomenon whereby each pulse changes its shape and effective length due to the
physical properties of both the source and the fibre. As each pulse propagates along the fibre, the pulse
power spreads out due to the dispersion of the fibre and its constituent materials and is also attenuated
because of the losses from the fibre materials due to absorption and scattering. At the low light powers
considered here (of the order of milliwatts), non-linear material effects can be neglected, i.e. dispersion
caused by the effect of intense light on the fibre material, which changes the refractive index value.

The maximum distance a train of pulses can propagate data is limited because (a) the pulse spread
may result in an overlap with the preceding or following pulses, so that a pulse is not unambiguously
detected at the end of the fibre, leading to an error and (b) attenuation due to fibre loss is so large that a
pulse has insufficient power to be detected at the end of the fibre.

The material presented here provides a background to Part C1 of this book.

Source wavelength variation

Dispersion arises because the laser source is not purely monochromatic or single wavelength; it has a
finite, but small, spectral width (the variation of output power intensity with wavelength) as measured by
the full width at half maximum (FWHM; figure A1.5.26). A typical laser has a spectral width that is less
than one nanometre (10~ ° metres).

To provide a qualitative description of the effect of dispersion, consider a square pulse excited by
the source of excitation that has just two monochromatic wavelengths A; and A, (figure A1.5.27). At the
beginning of the fibre, the pulses coincide. Light at the two wavelengths travels at slightly different
speeds (group velocity) along the fibre, such that the pulse components at wavelengths A; and A, also
have different speeds and thus the pulse spreads out with distance (or time). The total power in the two
pulses is conserved in the absence of scattering or absorption by the fibre and the initial pulse shape
becomes elongated and flattened.

To quantify the effects of dispersion on a pulse, the modal phase velocity, group velocity and group
velocity dispersion need to be defined and quantified.
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Figure A1.5.26. Schematic of laser output showing intensity variation with wavelength.

Al.5.6.2 Modal phase and group velocities

Modal phase velocity

Recall that the complete spatial and temporal dependence of the scalar fundamental mode field in the
weak guidance approximation for a monochromatic source has the form

E(x,y,z,1) = (x, y)e' B (A1.5.70)

where w is the source frequency, related to the source (free-space) wavelength A by w = 27r¢/A and ¢ is the
speed of light in free space (in vacuo). The modal phase velocity, v,y is the speed with which the planar
phase front of a mode in the fibre cross-section propagates along the waveguide and is expressed as

w 2w c
v, = = =
TBTAB e

where nepy is the effective refractive index. The modal phase velocity is equal to the phase velocity of
an infinite plane wave propagating in a uniform medium of index n.s. Since the modal propagation
constant B, or, equivalently, the effective index n.y, depends on the source wavelength A (or
colour) through the eigenvalue equation for the fibre, the phase velocity is also wavelength dependent,
1.€. Vph = Vph()\)-

(A1.5.71)

Group velocity

The speed with which the power in a pulse propagates along the fibre is given by the group velocity, vy,
and not by the phase velocity. Modal group velocity is defined by the differential

_do

-3 (A1.5.72)

Vg

Pulse Pulse

e A2

Pulse Pulse

Figure A1.5.27. Pulse spread due to source spectral width.
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In terms of the source wavelength A, this definition is equivalent to

do dide dr d 27 27rc dA
= =——=——|—"—|=-—— A1.5.73
* T 48~ dpda d,Bd/\< A ) A2 dg ( )
Setting B = kner = 27mer/A and differentiating this expression with respect to wavelength

dB _ 2mdner  2mmesr
dr A da A2

(A1.5.74)

Substitution into equation (A1.5.73) leads to the expression for the modal group velocity in terms of
effective index

¢ (A1.5.75)

V =
¢ dnegr

da

The second term in the denominator accounts for the waveguide dispersion due to the finite spectral
width of the source. If this term were not present then the group and phase velocities would be equal,
which is the case for an infinite plane wave propagating in a uniform medium of index n.g. Since 3, or
nesr, depends on the source wavelength A through the waveguide eigenvalue equation, the group velocity
is wavelength-dependent, i.e. v, = ,(A). As the group velocity depends on the solution of the eigenvalue
equation, its value is determined numerically for a general fibre profile.

Meff — A

Al1.5.6.3 Transit time and pulse spread

If the group velocity at the central wavelength A of the source of excitation is denoted by v4(A.), then the
transit time t of the centre of the pulse over length L of fibre is given by

- L
Vg(/\c)

(A1.5.76)

In terms of the effective index negy, it is straightforward to show from equation (A1.5.75) that this
expression is equivalent to
Ln L d
= ber L dneir
¢ c da

where the first term on the right is the transit time for a pulse propagating the distance L in a medium of
uniform index ns, and the second term accounts for the dispersion caused by the waveguide.

(A1.5.77)

Group velocity dispersion

Now consider a light pulse with an initial time width 7 that is excited at the beginning of the fibre. The
temporal spread 87 in ¢ after propagating distance L along the waveguide is due to the source spectral
width dw; (in frequency units) and the corresponding spread 6, in the range of values about the mean
value of the group velocity. This spread is sometimes referred to as group velocity dispersion. The
expression for &7 is obtained by differentiating the transit time expression for ¢ given above. Thus
dr L dv, d’p

where the final expression on the right follows from the definition of the modal group velocity given in
equation (A1.5.72).
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In terms of the equivalent spectral width 6A¢ (in wavelength units) of the source, the above
expression can be recast as

dr L dv
8T=—0A=———=08A A1.5.79
TTdx v dr > ( )
If v, is expressed in terms of the effective index neg of the mode using equation (A1.5.75), it is
straightforward to show that

B LA dzneff
c dA?

ot = 3 (A1.5.80)
If there is no net dispersion, i.e. neg is either independent of A or varies linearly with A, then there is
no pulse dispersion.

Al.5.6.4 Sources of dispersion

When an optical pulse propagates along a practical fibre with an arbitrary index profile and cross-
sectional geometry, the fotal pulse dispersion can be a combination of several different contributing
effects (figure A1.5.28).

Inter-modal dispersion

This form of dispersion occurs when two or more different modes propagate simultaneously and arises
because each mode has a different group velocity for the same wavelength. This phenomenon occurs
regardless of the spectral width of the source. Inter-modal dispersion is the major contribution to
dispersion in multimode fibres, but can be minimized using multimode fibres with a graded-index fibre as
discussed in Section A1.5.5.5.

Material dispersion

In any optical material, the refractive index of the bulk material varies slightly with wavelength, i.e.
n =n(A), in addition to any spatial variation. For example, the refractive index of the pure silica

DISPERSION P i
f'r, \"\-\
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# /‘/
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Of each mode
(Wavelength)

Figure A1.5.28. Dispersion includes inter-modal dispersion between different modes and the dispersion of
individual modes.
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cladding of a fibre decreases from 1.458 at 633 nm (wavelength of a HeNe laser) to 1.447 at 1300 nm and
to 1.444 at 1550 nm. The same relative decrease in index is normally assumed for the lightly doped core
material of the fibre.

Waveguide or fibre dispersion

This form of dispersion occurs in each and every mode of a fibre because of the wavelength dependence
of the modal group velocity and the slight spectral width of the source. The combined effects of material
and waveguide dispersion are sometimes termed chromatic dispersion.

Polarization-mode dispersion

In a non-circular single-mode fibre, such as a weakly guiding elliptical fibre, the two polarizations of the
fundamental mode are parallel to the major and minor axes and generally have distinctly different
propagation constants. Dispersion is then dominated by the inter-modal dispersion between these two
polarizations. In a perfectly circular single-mode fibre, the fundamental-mode propagation constant is
independent of its polarization state. Further the polarization of the mode does not change as it
propagates along the fibre as long as it remains translationally invariant along its entire length.

Practical telecommunications-grade single-mode fibres are neither perfectly circular nor perfectly
concentric, i.e. there are very slight non-uniformities that occur along their entire length. These non-
uniformities have the effect of introducing random coupling between the two polarization states and, as
a result, the accumulated group delay in each state can differ and therefore cause an overall dispersion
known as polarization-mode dispersion. The delay difference cannot be predicted theoretically and has to
be measured. In practice it is offset actively. This type of dispersion is only significant in very long single-
mode fibre transmission systems over thousnds of kilometres, i.e. to submarine systems, as terrestrial
systems are generally, at most, a few hundreds of kilometres long.

Al1.5.6.5 Zero-dispersion, dispersion-shifted, -flattened and -compensating fibres

Zero-dispersion fibre

In principle, inter-modal dispersion can be avoided altogether if only single-mode fibres are employed.
This arrangement only became a practical proposition with the development of techniques for
producing low-loss single-mode fibres in the 1970s. It was then possible to design a single-mode fibre so
that the combination of the fibre dispersion together with the material dispersion is zero at just one
wavelength. This is a complex design procedure, as fibre and material dispersion interact with one
another, i.e. they cannot be calculated separately and then simply added together. The first such designs
provided a zero-dispersion fibre at the first fibre transmission loss minimum of 1300 nm, as shown in the
left plot of figure A1.5.29.

Dispersion-shifted fibres

With the introduction of optical transmission systems operating close to the absolute minimum of silica
fibre transmission loss around 1550 nm, a single-mode fibre with zero dispersion at this wavelength was
required. As material dispersion is essentially fixed, an approximately triangular-shaped profile was
developed to meet this need, as shown in the right plot of figure A1.5.29. Such fibres are known as
dispersion-shifted fibres. By judicious profile design it is also possible to produce fibres that are
wavelength flattened, i.e. have close to zero dispersion over the entire wavelength range of
1300—1550 nm.
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Figure A1.5.29. Plots of total dispersion against wavelength for standard fibre (left) and dispersion-shifted fibre
(right).

Dispersion-compensating fibres

At the opposite extreme by combining the effects of fibre and material dispersion in such a way to
enhance dispersion, single-mode fibres can be produced that have a very high and negative dispersion,
of the order of — 200psnm™~' km™'. Such fibres have application, for example, in 1300 nm trans-
mission systems that are operated at 1550 nm to take advantage of erbium-doped optical amplifiers
(EDFA). The fibres in these systems have zero dispersion at 1300nm but a dispersion of about
20psnm” ' km ™! when operated at 1550 nm. By inserting lengths of the large negative dispersion fibre
equal to 10% of the length of the 1300 nm fibre between repeaters, the introduced dispersion can be
completely offset.

Al1.5.6.6 Dispersion in multimode waveguides and fibres

By definition, multimode waveguides and fibres support a large number of bound modes with
propagation constants that take on almost a continuum of values in the range kny < B < kn.,, where ng
is the uniform cladding index and n., is the maximum core index. Accordingly, pulse dispersion is
strongly influenced by inter-modal dispersion but is insensitive to source wavelength. There was a flurry
of research into minimizing dispersion in multimode fibres in the early 1970s prior to the development of
techniques for fabricating low-loss single-mode fibres.

Step-profile multimode slab waveguide

A simple analytical example of inter-modal dispersion is provided by the step-profile slab waveguide.
Consider excitation of the waveguide shown in figure A1.5.30. Assuming an incoherent source, such as a
light emitting diode (LED), all bound modes are excited approximately equally, which is well modelled
by assuming that all bound ray directions are equally excited within the core. As shown in Section
A1.5.5.3, the range of bound ray directions for the step profile satisfies 0 < B, < 3., where B, is the angle
with the z-axis.
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Figure A1.5.30. Bound ray path on a step-index slab waveguide.

As light propagates as a local plane wave, its phase and group velocities in the core are equal,
i.e. Vpn = ¥y = ¢/ng. Accordingly, the accumulated dispersion, 8z, over length L of the waveguide
is given by the difference in transit times of the slowest (6, = 6.) and fastest (6, = 0) rays, which
leads to
Ln, L LNA?
5t = —teo Do _ (A1.5.81)

Ch| C C Nl

where NA is the numerical aperture. Note that this expression is independent of the core width. Thus,
for example, for a waveguide with an NA = 0.1 and n = 1.45, the dispersion is 23nskm ™",

Zero inter-modal dispersion multimode slab waveguide

Inter-modal dispersion in slab waveguides can be totally suppressed through a judicious choice of the
refractive index profile, as discussed in Section A1.5.5.4. There is a unique profile, the hyperbolic secant
profile of equation (A1.5.67) for which the transit time for all off-axis ray paths is equal to the on-axis
transit time. Note that if inter-modal dispersion is totally suppressed, both waveguide and material
dispersion are still present.

Minimizing inter-modal dispersion in multimode fibres

Using ray tracing, inter-modal dispersion in circular fibres can be readily determined, by analogy, with
the above analysis for the slab waveguide. Like the step-profile slab waveguide, inter-modal dispersion
in a multimode step-profile fibre is relatively large. However, unlike the hyperbolic secant slab
waveguide, there is no known profile for the fibre that leads to exactly zero inter-modal dispersion when
all ray directions, both meridional and skew, are excited.

Nevertheless, it is possible to minimize inter-modal dispersion using a core profile that is
approximately parabolic, as might be anticipated from the approximately parabolic variation of the
hyperbolic secant profile. The term graded-index fibre is often used to denote a multimode fibre with this
core profile surrounded by the normal uniform cladding. However, the bandwidth of a single-mode fibre
is still significantly larger than that of a graded-index fibre.

A1.5.7 Bend loss

A mode propagating on a straight fibre or waveguide fabricated from non-absorbing, non-scattering
materials will in principle propagate indefinitely without any loss of power. However, if a bend is
introduced, the translational invariance is broken and power is lost from the mode as it propagates into,
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along and out of the bend. This applies to the fundamental mode in the case of single-mode fibres and
waveguides and to all bound modes in the case of bent multimode fibres or waveguides.

It is conventional to distinguish between the two types of losses that can occur on a bend. Transition
loss is associated with the abrupt or rapid change in curvature at the beginning and the end of a bend,
and pure bend loss is associated with the loss from the bend of constant curvature in between.

Al.5.7.1 Transition loss

Consider an abrupt change in the curvature « from the straight waveguide (k = 0) to that of the bent
waveguide of constant radius Ry, (k = 1/Ry,). The fundamental-mode field is shifted slightly outwards in
the plane of the bend, thereby causing a miss-match with the field of the straight waveguide. The
fractional loss in fundamental-mode power, 8P/P, can be calculated from the overlap integral between
the fields. Within the Gaussian approximation to the fundamental mode field and assuming that the spot
size s and core radius or half-width p are approximately equal, this gives

P 1 V4p?
— = A1.5.82
P 16A2R] ( )
where V is the fibre or waveguide parameter and A is the relative index difference. For typical values of
V=25, A=0.005, p=5mm and a bend radius of 5mm, the transition loss is about 9.8% of
fundamental-mode power.

Minimizing transition loss

There are a couple of strategies for significantly reducing transition loss. In the case of planar
waveguides it is often possible to fabricate the bend so that there is an abrupt offset between the cores of
the straight and bent waveguides in the plane of the bend. In figure A1.5.31 this can be seen as being
equivalent to displacing the bent core downwards so that the two fundamental-mode fields overlap.
Alternatively, if a gradual increase in curvature is introduced between the straight and uniformly bent
sections, the fundamental field of the straight waveguide will evolve approximately adiabatically into the
offset field of the uniformly bent section.

\ Cladding
Core >

[

Fundamental
mode field
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Figure A1.5.31. Outward shift in the fundamental-mode electric field on entering a bend.
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Al1.5.7.2 Pure bend loss

In following the curved path of the core of constant radius Ry, the fundamental mode continuously loses
power to radiation, known as pure bend loss. In assuming that the cladding is essentially unbounded, the
physical effect is analogous to radiation from a bent antenna in free space. The radiation increases
rapidly with decreasing bend radius and occurs predominantly in the plane of the bend; in any other
plane the effective bend radius is larger and hence the loss is very much reduced (figure A1.5.32).

The physical basis of bend loss can be interpreted in terms of the motion of the planar phase front of
the fundamental mode as it rotates about an axis through the centre of the bend at C with angular
velocity (2. On the straight waveguide, the phase front travels with phase velocity v, = /8, where w is
the source frequency and B the propagation constant. By matching the phase velocities of the straight
and bent waveguides on the fibre axis at the beginning of the bend

1) 1) 2mc c

= _ = = = =

Rl B ° BRy  ABRy,  negtRy

in terms of the source wavelength A and the fundamental mode effective index ngg. Along the planar

phase front through C, the phase velocity increases monotonically with the distance from C, until at a
radius R,.q, the phase velocity is equal to the speed of light in the cladding, i.e. when

(A1.5.83)

C C Neff
QRrad=_:>Rrad=Q =
Ne) el ne|

Ry (A1.5.84)
Since by definition neg > ng, it follows that R4 > Ry,

Radiation caustic

The phase velocity anywhere on the modal phase front rotating around the bend cannot exceed the
speed of light in the cladding. Hence, beyond radius R,,4 the modal field must necessarily radiate into
the cladding, the radiation being emitted tangentially. The interface between the guided portion of the
modal field around the bend and the radiated portion at R4 is known as the radiation caustic, and is
the apparent origin of radiation.

Between the core and the radiation caustic, the modal field is evanescent and decreases
approximately exponentially with increasing radial distance from C. As the bend radius increases, the
radiation caustic moves farther into the cladding, and the level of radiated power decreases. Conversely,

cladding

phase
front

Figure A1.5.32. Rotation of the mode phase front along a bend.
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as the bend radius decreases, the radiation caustic moves closer to the core and the radiation loss
increases. In practical fibres, the radiated power from the bend is either absorbed by the acrylic coating
surrounding the outside of the cladding or propagates through the coating into free space.

Mode attenuation

If z is the distance from the beginning of the bend relative to the fibre axis, then the total fundamental-
mode power P(z) attenuates according to

P(z) = P(0)e™ * (A1.5.85)

where P(0) is the total fundamental mode power entering the bend and vy is the power attenuation
coefficient. In decibels, this relationship is equivalent to

P(2)

dB = 1010g10 (P(O)

> = 10logo(e™ ) = (20 logpe)yz = 8.686yz (A1.5.86)

indicating that the loss of power per unit length of bent fibre is 8.686ydB.

Step-profile fibre

In terms of the core and cladding modal parameters U and W, respectively, relative index difference A,
core radius p, fibre parameter V and the bend radius Ry, an approximate expression for 7y for the
fundamental mode of a step-profile fibre has the form (see chapter 23 of Ref. [4])

/2,204,172 4 R
y:<z_f> VW ep{__A_bW_} (A1.5.87)

2pU2 p V2

where Ry, is necessarily large compared to p because it is not possible to bend a fibre into a radius much
below 1 cm without breakage. The pure bend loss coefficient is most sensitive to the expression inside the
exponent because R, > p. Loss decreases very rapidly with increasing values of Ry, or A or V (since W also
increases with V), and becomes arbitrarily small as R, — oo.

Consider, for example, a standard single-mode fibre such as the Corning SMF28, for which
A=0.3%, p=4pum, and NA = 0.12. At a wavelength of 1.3 um, the fibre parameter is V = 2.32. The
eigenvalue equation for the step profile gives U = 1.66, W = 1.62 and the power attenuation coefficient
of equation (A1.5.87) reduces to

3.48% 104
VRy

where Ry, is in millimetres and vy has units of m~'. Accordingly, the fractional power loss from the
fundamental mode due to pure bend loss in a single loop of fibre is expressible as

P(0)—PQmRy) . _ 7Ry

xp(—0.78Ry) (A1.5.88)

where Ry, is in millimetres. Thus, if R, = 150 mm (the radius of the standard drum on which fibre is
normally spooled), then y ~ 104’ m ™" and loss is totally negligible, but if R, = 10mm, then y=4.5m '
and the loss is almost 25% in one loop of fibre.
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Al.5.7.3 Bend loss in multimode fibres and waveguides

Uniformly bent multimode waveguides lose power because each mode is attenuated as it propagates

around the bend. Like the fundamental mode, the power attenuation coefficient for each mode is
dominated by the common exponential dependence

4 Ry W3 4 (nsz — r121)3/2
LY N 0 A ——kR AL Al.S.
exp{ 385 V2} exp{ 3,k b 2 (A1.5.90)

co ngl)
where the right-hand expression follows by setting 8 = ki and V = kp(n2, — n3)"/2.

Recall that the effective index of every bound mode of the straight fibre mode lies in the range
ne < Negr < Neo, the lower-order modes having nggr values closer to n., and the higher-order modes
having n.g values closer to ng. It follows from equation (A1.5.90) that the higher-order modes are
attenuated much more quickly than the lower-order modes. However, the overall attenuation along the
bent multimode waveguide is determined by the attenuation of each mode. Since the equilibrium
distribution of power between modes also depends on the slight variations along the waveguide, the
overall attenuation around a bend must take account of this distribution. As a result, there is no simple
analytical expression for bend loss in multimode waveguides.

Numerical quantification of bend loss for multimode slab waveguides and fibres with step and
parabolic profiles have been undertaken using a combination of ray tracing and loss coefficients
(figure A1.5.33). The loss coefficients account for bend loss at reflections from the core—cladding
interface, in the case of the step profile, and from the outer caustic in the case of the parabolic profile.
For the slab waveguide this involves a two-dimensional integration over the core width and the range of

ray directions, while the fibre involves a four-dimensional integration of the core cross-sectional area
and all meridional and skew ray paths (see chapter 9 of Ref. [4]).

Al1.5.8 Excitation, reflection, mismatch, offset and tilt

Waveguides and fibres are illuminated by a variety of sources, including lasers, light emitting diodes or
light propagating out of another fibre or waveguide. Because of the relatively small core size of fibres and
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Figure A1.5.33. Bend loss as a function of bend radius.
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Figure A1.5.34. Reflection of light from the end of a fibre or waveguide.

waveguides, it is necessary to use an intense source to ensure that sufficient light enters the fibre to be
detectable at the far end. The goal is normally to maximize the fraction of incident light that can excite
the fundamental mode in the case of a single-mode fibre or all the bound modes in the case of a
multimode fibre.

However, an analysis of excitation is a complex issue because of (a) reflection from the fibre end
face, (b) mismatch between the source and fibre modes, (c) offset between the source and the fibre, and
(d) tilt between the source and the fibre. Further, an exact mathematical formulation of the problem,
even within the weak guidance approximation, would require an appropriate representation of both the
reflected and transmitted bound mode and radiation fields, and the solution of an extremely complex
and large matrix of equations. Fortunately for most practical applications, it is not necessary to
undertake such an analysis. Here we provide some insight and methodology that provides an accurate
quantification of all these effects for most practical applications.

Al1.5.8.1 End-face reflection

If a fibre is excited by light propagating in air, the light will be partially reflected because of the difference
in indices between air and the fibre material. Consider the simple situation shown in figure A1.5.34 where
a plane wave, representing the incident light, impinges normally on the end face of the fibre with a scalar
transverse electric field E;. A fraction of the field is reflected into the backward-propagating field E; and
the balance is transmitted into the fibre or waveguide.

A simple way to estimate the fraction of reflected light is to approximate the fibre or waveguide
core—cladding cross-section by a uniform, infinite medium of refractive index approximately equal to
the core index n,, since the core and cladding indices are similar in the case of weak guidance. For the
incident plane wave, Fresnel’s laws determine the fraction of reflected light power according to

Neo — 1 2
e 1 (A1.5.91)

For a typical fibre core with index n., = 1.46, this formula gives around 3.5% for the fraction of
incident power reflected. It should also be noted that the same fraction of light will be reflected from the
propagating light impinging on the end face at the far end of the fibre, assuming it is also located in air.

Al1.5.8.2 Anti-reflecting coating

The reflection of light from the end face of a fibre can be suppressed by depositing a thin anti-reflection
coating with index different from that of the fibre, as shown schematically in figure A1.5.35. The coating
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Figure A1.5.35. Schematic of an anti-reflecting coating on the end of a fibre or waveguide.

has uniform thickness & and refractive index n.. A simple plane-wave analysis of propagation across this
layer at normal incidence from air into the fibre shows that reflection can be totally suppressed from the
end face between the coating and air provided that the following two conditions are satisfied

mA

d=-— m=1,3,5...; n.=+n (A1.5.92)
4n,

where m = 1,3,5,. .., n is the mean fibre index and A is the source wavelength.

Al1.5.8.3 Mode excitation

Assume that the transmitted scalar electric field of the source on the fibre or waveguide side of the
interface at z = 0 is given is by the scalar expression s(x, y), where x, y are Cartesian coordinates in the
cross-section (figure A1.5.36). This function is assumed to take into account any reflection loss from
the interface and also contains the implicit monochromatic time dependence exp(—iwt).

The complete field everywhere within the core and cladding for z > 0 consists, in general, of the sum
of the discrete set of bound modes, and the radiation field. Since radiated power is lost from the fibre
through the cladding, the total bound-mode field, ¥(x, y), is expressible as a sum over all bound modes

M
Ps(X,9) =Y aihu(x, y)ePre (A1.5.93)

m=1

where the a,, are amplitude constants, #,,(x, y) is the solution of the scalar wave equation for the field of
the mth mode, B, is the propagation constant for the mth mode and the summation is over all M-bound
modes. For a single-mode fibre, M = m = 1, and the polarization of the exciting field is assumed to be
parallel to the mode polarization.

Source @090 === = — = = —_

z=0

Figure A1.5.36. Schematic of a source abutting the end of a fibre or waveguide at z = 0.
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Modal amplitudes

The expansion over bound modes and the radiation field i;,,q must match the transmitted field on the
end face at z = 0. Hence

M
Us(x,y) = Zam¢11z(x7y) + Yrad (A1.5.94)
m=1

The amplitude of the kth bound mode is then obtained by multiplying this equation on both sides by
Yi(x, y), and integrating over the infinite cross-section A,. Since, by definition, any bound-mode field is
necessarily orthogonal to the radiation field

M
/ W(x, »)e(x, y) dxdy = Zam/ Y (x, Y)P(x, y) dx dy (A1.5.95)
A m=1 A

The amplitude coefficient a,, of each mode is then determined by using the orthogonality property
of the scalar modal fields

Y, V) (x, y)dxdy =0 ifm # k (A1.5.96)

Ac

Accordingly the right-hand side of equation (A1.5.95) reduces to a single term when k = m and the
amplitude of the kth excited mode is given by

@ = / WLx, ) (x,y) drdy / / Yn(x,y)? dxdy (A1.5.97)
A Ac

Note that for a circular fibre the Cartesian element of area dxdy — rdrd¢ in polar coordinates with
0<r<ocoand 0 < ¢ <2m.

Modal power

Equation (A1.5.28) determines that the total power P; propagating in each excited mode is propor-
tional to

(@)’ | ()? dxdy (A1.5.98)

A

where A is the infinite cross-section of the fibre or waveguide and k= 1,2, ..., M. On substituting a;
from equation (A1.5.97) the fraction of transmitted power in each excited mode relative to the total
power exciting the fibre is given by

2
( d’klps dXdy)
Aw

(A1.5.99)
(W0)? dxdy / (W) dxdy
Ao Ao

The total fraction of incident power that is transmitted into bound modes is given by
summing equation (A1.5.99) over all values of k. Thus, the fraction of total exciting power lost as

© 2006 by Taylor & Francis Group, LLC



170 Propagation along optical fibres and waveguides

radiation is given by

2
M (/ d’kqfstdy>

=1 [ (o)* dxdy / (Wy)* dxdy

Ao

1 — (A1.5.100)

Al1.5.8.4 Fibre splicing, miss-match, offset and tilt

Optical fibres are normally spliced together by removing the coating (mechanically or chemically),
cleaving the fibre ends so that their end faces are flat and perpendicular to the fibre axis and butting them
together in a V-groove. The fibres are then heated by an electric arc to soften the glass and fuse them
together to form a smooth continuous joint. Splicing fibres using this technique essentially requires fibres
with the same cladding diameter, commonly referred to as the outer diameter or o/d, although their core
refractive index profiles and radii can differ quite significantly.

Splice loss

The difference between the cross-sectional profile and geometry of the cores of the two fibres is known as
the miss-match. For single-mode fibres the miss-match accounts for the loss of power at the splice as the
fundamental mode fields of the two fibres will not be identical. Additional losses will occur if the fibres
are offset transversely, or if their axes are no longer parallel and have a relative tilt.

Splice loss, due to any of the three loss mechanisms shown schematically in figure A1.5.37, can
formally be calculated and quantified using the analysis of mode excitation in the previous section but
with the input source being the field of the fundamental mode of the input fibre. However, such an
analysis would require detailed knowledge of the refractive index profiles of both fibres and formal
solution of the scalar wave equation (numerically) to determine the fields of the fundamental mode of
each fibre. A simpler approach, which requires knowledge only of each fibre’s spot size (taken from fibre
measurement) and gives an approximate but accurate measure of splice loss, is to use the Gaussian
approximation of Section A1.5.4.7 to represent the field of the fundamental mode of each fibre.

Miss-match loss

Accordingly, if ¢, and i, denote the fundamental fields of fibres 1 and 2, respectively, in the weak-
guidance approximation then the representation of the Gaussian approximation is

2 2
U (r) = ap exp{—zr—s%}; I (r) = a exp{—zr—sg} (A1.5.101)
Cladding _
Core 1 T —
T T T T T T T T " Core2”  —
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Splice

Figure A1.5.37. (a) Miss-match, (b) offset and (c) tilt between fibre cores.
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where s; and s,, a; and a, are, respectively, the spot sizes and amplitudes for fibre 1 and fibre 2, and r is
the cylindrical radial coordinate measured from the fibre axis.

The power P; propagating in the fundamental mode in fibre 1 is obtained by integrating the local
power flow power density parallel to the fibre axis over the infinite cross-section relative to polar
coordinates (r, ¢) in the fibre cross-section. In weak guidance the power flow density in the z-direction is
given by equation (A1.5.28). Since ¢, is axisymmetric, the ¢ integration is readily performed and leads to

12 rom 12 oo

p, = <ﬂ> / rydrde = e, <ﬂ> / rg2dr (A1.5.102)
2 \mo 0 Ko 0

Substituting for i leads to a standard integral

1/2 roo 2 1/2
P = m(a))*neo (ﬂ> / rexp{— r—z}dr = Meo <ﬂ> sta? (A1.5.103)
Mo 0 s 2 \my

Similarly, the power P, propagating in the fundamental mode in fibre 2 is given by

1/2
TN¢o &€ )

P, = (—) s5a (A1.5.104)
2 o 22

There is negligible reflected power at the splice because both fibres are weakly guiding and their
refractive index profile values are very similar. In the pure silica cladding the indices are of course
identical.

The amplitude of the transmitted mode, a,, is determined by using fundamental mode field ¢ in
fibre 1 as the source of excitation (is) of the fundamental mode i, (i) for fibre 2 in equation (A1.5.97),

leading to
« P21 1
11’1 d/zdxdy rexp| — = —2+—2 dr
_ Ac o 0 2 Sl S2

ay =da pos r2
‘ﬁ%dXd}’ / rexp(— —2> dr
A 0 S2

By analogy with the derivation of the power integrals above, these integrals are readily evaluated
and lead to

(A1.5.105)

2s%

=) —1 A1.5.106
ai ol ( )

a

Using equations (A1.5.105) and (A1.5.106), the fractions of transmitted power and the fraction of
power lost are given, respectively, by

(A1.5.107)

2
Py s3a3 . 459 s%' Py 45t 53 B (v% - v%)
=2%__ " 7. 24 22
Py stal (5?4 s3)% st P (s3 + 53)% 57 57+ 3

Thus, for example, a 1% relative difference in the two spot sizes gives rise to a power loss of only
0.01%, whereas a 10% relative difference gives a 1% loss.

Offset and tilt losses

If two identical single-mode fibres with the same spot size s are offset parallel to one another by distance
d, a similar analysis to the Gaussian approximation for the miss-match loss gives the first expression in
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equation (A1.5.108) for the fraction of power loss. Similarly if the same two fibres have a relative tilt
angle 6, the second expression in equation (A1.5.108) determines the fraction of power loss

2 2
1 - exp(—%); 1 - exp(—@) (A1.5.108)

where k is the free-space wavenumber and n, is the core index value. If both offset and tilt losses are
present, then the two expressions in equation (A1.5.108) are multiplied together to determine the overall
loss. Similarly, if miss-match loss is also present, then a third multiplicative factor given by the second
expression in equation (A1.5.107) should be included.

Al.5.8.5 Near and far fields

The near field refers to the field of a fibre or waveguide on the far end face in air. In the case of a
sufficiently long length of single-mode fibre, the near field will be virtually identical in shape to the
fundamental-mode field within the core and cladding because the power in all higher-order cladding
modes will have been absorbed and scattered by the coating material. However, the amplitude of the
near field will reduced by about 1.75% to account for the 3.5% of reflected power from the end face back
along the fibre. For multimode fibres, ray tracing and Snell’s laws can be used to determine the near-field
pattern.

Suppression of end-face reflection

When light propagating in the excited bound mode(s) of a fibre reaches the far end of the fibre, it is partly
reflected back along the fibre because of the change in index from glass to air at the end face. The 3.5%
of reflected power propagates back to the front face and all but 3.5% of this light is transmitted back
into the source laser where it can interfere with the operation of the laser.

This reflection problem can be avoided in practice by cleaving the end face at a sufficiently large
angle, typically 10°, to deflect the reflected light into the cladding and out of the fibre core as illustrated in
figure A1.5.38.

Far field

The far field of a fibre or waveguide is the field emerging from its far end into air as measured at a
sufficiently large distance from the end face. In the case of multimode fibres, the shape of the far field can
be predicted using ray tracing by tracking the rays exiting the end face and taking into account their
refraction at the end face.
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Figure A1.5.38. Reflection from the far end face of a fibre without and with an angle face.
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For single-mode fibres and waveguides with relatively small core sizes of the order of a few
wavelengths of the source light, the far field is diffracted at the end face. Because of the confining effect of
the cladding on light in the core, this effect is analogous to the diffraction of a beam of light passing
through a small orifice and then spreading laterally to form a series of lobes when viewed sufficiently far
from the end face.

If the first lobe makes a far-field diffraction angle 64 with the fibre axis, a shown in figure A1.5.39,
standard diffraction theory can be used to relate this angle to the fibre parameters.

A1.5.9 Perturbed and non-uniform fibres and waveguides

There are two sets of problems in which (a) the cross-sectional geometry and/or the refractive index
profile of a fibre or waveguide are subject to uniform longitudinal perturbations and (b) the translational
invariance of a waveguide or fibre no longer holds, but a quasi-modal description of propagation is still
applicable. In the first set, translational invariance still holds so that the structure supports bound
modes, whereas in the second set, which includes longitudinal tapering, mode coupling necessarily
occurs. In keeping with the thrust of earlier sections, an outline of the methodology employed in each of
these techniques will be presented within the weak guidance approximation.

A1.5.9.1 Uniform perturbations: single core

When a fibre or waveguide has a single core for which the field and propagation constant are known for
any bound mode, a simple perturbation technique enables the propagation constant to be determined
when a uniform perturbation in the cross-sectional geometry and/or refractive index profile is applied to
the length of the fibre or waveguide.

Consider a waveguide or fibre with known profile n(x, y), scalar modal field {(x, y) and propagation
constant B3, respectively. If the waveguide or fibre is slightly but uniformly distorted along its length
so that it now has profile 7(x, y), field (x, y) and propagation constant B, respectively, then the
perturbed propagation constant can be expressed approximately in terms of the unperturbed quantities
according to

(7> — n?H)¥PdA
B*=p>+k>A= (A1.5.109)
PrdA
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Figure A1.5.39. Fundamental mode evolving into lobes in the far field.
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where k is the free-space wavenumber and the integrals are over the infinite cross-section of the
waveguide or fibre (see chapter 18 of Ref. [4]).

Slight absorption

To illustrate the usefulness of the above result, consider a step-profile fibre with a loss-less cladding and
core which is slightly absorbing, i.e. n., is replaced by the complex expression n., +16, where 6 << l isa
constant. By substituting into equation (A1.5.109) to the lowest order in 6 gives

y’dA
B = B 4 2idk>ng, “ae—— = B% + 2idmk>ne, (A1.5.110)
yrdA
Ae
where A, is the core cross-sectional area and 7 is the fraction of mode power propagating in the core.
Upon taking the square root, setting 8 ~ kn.o, then ordering &

_ 2idmk2nge ' 5k
B=B(1+L2”C°) =p+2E 0 = gy sk (A1.5.111)
B B
Hence the mode power P(z) at distance z along the fibre is attenuated according to
P(2) = P(0)exp(—26mkz); dB = 8.6866nkz (A1.5.112)

Thus, the attenuation increases with increasing absorption but decreases with increasing mode
order because a larger fraction of power propagates in the cladding. In other words, the effect of
absorption is most pronounced for the fundamental mode.

A1.5.9.2 Uniform perturbations: multiple cores

When more than one core is present in a fibre or waveguide, there are two essentially equivalent
techniques for analysing propagation: super-modes and coupled-mode theory. This is brief background
material for the more detailed applications to light processing devices discussed in Chapter B3 of this
book.

Super-mode analysis

By analogy with the discussion in Section A1.5.3.10, super-modes are the bound modes associated with
the multiple cores such that propagation of guided optical power can be expressed in terms of a
summation over the super-modes. For example, in the case of two identical cores that in isolation from
one another are single mode, there are two super-modes with even and odd symmetry, respectively,
relative to the mid-plane between the two cores. If both modes are excited simultaneously, there will be
interference or beating between them because of the difference in their propagation constants. Physically
this leads to a coupling of optical power between the two cores.

Coupled-mode analysis

An alternative approach is to employ coupled-mode theory, the details of which are described in more
detail in Section A1.5.9.4 below. Physically, this approach can be thought of as follows. When there is
only one core present, the fundamental mode propagates unperturbed. If a second parallel core is now
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introduced supporting a second fundamental mode with a propagation constant identical to that in the
first core, this situation gives rise to a resonance phenomenon and power is transferred from the first core
to the second core and back again while the modes propagate. This periodic transfer of power between
the two cores can be described quantitatively using coupled-mode equations and the results are formally
identical to those derived using super-modes.

Al1.5.9.3 Tapered fibres and waveguides

A waveguide or fibre taper corresponds to a variation of the core cross-section and/or refractive index
profile with distance z along the fibre, i.e. p = p(z) and/or n = n(z), where p is either the half-side of a
square-core waveguide or the the core radius of a step-profile fibre and n is the profile. If the taper is
single-mode, then at each position z along the taper, only the fundamental mode is bound, but because
of the variation in p(z) the fundamental mode must lose power by coupling to radiation. However it is
intuitive that if the core radius p(z) varies sufficiently slowly along the taper, than the radiation loss
should be minimal. If there were no power loss, then the taper would be described as adiabatic; with a
small but finite loss, the taper can be described as approximately adiabatic.

Al1.5.9.4 Local modes

If the taper is approximately adiabatic, and the fibre or the waveguide is single-mode along its entire
length, it is intuitive that the fundamental mode defined by the core cross-section at the beginning of
the taper will have virtually the same power as the fundamental mode at the end of the taper.
However, its scalar field 4(x,y) and propagation constant 8 at the ends of the taper can be quite
different, so how can we accommodate this change and at the same time retain the fundamental mode
description?

The answer is the concept of a local mode. Such a mode has the property that, at each position along
the taper, its modal field 4(x, y, z) and propagation constant B(z) adapt so that they are determined by the
local cross-sectional geometry and index profile. Hence at cross-section AA’ in figure A1.5.40 the core
radius is, say, p(za), while at BB’ it will be p(zp). The solutions of the scalar wave equation for the field
and propagation constant are then determined for the step profile with radius p(za) at AA’ and radius
p(zg) at BB'. To connect these solutions at each end, consider the local mode phase and amplitude
variation separately.

Cladding

B'

Figure A1.5.40. Schematic of a tapered core.
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Local mode phase and power dependence

In a uniform fibre, phase increases linearly with distance as Bz. If 8 now varies continuously with z,
i.e. B— B(z), it is intuitive that the linear accumulation of phase is replaced by a continuous summation
that can be represented by the integral

/B(z)dz (A1.5.113)

that reduces to Bz when B(z) is a constant.
In weak guidance the total power P propagating in the fundamental mode along a uniform
waveguide or fibre is given in terms of its amplitude ay and field ¢y by

1/2
Py =”2ﬂ<ﬂ) laol® | 1uol*dA (A1.5.114)
Mo Ao

where the integration is over the infinite cross-section. Suppose we assume that this expression is
invariant at every position along the taper, i.e. the total power remains fixed for all values of z. The field
Yo will then vary with the change in cross-section, i.e. ¥y = o(z), and equation (A1.5.114) determines
that the modal amplitude ay must also vary as

1/2

1/2
ao(z) = Py = (P) . (A1.5.115)
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The denominator in the first expression is identical to the definition of the normalization Ny in
equation (A1.5.11), so on recalling the definition of the field of an orthonormal mode in equation
(A1.5.12) it follows that

_ Y oy U
_Nl/z, aml,[lm —Pw—Pdfm (A]5116)

i

In other words, the orthonormal fundamental mode describes the modal field everywhere along the
taper if it is adiabatic but is a good approximation if the taper is approximately adiabatic.

Al1.5.9.5 Mode coupling

In situations where there is a loss of power from a mode of a waveguide or fibre due to either an external
influence, as is the case with multiple cores in Section A1.5.9.2, or to the longitudinal change in the
profile or cross-sectional geometry due to tapering in Section A1.5.9.3, the variation in the power of the
mode can be quantified using a set of coupled-mode equations [10]. An individual mode of any order
propagates without change in its total power, field and propagation constant along a translationally
invariant, loss-less waveguide or fibre.

If the waveguide or fibre is now subject to a length-dependent perturbation, then the mode generally
will couple its power to all other bound modes and to the radiation field, in a multimode guidance
situation, but only to the radiation field in a single-mode guidance situation, assuming an infinite
cladding. For a finite-cladding cross-section, the radiation field comprises guided cladding modes
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together with a radiation field propagating into the medium beyond the cladding (normally air).
Accordingly, only coupling between bound (core and cladding) modes will be included from hereon.

Forward and backward-propagating modes

The coupling of a particular mode, say the jth forward-propagating mode, is generally to all other
forward-propagating modes and to all backward-propagating modes, including the jth backward-
propagating mode. The jth forward-propagating mode in the weak-guidance approximation has a scalar
transverse electric field E; with the complete temporal-spatial dependence

Ei(x7y7 <, t) = a](Z)l!l](xvy)eXp[l(_B]Z - (‘)t)] (A15117)

where aj(z) is the z-dependent modal amplitude, which accounts for the coupling of power to or from the
jthmode. The kth backward-propagating mode has the same field as the kth forward-propagating mode,
and its propagation constant has the same absolute value, but opposite in sign to that of the forward-
propagating mode to account for the negative phase velocity, i.e.

Ek(xay7 Z, t) = ak(Z)l!lk(xa y)exp[i(_ﬁkz - (l)t)] (AISI 18)

If k = j, this gives the form of the jth backward-propagating mode.

Mode normalization

If y5(x,y) is a solution of the scalar wave equation satisfying the usual boundary conditions, then
any multiple py; is also a solution, where p is an arbitrary constant. Thus the ; in the above expressions
are not uniquely specified, which in turn affects the value of the amplitude coefficients a,(z). To remove
this potential ambiguity, it is convenient to replace the ; and the ¢ _ , by their orthonormal forms,
i.e. by

(o) — @) A1)
Pi(x, y) N, i (x,y) N (A1.5.119)

where N; and N, are the respective mode normalization defined by equation (A1.5.11). Note that
normalization is independent of the direction of propagation.

Coupled-mode equations

The coupled-mode equations comprise a set of linear, first-order differential equations that determine
the z-dependence of the modal amplitude of each forward or backward-propagating mode. It is
convenient to combine the z-dependent amplitude and phase of each mode by defining new coefficients
bj(z) and b 4(z) such that (see chapter 27 of Ref. [4])

bj(z) = aj(x) exp(iB;z); b = a—(z) exp(iBiz) (A1.5.120)
The coupled equations can then be expressed as

db; db_;
d—zf —iBby=i» Cuby: d—zf +iBib—; = —i;c,,kbk (A1.5.121)
k
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for the jth forward and backward-propagating modes, respectively, where the summation in k is over all
forward and backward-propagating modes. The Cy = Ci(x.y) coupling coefficients, defined by

Cjk

/ [ﬁz(xyy,Z)_nz(xa)’)]l/fjl[fde (A15122)

3

2Nco

where A, is the infinite cross-section, n*(x, y) is the refractive index profile of the unperturbed waveguide
or fibre, n’(x, y, z) is the refractive index profile of the perturbed waveguide or fibre, and the ¢ values are
orthonormal.

Applications of coupled-mode equations

The set of coupled-mode equations is useful for solving a range of practical propagation problems where
there is a significant exchange of power between modes. Such an analysis requires a set of propagation
conditions along the fibre, which does not change or only changes very slightly so that the field and
propagation constant of each mode remains constant. Examples where coupled-mode equations offer a
method of solution include multiple-core fibres and waveguides, as discussed in Section A1.5.9.2, Bragg
reflection gratings, and long-period gratings.

Coupled local mode equations

Problems in which the translational invariance of the modes no longer holds, such as well-tapered fibres,
waveguides or devices, are not appropriate for a coupled-mode equation analysis. In these cases, an
alternative analysis based on an analogous set of coupled local-mode equations can be used (see chapter
28 of Ref. [4]).

In practice, however, problems involving tapered fibres, waveguides and devices, based on single or
two-mode propagation, generally have a sufficiently slow rate of taper that coupling between local
modes may be negligible so that each local mode propagates approximately adiabatically and almost
conserves its power.
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Al.6
Introduction to lasers and optical amplifiers

William S Wong, Chien-Jen Chen and Yan Sun

A1.6.1 Introduction

Although Albert Einstein did not invent the laser, his work laid the foundation for its development. In
1917, Einstein was the first to explain how radiation could induce, or stimulate, more radiation when it
interacts with an atom or a molecule [14]. A few years later, Richard Tolman discussed stimulated
emission and absorption in his paper [65], realizing the important fact that stimulated emission is
coherent with the incoming radiation. In other words, the electric dipoles in the atoms oscillate with the
incoming photons, which in turn, re-radiate photons that have a fixed phase relationship with incoming
photons. If the re-radiated photons are in-phase with the incoming ones, they add constructively to
amplify the incoming photons. Thus, the general idea of coherent amplification via stimulated emission
was understood since the 1920s. However, it was not until the 1950s when the concept of the ‘maser’,
which is an acronym for microwave amplification by simulated emission of radiation, was developed
and demonstrated by Charles Townes and his coworkers at Columbia University [22, 23]. They directed
excited ammonia molecules into a cavity whose resonance frequency is tuned to the 24 GHz transition
frequency of ammonia [66]. A sufficient number of these excited molecules will initiate an oscillating
microwave field in the cavity, part of which will be coupled out of the cavity (see figure A1.6.1). It is
interesting to note that maser operation was first demonstrated in the microwave region. Since the
spontancous radiative lifetime is inversely proportional to the third power of the transition frequency, at
microwave transition frequencies, the radiative lifetime of the ammonia molecules is about 1 x 102
longer than it would be at optical frequencies, which allows the system to achieve population inversion
easily with a reasonable amount of pump power.

Following the invention of the maser, researchers attempted to create a laser by extending the maser
action to optical frequencies, where ‘laser’ is an acronym for light amplification by simulated emission of
radiation. Schawlow and Townes published a paper to explore the possibility of laser action in the
infrared and visible spectrum [50]. Although many researchers at the time speculated that a system
containing alkali vapours would be the most likely candidate that could be made to oscillate at optical
frequencies, they were surprised to learn that a system involving optical pumping of chromium ions in
ruby, invented by Maiman [37], was the first to produce coherent optical radiation. His laser consisted of
a ruby crystal surrounded by a helicoidal flash tube enclosed within a polished aluminum cylindrical
cavity (see figure A1.6.2). When pumped by a very intense pulse of light from a flash lamp, the ruby laser
operated in pulsed mode at 694 nm.

Great progress has been made since the 1960s. Today, lasers have become ubiquitous in our lives.
They are used in a wide range of applications in communications, medicine, consumer electronics, and
military systems. Although it has been fewer than 50 years since the laser was first invented, we have
made, and will continue to make, great strides in advancing the state of the art in lasers.
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Output  ~ .
microwaves

Molecular
source

Figure A1.6.1. The ammonia maser. Molecules diffuse from the source into a focuser where the excited molecules
(shown as open circles) are focused into a cavity and molecules in the ground state (shown as solid circles) are
rejected. A sufficient number of excited molecules will initiate an oscillating electromagnetic field in the cavity, which
is emitted as the output microwaves (from [66]).

Light shield

Flash tube

Figure A1.6.2. Schematic diagram of a ruby laser. When the gas flash tube is activated, electromagnetic oscillations
occur within the ruby rod. Some of the visible radiation is emitted in a beam through one partially reflecting end of
the rod (from [66]).

Al.6.1.1 A two-level atomic system

Before we explain the operation of a laser, we need to understand how radiation interacts with matter.
Atoms, molecules, and solids have specific energy levels that are determined by the laws of quantum
mechanics. A photon may interact with an atom if its energy matches the difference between two of the
energy levels.

Let us focus our attention on two energy levels, E; and E, of an atom. If we assume that E; > E;, we
can refer to the levels 1 and 2 as lower and upper levels, respectively. When the energy of the photon Av
matches the atomic energy-level difference, i.e. hv = E; — E|, the photon interacts with the atom where
processes such as spontaneous emission, absorption, and stimulated emission take place.

Spontaneous emission of a photon takes place when the atom transitions from level 2 to level 1
without any external excitation (figure A1.6.3). The energy difference is released in the form of a photon
with energy hv = E; — E;. The rate of this spontaneous transition, which is independent of the number
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Figure A1.6.3. The process of spontaneous emission.

of photons that is present, is the reciprocal of the spontaneous radiative lifetime of the 2 — 1 transition.
Typical values of radiative lifetimes of specific transitions range from picoseconds to several minutes.

In the presence of pumping, the atom will transition from the lower level to the upper level. For
example, in the He—Ne laser, the He atoms, initially excited by collisions with electrons, transfer the
excitation to the Ne atoms. In addition, in the presence of a photon with energy hv = E, — E|, the atom
in the lower level will also transition to the upper level, while absorbing the photon at the same time
(figure A1.6.4). It is an induced transition since the rate of absorption is proportional to the intensity of
the radiation. As an example, cesium atomic clocks, which utilize the principle of absorption, have the
ability to measure time with an accuracy as good as 1 s in over 20 million years. Cesium is the best choice
of atom for such a measurement, because all of its 55 electrons, except the outermost one, are confined to
orbits in stable shells of electromagnetic force. The energy difference E, — E; is attributed to the cesium
atom’s outermost electron transitioning from a lower to a higher orbit. After tuning a microwave beam
to the resonant absorption frequency (9,192,631,770 Hz) of a collection of cesium atoms, one measures
the resulting cycles of oscillations in the microwave signal to establish a time/frequency standard.

If the atom is in the upper level in the presence of radiation, it will make a downward transition to
the lower level while emitting a photon of energy hv (figure A1.6.5). The emission of the new photon is
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Figure A1.6.4. The process of stimulated absorption.
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Figure A1.6.5. The process of stimulated emission.
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induced, or stimulated, by the incident photon. The new photon also has the same frequency,
polarization, and phase as the incident photon. In an optical amplifier, this process of stimulated
emission takes place continuously along the length of the gain medium, resulting in a large number of
output photons that are replicas of the input photons. In general, in a spontaneous process, such as
spontaneous emission, each atom acts independently to produce a noise-like output. On the other hand,
in a stimulated process, the atoms in the medium act collectively and oscillate in phase, which makes
coherent amplification possible.

Although no photons are involved, nonradiative decays are also an important process for
understanding the operation of a laser. If an atom is initially in the upper energy level, it can decay to the
lower energy level without emitting a photon. Instead, the energy-level difference E, — E; appears in a
phonon, where either the rotational energy or the translational energy of the material system increases,
resulting in heating effects.

At thermal equilibrium, the ratio of the atoms in levels 1 and 2 is given by the Boltzmann factor:

N2/N1 :CXp[_(Ez—El)/kBT], (A161)

where N; and N, are the number of atoms in the lower and upper levels, respectively, kg =
1.38054 x 102 JK ! is the Boltzmann constant, and T is the temperature in kelvin. Since E, > E; by
assumption, the above equation tells us that at thermal equilibrium, N, > Ny; in other words, there are
more absorbers than emitters. Therefore, at a normal temperature where 7' > 0, the two-level system
always absorbs more incoming radiation with energy hv than it will emit. In order to have a net
amplification of radiation, it is necessary to achieve a population inversion, where N; > Nj.
Interestingly, the corresponding system is said to have a ‘negative temperature’ since T will have to be a
negative quantity in kelvin in order to satisfy equation (A1.6.1).

Al.6.1.2 Multi-level laser systems

Although, ‘laser’ is an acronym for ‘light amplification by stimulated emission of radiation’, lasers are
actually optical oscillators (generators or sources of light) and not optical amplifiers (devices for
increasing the strength of an input lightwave signal). Despite the variety in the types of lasers, nearly all
lasers possess the following three essential elements:

(a) a lasing medium, which can be a solid, liquid, gas, semiconductor, or others;
(b) a pumping process that excites the atoms in the medium into a higher energy level; and

(c) an optical resonator to enable the light to bounce back and forth.

If the amount of coherent amplification inside the resonator exceeds the internal loss, coherent laser
oscillation will take place.

It is impossible to achieve continuous laser oscillation in a two-level atomic system. Imagine that we
are trying to excite as many atoms into the upper level as possible. While doing so, we are also increasing
the rate of stimulated absorption. At best, both upper and lower levels in the two-level system will be
populated equally, failing the requirement that we need to have a population inversion (N, > N;). To
overcome this problem, most laser systems utilize three or more energy levels. A three-level system is
shown in figure A1.6.6. Atoms are excited from level 1, the ground state, to level 3, which decay quickly to
level 2, also known as a metastable state. Provided that there is a population inversion, stimulated
emission, which takes place from level 2 to level 1, will dominate. This condition is met if the nonradiative
lifetime from level 3 to level 2 is short, so that it will not give the pumping process a chance to re-populate
the ground state. The ruby laser invented by Maiman is an example of a three-level laser system.
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Figure A1.6.6. A typical three-level laser.

Al.6.1.3 Laser cavity

A major element of a laser, in addition to the gain medium, is the laser cavity, which provides optical
feedback so that laser oscillation can be achieved. It works like an electronic oscillator where stored
energy, amplification, feedback, and output coupling are all engineered for oscillations to take place. It
is straightforward to form a laser cavity. In fact, in the simplest form, two parallel mirrors facing each
other form the most basic laser cavity—the Fabry—Perot cavity [27, 49, 51, 74]. Lightwave bounces back
and forth upon both mirrors, gaining energy each time it passes through the gain medium. Typically, one
mirror is highly reflective and the other is partially transmitting to provide output coupling. The gain,
loss, and coupling ratios of the mirrors determine the output power of a laser.

Since light is circulating inside the cavity, the phase of the reflected light, after a complete round
trip, needs to match that of the original light so that a constructive interference or a standing wave can
form. This condition is satisfied only at certain frequencies and these resonant frequencies are referred to
as the longitudinal (or axial) modes of the laser cavity. For a cavity with a fixed length, the longitudinal
modes are separated by a constant frequency that is equal to the inverse of the cavity round trip
time. Within the gain bandwidth of the gain medium of a laser, there may exist multiple longitudinal
modes. The lasing threshold is reached when the gain medium is pumped, in which the total round-trip
gain of the mode (closest to the gain peak) equals the total round-trip loss. When the threshold is
exceeded, the laser oscillation starts in this axial mode. Depending on the property of the gain medium,
when the pump power increases, a homogeneously broadened gain medium, which maintains the same
gain shape when saturated, can sustain one stable lasing axial mode only, while an inhomogeneous
broadened medium can have multiple modes co-existing in a laser.

Similar to a RLC electronic resonator, the quality factor Q of a laser cavity is defined as 21 times the
ratio of the stored energy to the energy loss per cycle. Since an optical cycle is very short (a few
femtoseconds), energy loss per cycle is relatively small and the quality factor of an optical cavity is
normally much greater than that of an electronic resonator.

An important method to generate short laser pulses is to ‘switch’ the cavity quality factor artificially
from very low to normal so that the stored energy in the gain medium can be released in a short time
period, otherwise known as the Q-switching method. Lowering the cavity Q can be achieved by
increasing the cavity loss or decreasing the feedback from the mirrors. The stored energy, in the form of
large inversion in the gain medium, grows as pump power is applied, but the laser oscillation does not
happen because of the high cavity loss or the lack of optical feedback. When the cavity Q is restored, the
laser threshold is exceeded and the lightwave inside the cavity experiences a large optical gain due to the
large inversion and builds up rapidly. The huge optical energy then quickly consumes the large
population inversion causing the optical power starts to decrease. In addition, when the cavity Q is
lowered at the same time, the optical power diminishes further as the laser is operating below its
threshold. The cycle is then repeated for subsequent pulse generation. The Q switching technique is
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widely applied on all types of lasers, from solid-state lasers, gas lasers, to semiconductor lasers, to
produce short pulses.

In addition to the Fabry—Perot cavity, there are different ways to construct a laser cavity. One can
replace the planar mirrors with concave or convex spherical mirrors to achieve better confinement of
the optical energy inside the cavity [4]. An important consideration of a laser cavity is whether a stable
mode exists that corresponds to the mirror geometry. This problem can be approached in a setting of
the paraxial wave equation, which describes wave propagation in the paraxial limit, and its eigen
solutions, i.e. the Hermit—Gaussian modes. Another approach is ray tracing, which is described by
the ABCD matrices. Both methods lead to the same stability criterion written explicitly as0 = g, go = 1
[27, 49, 51, 74], where the g parameter of a mirror is defined as g = 1 — L/R, where L is the distance
between the two mirrors and R is the radius of curvature of the mirror.

As described by the same analysis, higher order Hermit—Gaussian modes, or the transverse modes,
can exist in a laser cavity to compete for gain, degrade mode profile, and cause output power fluctuation.
Since the higher order transverse modes have larger spatial profiles, they can be eliminated by restricting
the active region of the gain media to fit only the fundamental mode. In some high gain lasers, unstable
cavities, in which off-axis light diverges, can be used as they have advantages of a larger spatial profile,
more efficient gain, ease of alignment, and single modalness.

There are other types of laser cavities, such as a ring cavity consisting of a length of optical fibre. In
semiconductor lasers, cleaved facets can be used as mirrors; in addition, linear cavities formed using
distributed Bragg reflectors are also common. Depending on the available technology and requirements,
laser cavities are chosen to suit their purposes.

A1.6.2 Specific types of lasers
Al1.6.2.1 Solid-state lasers

Since the invention of the very first ruby laser in 1960s [37, 38], solid-state lasers, which are composed of
gain media in their solid phase by definition, remained as one of the most important and versatile lasers
for academia and industry. When pumped to threshold population inversion levels, the three-level or
four-level solid-state gain media provide sufficient gain to compensate for losses in the laser cavity. The
laser cavity forms a resonator, analogous to the electronic version of an oscillator, which determines
the output power, operation modes, and the beam profile of the solid-state laser.

Generally, a solid-state gain medium consists of a crystalline (e.g. YAG) or an amorphous (e.g. glass)
host doped with a certain ion (e.g. several percent of Cr* ", Nd* ", Er’ ¥, etc) that acts as the active lasing
material. Most commercially available solid-state lasers are pumped by gas discharge flash lamps (e.g.
krypton or xenon) or by semiconductor lasers for greater reliability and efficiency. The choice of the gain
media depends on lasing wavelength, optical properties (birefringence, dispersion, optical nonlinearity),
and mechanical properties (material strength, thermal conductivity). Important solid-state gain media
include Nd**-doped YAG (Nd*":YAG), Nd’* :glass, Ti’ " :sapphire, and colour-centre lasers, etc.

The Nd*":YAG laser is a four-level laser and is typically operating at the 1.064 um wavelength
range with a narrow linewidth of a few nanometers [18, 35]. Its good thermal conductivity and
temperature-insensitive threshold make it suitable for both pulsed and continuous-wave operations.
Typically, it is pumped optically with flash lamps or laser diodes, and water-cooled in high output power
applications. It is popular for various laboratory applications such as pumping another laser or being
frequency-doubled to provide green light. The energy-level diagram of the Nd*":YAG laser and its
emission spectrum are shown in figure A1.6.7.

Compared with Nd* " :YAG, the Nd**: glass is easier to manufacture and process. It can be made
into a larger size gain medium to achieve higher output powers. Depending on the host glass types, it
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Figure A1.6.7. (a) Energy-level diagram of Nd*":YAG (from [35]), (b) Spontaneous-emission spectrum of
Nd**:YAG near 1.064 pm at room temperature. The two Lorentzian lines contributing to the laser transition are
shown by dashed lines (from [35]).

typically operates at around 1.06 wm with a wider linewidth of tens of nanometres [34, 54]. Using a large
size Nd® ¥ :glass gain medium and the Q-switch technique, one can generate pulses with terawatt peak
power. However, due to its low thermal conductivity, the Nd* " :glass laser operates at a low repetition
rate (10 pulses per second). For comparison, we show the fluorescent emission spectra of Nd** in
various glass hosts in figure A1.6.8.

Among the solid-state gain media, Ti* " :sapphire is characterized by its broad gain bandwidth from
0.66 wm to greater than 1.0 wm (more than 100 THz of bandwidth when modelocked) [43]. It is used in
tunable continuous wave (CW) lasers for broad tuning ranges or in mode-locked configuration to
produce ultra-short pulses (down to several femtoseconds). The Ti’ " :sapphire lasers are often pumped
by other lasers such as laser diodes or argon ion gas lasers due to its short excited state lifetime (3.2 s).

Two common operation modes of solid-state lasers are the CW mode and the pulsed mode. In the
CW operation, solid-state lasers generate monochromatic, highly coherent, and high-intensity light.
A widely used mechanism to produce pulses in solid-state and other lasers is the Q-switching method
[68, 69]. By changing the cavity Q mechanically, electrically, or optically, the stored energy in the laser
gain medium can be released with a short time period to generate a pulse (in the order of nanoseconds)
with a high peak intensity [S1, 67, 74] (see also A1.6.1.3 for a description of Q switching). Short pulses
provide advantages in manufacturing and in medical applications such as micro-machining/micro-
fabrication and laser ablation since the size of the heat-affected zone can be reduced. As the demand on
shorter pulse duration and higher peak intensity increases, different techniques such as mode-locking
techniques [26, 53] and chirped pulse amplification (CPA) techniques [60] were applied on solid-state

© 2006 by Taylor & Francis Group, LLC



186 Introduction to lasers and optical amplifiers

10 | T T
——SiBaRb
.  —=—-Ba(PO,),
\ -——---laBBa
8 \\ ~—--SiPbK

—-— La Al Si

[o2]

Relative Nd®* fluorescent intensity
E-N

1.02 1.04 1.06 1.08 1.10 1.12
Wavelength (microns)

Figure A1.6.8. Spontaneous-emission spectrum of Nd*" in various glass hosts near 1.06 wm (from [54]).

lasers to generate ultra-short pulses (down to sub-picosecond ranges). In fact, solid-state lasers, due to
their wide bandwidth and excellent optical properties, generated many of the record-breaking short
pulses. These ultra-short pulses are suitable for applications in the study of ultra-fast phenomena,
spectroscopy, and telecommunication.

Al1.6.2.2 Gas lasers

As another important family of lasers, gas lasers were fast growing in the laser industry due to their
simple pumping schemes and the wide availability of gain media. In gas lasers, the population inversion
is typically created by electric discharge, which is relatively simple to construct and operate. Although
the gain media are in the gaseous phase, they can be made up of neutral atoms, ions, or gas molecules. As
examples, we will briefly introduce the three most popular gas lasers: the He—Ne laser, the Argon ion
laser (Ar"), and the CO, laser.

The He—Ne laser, one of the best known lasers, operates at the famous 632.8 nm wavelength [5, 31].
The gain medium consists of a mixture of two noble gases, He and Ne, with a population ratio of about
10 to 1. The He atoms are first excited to higher energy levels by the electrical discharge and then pass
energy to the Ne atoms through inelastic collisions. This is possible due to similar energy levels between
the He and the Ne atoms (see figure A1.6.9). The excited Ne atoms provide gain for the laser operation in
the He—Ne lasers, which also radiate at wavelengths of 1.15wm and of 3.39 wm, in addition to the
632.8 nm. In fact, optical filtering in the laser cavity is often applied in the He—Ne lasers to reduce the
internal gain in the infrared since the optical gain at 632.8 nm is relatively low. The He—Ne lasers were
widely used in optical alignment, survey, and bar-code scanning, etc, before the advent of inexpensive
laser diodes.

The Ar™" lasers are capable of producing high power in the visible wavelength range. Hundreds of
wavelengths could exist in an Ar™ laser cavity; however, the 488.0 and 514.5nm are two of the most
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Figure A1.6.9. Energy level diagram of the He and Ne atoms (from [31]).

prominent wavelengths [6, 21]. The pumping mechanism in Ar™ lasers is complicated, including
multiple collisions between electrons, between Ar atoms, and between Ar™ ions. Since the active laser
medium consists of Ar " ions, whose ground state level is 16eV higher than that of the Ar atoms, much
of the pump power is wasted in providing ionization of the Ar atoms. Because of the ground level
difference, which does not contribute to the laser oscillation, the Ar" laser threshold current density is
typically high and the efficiency of the laser is low. Due to the low efficiency, bulky water-cooling
subsystems are used to cool high-power Ar ™" lasers.

The CO, lasers are gas lasers and are well known for their high efficiency and high output powers
[45, 46]. In contrast with the He—Ne laser and the Ar " laser, in which transitions in electron energy
levels provide laser gain in the cavity, CO, lasers operate on molecular vibration modes. The vibration
modes are represented by three quantum numbers (n;, n,, n3) where the ground state is at (0, 0, 0).
Typically, N, molecules and He atoms are also present in the CO, laser cavity. The N, molecules store
the energy from the electrical discharge in the fundamental vibration mode and then transfer the energy
to the asymmetric vibration (0 0 1) mode through collision since both vibration modes have similar
energy levels. The CO, laser gain is then produced from the transition of the asymmetric vibration mode
to lower level vibration modes, including wavelengths of 10.6 and 9.6 pum. The He atoms, moving at
higher speed, effectively reduce the lifetime of the vibration modes at lower levels of the laser and remove
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heat. This process makes population inversion possible and increases the overall efficiency. Due to its
high output power, the CO, laser is used in industries such as metal processing and machining.

Al.6.2.3 Semiconductor lasers

A semiconductor (e.g. silicon, germanium, gallium arsenide) is a material whose electrical properties are
between those of a conductor and an insulator. The electrons in a semiconductor are found in bands that
are separated by a band gap—the lower band is the valence band while the upper band is called the
conduction band. For example, GaAs has a bandgap of 1.424¢V. Furthermore, by doping intrinsic
semiconductor materials with impurities, one can make n-type or p-type materials that have more or
fewer negative current carriers.

Shortly after the invention of the first laser, the first semiconductor laser was demonstrated
independently in 1962 by four research groups in the United States [25, 30, 44, 47]. These early devices
are homojunctions operated at liquid nitrogen temperatures. When a current (defined as the flow of
positive charges) is injected so that it flows through the junction from a p-type material into an n-type
material, electrons from the n-type material will recombine with the holes from the p-type material,
releasing a form of energy known as recombination energy. In an indirect-bandgap material such as
silicon, this energy is released as vibrational energy and heat; on the other hand, in a direct-bandgap
material such as gallium arsenide, radiation is emitted whose frequency is a function of the bandgap
energy. In the absence of optical feedback, this device functions as a light-emitting diode (LED) where
its output consists of incoherent spontaneous emission. However, feedback from reflective surfaces is
made possible using the cleaved facets. Since the refractive index of a semiconductor is usually greater
than 3.0, the reflectivity of each cleaved facet can be as high as 25% without any coatings.

By the late 1970s, semiconductor lasers are able to operate in CW mode at room temperature. These
lasers utilize a double heterostructure (figure A1.6.10) to improve the confinement of light in the active
region, resulting in lower threshold currents [2, 28]. Later, the incorporation of thin quantum wells into
the heterostructure offers additional advantages such as low threshold current density, high efficiency,
and high differential gain. Figure A1.6.11 shows that the threshold current density has been dramatically
reduced by a factor of 10,000 since the early 1960s.

The technology of semiconductor lasers has been advanced to a point where, without realizing it, an
average person owns at least a few of them. Examples are lasers used in CD or DVD players, in laser
printers, and in laser pointers. In addition, in fibre optics communications, semiconductor lasers are
used as transmitters and as EDFA and Raman pump lasers.
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Figure A1.6.10. Schematic view of the structure of the first injection double-heterostructure laser operating in the
CW regime at room temperature (from [2]).
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Figure A1.6.11. Improvements of the threshold current of semiconductor lasers over the last 40 years (from [3]).

Al.6.2.4 Short-pulse lasers

When the gain medium of a Fabry—Perot laser is homogenously broadened, only one single longitudinal
mode oscillates. On the other hand, if the gain medium is inhomogenously broadened, for example, via
spatial hole burning or spectral hole burning, a few longitudinal modes will oscillate, provided that their
round-trip gain is greater than unity. These longitudinal modes are spaced evenly in the frequency
domain with frequency spacing Av = ¢/2nL, where n is the average refractive index inside the Fabry—
Perot cavity, and c is the speed of light in vacuum. If we are able to lock these modes together such that
their phases are fixed relative to one another, we can create a train of laser pulses at the output of a laser.
This technique, known as modelocking, can be initiated actively using a time-varying amplitude
modulation, or it can be triggered using a saturable absorber in the cavity whose transmissivity decreases
with increasing optical intensity. Very short optical pulses can be generated from modelocked lasers
because the electric field from the various longitudinal modes are coherent—they interfere constructively
at the peak of the pulse while cancelling one another at the wings of the pulse.

To capture fast-moving images on film, a photographer uses a fast shutter setting. Since the speed of
mechanical shutters is limited to milliseconds, improvement is made to capture faster events by
illuminating the object with a stroboscope. As one of the pioneers in strobe-light photography, Edgerton
captures the dramatic image of a rifle bullet piercing an apple in one of his high-speed photographs
(figure A1.6.12). The photos are taken in a room with the lights turned off. When the bullet is fired, its
shock wave is detected by a crystal microphone, which then triggers the strobe light. Edgerton’s
technique enables him to freeze a microsecond event onto a photographic negative. With the
advancement of ultrafast laser research, nanosecond, picosecond, and subsequently, femtosecond laser
pulses are available for scientists to ‘freeze’ and study physical and chemical processes in a very short
time scale. In fact, some used to believe that the various chemical and biological processes, such as the
breaking of chemical bonds and vision, were slow processes and did not occur in the femtosecond time
scale, until photochemistry experiments using short laser pulses proved otherwise. These results can be
explained by the fact that, since molecular motions occur over very short distances, they can be very fast.

Given the existence of the various techniques to produce femtosecond pulses, how does one
measure the duration of these pulses? In general, to measure a fast event, one needs an even faster
event in order to capture it, which is not often possible since the laser pulse in interest might be the
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Figure A1.6.12. A microsecond exposure of a bullet travelling 2800 ft s~! while piercing an apple (from http://www.
geh.org/taschen/htmlsrc4/m199603470007_ful.html).

shortest event available. Likewise, researchers working in scanning-tunneling microscopy face a simi-
lar problem when they want to establish the spatial resolution of their system—the fine tip they use
to probe the sample is often the finest man-made object that is available to them. In 1967, Weber
found a partial solution; he suggested measuring the laser pulse width with the pulse itself by
performing an intensity autocorrelation [71]. The optical pulse is split into two identical pulses
using a beam splitter. The two pulses are then focused onto a nonlinear crystal that is capable
of generating a second harmonic. The second harmonic generated will be collected in a photo-
multiplier tube while the temporal delay between the two pulses is varied. For example, the largest
amount of signal is obtained when the two pulses overlap temporally. This operation is identical to
performing an autocorrelation function mathematically, from which the approximate pulse duration
can be deduced. Although it is a clever technique, the autocorrelation method does not yield
complete details about the intensity profile of the pulse. Nor does it provide any information regar-
ding the phase or the chirp of the optical pulse.

Ideally, one would like to get pulse information in both time and frequency domains, which is
usually referred to as a spectrogram. It is analogous to the musical score for a symphony, informing
musicians which notes to play at a given time. It was not until 1993 that researchers developed a novel
method to retrieve to obtain the spectrogram of an optical pulse. Using a technique called frequency-
resolved optical gating [32], or FROG, they measured the optical spectrum of the autocorrelation and
then applied a phase retrieval algorithm to obtain the final spectrogram. Their algorithm works because
knowledge of only the magnitude of a two-dimensional Fourier transform of a function of two variables
uniquely determines the function (both phase and magnitude), provided that the function is well
behaved. Figure A1.6.13 shows that both the intensity autocorrelation and the interferometric
autocorrelation cannot distinguish positively chirped pulses from negatively chirped ones. On the other
hand, the spectrogram extracted using FROG resolves this ambiguity as it contains complete amplitude
and phase information about the optical pulse.
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Figure A1.6.13. The intensity versus time, the frequency versus time, the intensity autocorrelation versus delay, the
interferometric autocorrelation versus delay, and spectrograms (or sonograms) of negatively chirped, unchirped and
positively chirped Gaussian-intensity pulses. In the spectrograms, the vertical axis is frequency and the intensity is
colour-coded. Note that the autocorrelation and interferometric autocorrelation cannot distinguish positive from
negative chirp, while the spectrogram and sonogram can (from [70]).

A1.6.3 Optical amplifiers

Al1.6.3.1 Basics of optical amplifiers

Optical amplifiers are used to boost the optical power of the input optical wave. Optical amplifiers are
essentially ‘single-pass’ lasers, or ‘lasers’ without the two (reflective) mirrors. Just as in the case of lasers,
the gain medium is ‘inverted’ and provides stimulated emission when there is an input optical wave. In
principle, all types of lasers can be converted into optical amplifiers. For simplicity, we will use optically
pumped amplifiers in the following discussions. In such amplifiers, three optical waves are present, the
pump wave that provides the inversion in the gain medium, the input optical wave that is the input signal
to be amplified, and the output wave that has been amplified in the amplifier.

There are different applications for various types of optical amplifiers. Accordingly, the parameters
of interest also vary. For example, the gain is an important parameter for laser fusion, while noise is
essential for telecom applications. In general, the three commonly used parameters are gain, output
power, and noise figure.

Gain is defined to be the ratio between the output power and input power, where it is usually
measured in decibels. Unity gain, or 0dB, means no gain or loss. On the other hand, most practical
optical amplifiers operate in gain regions much higher than 1. A typical gain curve is shown in
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Figure A1.6.14. Gain versus output power for a fixed pump power.

figure A1.6.14 as a function of output power for a fixed pump power. The gain is also commonly plotted
as a function of input power. There are four regions in this saturation curve: the small signal region, the
transition region, the saturated region, and the transparent region.

In the small signal region, the input power is low, and the gain remains constant when input power
changes. The inversion in the gain medium is determined only by the amount of pump power and is
independent of the weak input optical power. An advantage for this operation region is that the
amplifier’s gain value remains constant. However, the photon conversion efficiency from pumps to
signals is low. Most of the pump photons are not converted into signal photons, but into spontaneous
emission or heat or other forms of energy.

As input power increases into the transition region, the interaction between the signal and the gain
medium gets stronger. In this region, the signal starts to deplete the gain medium and the inversion level
starts to drop. This causes the gain to decrease when input power increases.

When the input power is high, the amplifier works in the saturated region where the gain drops
sharply with increased input power. The inversion level is low and the photon conversion efficiency from
the pump wave to the signal wave is high. This is a common operation region for amplifier design in
order to make efficient use of the pump power. In this highly saturated region, the output power changes
very little as input power varies, as shown in figure A1.6.14.

In the limit of high input power, the amplifier moves into the transparent region where the pump is
relatively weak and the input optical wave essentially bleaches through the medium. There are
approximately equal number of atoms in the upper level and in the lower level. No practical amplifiers
are designed to work in this region.

During the amplification process, spontaneous emission from the gain medium may add to the
optical signal wave. Noise figure is the parameter to measure how much noise is added in the amplifier.
A low noise figure is important for telecom applications, as we desire to minimize the degradation of the
signal-to-noise ratio when a signal is amplified. The quantum limit for a practical optical amplifier is
3dB [1]. Under the assumption of high-gain operation for the amplifier, high inversion level allows for
low noise figure while low inversion level yields high noise figure.

There are other parameters that need to be considered when designing an amplifier, such as
reliability, size, cost, etc. We will not discuss the details here as they are beyond the scope of this chapter.
In the following sections, we will cover four types of amplifiers—erbium-doped fibre amplifiers
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(EDFAs), Raman optical amplifiers (ROAs), semiconductor optical amplifiers (SOAs), and amplifiers
that are built to amplifier short pulses.

Al1.6.3.2 Erbium-doped fibre amplifiers (EDFAs)

Perhaps the most well-known optical amplifier is the EDFA that was first reported in 1987 [12, 40].
Traditionally, the so-called O—E—O signal regeneration was used in optical communication systems,
where optoelectronic regenerators are installed between terminals to convert signals from the optical
domain to the electrical domain, and then back to the optical domain. Since its invention, EDFA has
revolutionized optical communications. Unlike optoelectronic regenerators, this optical amplifier does
not require high-speed electronic circuitry and is transparent to data rate and format, which
dramatically reduces system cost. EDFAs also provide high gain, high output power, and low noise
figure. We will introduce several new important EDFA features and parameters below.

(a) Energy levels. The energy levels of the erbium ion and the associated spontaneous lifetime in
the fibre glass host are shown in figure A1.6.15. The energy difference between the upper level
and the lower level is such that the photons generated are in the 1.5 wm transmission window of
an optical fibre. The gain spectra at different inversion levels are shown in figure A1.6.16.
Erbium-doped fibre can be pumped by semiconductor lasers at either 980 or 1480 nm. The rapid
improvements in semiconductor pump lasers have made the EDFA possible for practical
applications. A three-level model can be used for 980 nm pumps while a two-level model usually
suffices for 1480 nm pumps [20, 61]. Complete inversion can be achieved with 980 nm pumping
but not with 1480 nm pumping [61]. Because of the photon energy difference, the quantum
efficiency is higher with 1480 pumping.

(b) Dynamics. The spontaneous lifetime of the excited energy level is about 10 ms, which is much
slower than the signal bit rates of practical interest. Because of the slow dynamics, an EDFA
only experiences the averaged optical power for the practical date rates. As a result of the slow
dynamics, inter-symbol distortion and inter-channel crosstalk are negligible even when the
EDFAs are working in the saturated region. Besides, since all of the optical signal channels can
be amplified simultaneously in one erbium-doped fibre, the EDFA has become a key enabler for
the widely used wavelength-division multiplexing (WDM) technology. This is a significant
advantage for EDFAs.
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Figure A1.6.15. The energy levels of erbium ion in optical fibre (from [61]).
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Figure A1.6.16. Gain spectra of erbium-doped fibre (from [61]).

Bandwidth. For WDM applications, since uniform gain is desired for all the signal channels,
bandwidth is another important parameter for EDFAs. From figure A1.6.16, we can see that
the gain is flat somewhere between 1540 and 1560 nm for an inversion level of approximately
50%. Actually, it is this generic flat gain band that was used in initial WDM systems.

Significant progress has been made in amplifier design to achieve excellent performance. Several key
techniques are discussed below:

(a)

(b)

Multi-stage design. In order to achieve both low noise figure and high output power, two or
more gain stages are usually used where the input stage is kept at a high inversion level and the
output stage is kept at a low inversion level [11, 52]. For optical amplifiers with two or more
gain stages, the overall noise figure is mainly decided by the high gain input stage and the output
power is basically determined by the strongly saturated output stage. The passive components
have minimal impact on the noise figure and the output power when they are in the middle stage.

Gain equalization filter. A wide bandwidth is desired to accommodate a large number of optical
channels. To fully utilize the gain band between 1530 and 1565 nm, gain equalization filters
(GEFs) can be used to flatten the gain spectrum. Several technologies have been investigated to
fabricate GEFs, including thin film filters, long period gratings, short period gratings, silica
waveguide structure, fused fibres, and acoustic filters. Depending on the design, a bandwidth of
35-40nm can be obtained in the C-band [73]. This kind of amplifier with 35nm of flat
bandwidth was used in the long distance transmission of 32 and 64 channels at 10 Gbs™ ' [62],
and has since become the commonly used bandwidth for C-band communication systems.

(c) L-band operation. Because the gain drops sharply on both sides of C-band at the inversion level

discussed above, it is not practical to further increase the bandwidth with a GEF. On the other
hand, a flat gain region between 1565 and 1615 (L-band) can be obtained at a much lower
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inversion level [39]. To achieve comparable gain as the C-band, a longer piece of erbium-doped
fibre or higher erbium doping would be needed. By combining C-band and L-band, a much
wider bandwidth can be realized [63]. Such ultra-wide-band optical amplifiers have made
possible high-capacity communication systems at terabits/second or higher [57].

(d) Large dynamic range. For commercial systems deployed in the field, the fibre span length and
loss varies from location to location. A large dynamic range in the amplifier gain is required for
in-line optical amplifiers. Optical attenuators can be used in the middle stage to increase the
dynamic range of EDFAs. Such amplifiers can provide flat spectrum and good noise figure
when span loss varies.

(e) Dispersion compensation. Dispersion compensation is needed for high-speed optical channels
and can be done with dispersion compensating fibre. Such compensation is best done on a span-
by-span basis. The dispersion compensation modules (DCM) are usually inserted in a middle
stage in the EDFASs to optimize the overall optical performance. Typically a middle-stage loss
of about 10dB is reserved for the plug-in of DCM.

In the above discussion, we mainly dealt with the static features of EDFA. In the event of either a
network reconfiguration or a failure, the number of WDM signals traversing the amplifiers would
change. As a result, the power of the surviving channels would increase or decrease due to the cross-
saturation effect in amplifiers. Dropping channels can give rise to surviving channel errors since the
power of these channels may surpass the threshold for nonlinear effects such as Brillouin scattering.
The addition of channels can cause bit errors by depressing the power of the surviving channels to below
the receiver sensitivity. To overcome such error bursts in surviving channels in the network, the signal
power transients have to be controlled. Because of the saturation effect, the speed of the gain dynamics
in a single EDFA is in general much faster than the spontaneous lifetime of about 10 ms [61]. The time
constant of gain dynamics is a function of the saturation caused by the pump power and the signal
power. The time constant of gain recovery on single-stage amplifiers was reported to be between 110 and
340 ps [19].

In a recent work, the phenomena of fast power transients in an EDFA chain was reported [76]. Even
though the gain dynamics of an individual EDFA is unchanged, the rate of change of the channel power
at the end of the system becomes faster for longer amplifier chains. This fast gain dynamics results from
the effects of the collective behaviour in a chain of amplifiers. The output of the first EDFA attenuated
by the fibre span loss acts as the input to the second EDFA. Since both the output of the first EDFA and
the gain of the second EDFA increase with time, the output power of the second amplifier increases at a
faster rate. This cascading effect results in faster and faster transients as the number of amplifiers
increase in the chain. To prevent performance penalties in a large scale WDM optical network, surviving
channel power excursions must be limited to certain values depending on the system margin. Several
control schemes have been studied, including pump control [13], link control [56], and laser control [75].

Considerable progress has been made in optical amplifiers in recent years. The bandwidth of
amplifiers has increased nearly seven times and flat gain amplifiers with 84 nm bandwidth have been
demonstrated. This has been made possible by the addition of the L-band branch. With the advent of
these amplifiers, commercial terabits/second lightwave systems will be realizable. Research is underway
to develop amplifiers outside the erbium fibre band. Raman amplifiers and semiconductor amplifiers are
also potential candidates for amplification across the entire silica fibre transmission band. Progress has
also been made in the understanding of gain dynamics of amplifiers. Several control schemes have been
successfully demonstrated to mitigate the signal impairments due to fast power transients in a chain of
amplifiers and will be implemented in lightwave networks. The terrestrial lightwave systems have been
increasing in transmission capacity. To meet the enormous capacity demand the currently available
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400 Gbs~ ! capacity system with 40 channels will soon be follow