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The first edition of this book was published in 2008 and has been adopted by numerous
universities around the globe for undergraduate microelectronics education. In response
to the feedback received from students and instructors, this second edition entails a number
of revisions that enhance the pedagogical aspects of the book:

1. Numerous sidebars have been added throughout the text on the history and appli-
cations of electronic devices and circuits, helping the reader remain engaged and
motivated and allowing the instructor to draw upon real-life examples during the lec-
ture. The sidebars are intended to demonstrate the impact of electronics, elevate the
reader’s understanding of the concepts, or provide a snapshot of the latest develop-
ments in the field.

2. A chapter on oscillators has been added. A natural descendent of feedback circuits,
discrete and integrated oscillators have become indispensible in most devices and
hence merit a detailed study.

3. The end-of-chapter problems have been rearranged to better agree with the progres-
sion of the chapter. Also, to allow the reader to quickly find the problems for each
section, the corresponding section titles have been added. Moreover, the challenging
problems have been ranked in terms of their difficulty level by one or two stars.

4. Since students often ask for the answers to problems so as to check the validity of their
approach, the answers to even-numbered problems have been posted on the book’s
website.

5. Various typographical errors have been corrected.

I wish to thank all of the students and instructors who have provided valuable feedback
in the past five years and helped me decide on the revisions for this edition.

Behzad Razavi
January 2013
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With the advances in the semiconductor and communication industries, it has become
increasingly important for electrical engineers to develop a good understanding of micro-
electronics. This book addresses the need for a text that teaches microelectronics from a
modern and intuitive perspective. Guided by my industrial, research, and academic expe-
rience, I have chosen the topics, the order, and the depth and breadth so as to efficiently
impart analysis and design principles that the students will find useful as they enter the
industry or graduate school.

One salient feature of this book is its synthesis- or design-oriented approach. Rather
than pulling a circuit out of a bag and trying to analyze it, I set the stage by stating a
problem that we face in real life (e.g., how to design a cellphone charger). I then attempt
to arrive at a solution using basic principles, thus presenting both failures and successes in
the process. When we do arrive at the final solution, the student has seen the exact role of
each device as well as the logical thought sequence behind synthesizing the circuit.

Another essential component of this book is “analysis by inspection.” This “mentality”
is created in two steps. First, the behavior of elementary building blocks is formulated using
a “verbal” description of each analytical result (e.g., “looking into the emitter, we see
1/gm.”). Second, larger circuits are decomposed and “mapped” to the elementary blocks
to avoid the need for writing KVLs and KCLs. This approach both imparts a great deal of
intuition and simplifies the analysis of large circuits.

The two articles following this preface provide helpful suggestions for students and
instructors. I hope these suggestions make the task of learning or teaching microelectronics
more enjoyable.

A set of Powerpoint slides, a solutions manual, and many other teaching aids are
available for instructors.

Behzad Razavi
November 2007
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You are about to embark upon a journey through the fascinating world of microelectronics.
Fortunately, microelectronics appears in so many facets of our lives that we can readily
gather enough motivation to study it. The reading, however, is not as easy as that of a novel;
we must deal with analysis and design, applying mathematical rigor as well as engineering
intuition every step of the way. This article provides some suggestions that students may
find helpful in studying microelectronics.

Rigor and Intuition Before reading this book, you have taken one or two courses on
basic circuit theory, mastering Kirchoff’s Laws and the analysis of RLC circuits. While quite
abstract and bearing no apparent connection with real life, the concepts studied in these
courses form the foundation for microelectronics—just as calculus does for engineering.

Our treatment of microelectronics also requires rigor but entails two additional com-
ponents. First, we identify many applications for the concepts that we study. Second, we
must develop intuition, i.e., a “feel” for the operation of microelectronic devices and cir-
cuits. Without an intuitive understanding, the analysis of circuits becomes increasingly
more difficult as we add more devices to perform more complex functions.

Analysis by Inspection We will expend a considerable effort toward establishing the
mentality and the skills necessary for “analysis by inspection.” That is, looking at a complex
circuit, we wish to decompose or “map” it to simpler topologies, thus formulating the
behavior with a few lines of algebra. As a simple example, suppose we have encountered
the resistive divider shown in Fig. (a) and derived its Thevenin equivalent. Now, if given
the circuit in Fig. (b), we can readily replace V;,, R, and R, with a Thevenin equivalent,
thereby simplifying the calculations.
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o o

Example of analysis by inspections.

40 Pages per Week While taking courses on microelectronics, you will need to read
about 40 pages of this book every week, with each page containing many new concepts,
derivations, and examples. The lectures given by the instructor create a “skeleton” of each
chapter, but it rests upon you to “connect the dots” by reading the book carefully and
understanding each paragraph before proceeding to the next.

Reading and understanding 40 pages of the book each week requires concentration
and discipline. You will face new material and detailed derivations on each page and should
set aside two- or three-hour distraction-free blocks of time (no phone calls, TV, email, etc.)
so that you can follow the evolution of the concepts while honing your analytical skills. I
also suggest that you attempt each example before reading its solution.
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40 Problems per Week After reading each section and going through its examples, you
are encouraged to evaluate and improve your understanding by trying the corresponding
end-of-chapter problems. The problems begin at a relatively easy level and gradually
become more challenging. Some problems may require that you return to the section and
study the subtle points more carefully.

The educational value provided by each problem depends on your persistence. The
initial glance at the problem may be discouraging. But, as you think about it from different
angles and, more importantly, re-examine the concepts in the chapter, you begin to form a
pathin your mind that may lead to the solution. In fact, if you have thought about a problem
extensively and still have not solved it, you need but a brief hint from the instructor or the
teaching assistant. Also, the more you struggle with a problem, the more appealing and
memorable the answer will be.

Attending the lecture and reading the book are examples of “passive learning:” you
simply receive (and, hopefully, absorb) a stream of information provided by the instructor
and the text. While necessary, passive learning does not exercise your understanding, thus
lacking depth. You may highlight many lines of the text as important. You may even
summarize the important concepts on a separate sheet of paper (and you are encouraged
to do so). But, to master the material, you need practice (“active learning”). The problem
sets at the end of each chapter serve this purpose.

Homeworks and Exams Solving the problems at the end of each chapter also prepares
you for homeworks and exams. Homeworks, too, demand distraction-free periods during
which you put your knowledge to work and polish your understanding. An important
piece of advice that I can offer here is that doing homeworks with your fellow students
is a bad idea! Unlike other subject matters that benefit from discussions, arguments, and
rebuttals, learning microelectronics requires quiet concentration. (After all, you will be on
your own during the exam!) To gain more confidence in your answers, you can discuss the
results with your fellow students, the instructor, or the teaching assistants after you have
completed the homework by yourself.

Time Management Reading the text, going through the problem sets, and doing the
homeworks require a time commitment of at least 10 hours per week. Due to the fast
pace of the course, the material accumulates rapidly, making it difficult to keep up with the
lectures if you do not spend the required time from the very first week. In fact, the more you
fall behind, the less interesting and useful the lectures become, thus forcing you to simply
write down everything that the instructor says while not understanding much. With your
other courses demanding similar time commitments, you can soon become overwhelmed
if you do not manage your time carefully.

Time management consists of two steps: (1) partitioning your waking hours into solid
blocks, and (2) using each block efficiently. To improve the efficiency, you can take the
following measures: (a) work in a quiet environment to minimize distractions; (b) spread
the work on a given subject over the week, e.g., 3 hours every other day, to avoid saturation
and to allow your subconscious to process the concepts in the meantime.

Prerequisites Many of the concepts that you have learned in the circuit theory courses
prove essential to the study of microelectronics. Chapter 1 gives a brief overview to refresh
your memory. With the limited lecture time, the instructor may not cover this material in
the class, leaving it for you to read at home. You can first glance through the chapter and
see which concepts “bother” you before sitting down to concentrate.



Teaching undergraduate courses proves quite challenging—especially if the emphasis is on
thinking and deduction rather than on memorization. With today’s young minds used to
playing fast-paced video games and “clicking” on the Internet toward their destination, it
has become increasingly more difficult to encourage them to concentrate for long periods
of time and deal with abstract concepts. Drawing upon more than one decade of teaching,
this article provides suggestions that instructors of microelectronics may find helpful.

Therapy The students taking the first microelectronics course have typically completed
one or two courses on basic circuit theory. To many, that experience has not been partic-
ularly memorable. After all, the circuit theory textbook is most likely written by a person
not in the field of circuits. Similarly, the courses are most likely taught by an instructor
having little involvement in circuit design. For example, the students are rarely told that
node analysis is much more frequently used in hand calculations than mesh analysis is. Or,
they are given little intuition with respect to Thevenin’s and Norton’s theorems.

With the foregoing issues in mind, I begin the first course with a five-minute “therapy
session.” I ask how many liked the circuit theory courses and came out with a “practi-
cal” understanding. Very few raise their hands. I then ask, “But how about your calculus
courses? How many of you came out of these courses with a “practical” understanding?”
Subsequently, I explain that circuit theory builds the foundation for microelectronics just
as calculus does for engineering. I further mention that some abstractness should also be
expected in microelectronics as we complete the foundation for more advanced topics
in circuit analysis and design. I then point out that (1) microelectronics is very heavily
based on intuitive understanding, requiring that we go beyond simply writing KVLs and
KCLs and interpret the mathematical expressions intuitively, and (2) this course offers
many applications of microelectronic devices and circuits in our daily lives. In other words,
microelectronics is not as dry as arbitrary RLC circuits consisting of 1-2 resistors, 1-H
inductors, and 1-F capacitors.

First Quiz Since different students enter each course with different levels of preparation,
I have found it useful to give a 10-minute quiz in the very first lecture. Pointing out that
the quiz does not count towards their grade but serves as a gauge of their understanding,
I emphasize that the objective is to test their knowledge rather than their intelligence.
After collecting the quizzes, I ask one of the teaching assistants to assign a binary grade to
each: those who would receive less than 50% are marked with a red star. At the end of the
lecture, I return the quizzes and mention that those with a red star need to work harder
and interact with the teaching assistants and myself more extensively.

The Big Picture A powerful motivational tool in teaching is the “big picture,” i.e., the
“practical” application of the concept under study. The two examples of microelectronic
systems described in Chapter 1 serve as the first step toward creating the context for the
material covered in the book. But, the big picture cannot stop here. Each new concept may
merit an application—however brief the mention of the application may be—and most of
this burden falls on the lecture rather than on the book.
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The choice of the application must be carefully considered. If the description is too
long or the result too abstract, the students miss the connection between the concept and
the application. My general approach is as follows. Suppose we are to begin Chapter 2
(Basic Semiconductor Physics). I ask either “What would our world look like without
semiconductors?” or “Is there a semiconductor device in your watch? In your cellphone?
In your laptop? In your digital camera?” In the ensuing discussion, I quickly go over
examples of semiconductor devices and where they are used.

Following the big picture, I provide additional motivation by asking, “Well, butisn’t this
stuff old? Why do we need to learn these things?” I then briefly talk about the challenges
in today’s designs and the competition among manufacturers to lower both the power
consumption and the cost of portable devices.

Analysis versus Synthesis Let us consider the background of the students entering
a microelectronics course. They can write KVLs and KCLs efficiently. They have also
seen numerous “random” RLC circuits; 1.e., to these students, all RLC circuits look the
same, and it is unclear how they came about. On the other hand, an essential objective
in teaching microelectronics is to develop specific circuit topologies that provide certain
characteristics. We must therefore change the students’ mentality from “Here’s a circuit
that you may never see again in your life. Analyze it!” to “We face the following problem
and we must create (synthesize) a circuit that solves the problem.” We can then begin with
the simplest topology, identify its shortcomings, and continue to modify it until we arrive
at an acceptable solution. This step-by-step synthesis approach (a) illustrates the role of
each device in the circuit, (b) establishes a “design-oriented” mentality, and (c) engages
the students’ intellect and interest.

Analysis by Inspection Intheirjourney through microelectronics, students face increas-
ingly more complex circuits, eventually reaching a point where blindly writing KVLs and
KCLs becomes extremely inefficient and even prohibitive. In one of my first few lectures,
I show the internal circuit of a complex op amp and ask, “Can we analyze the behavior
of this circuit by simply writing node or mesh equations?” It is therefore important to
instill in them the concept of “analysis by inspection.” My approach consists of two steps.
(1) For each simple circuit, formulate the properties in an intuitive language; e.g., “the
voltage gain of a common-source stage is given by the load resistance divided by 1/g,, plus
the resistance tied from the source to ground.” (2) Map complex circuits to one or more
topologies studied in step (1).

In addition to efficiency, analysis by inspection also provides great intuition. As we
cover various examples, I emphasize to the students that the results thus obtained reveal
the circuit’s dependencies much more clearly than if we simply write KVLs and KCLs
without mapping.

“What If?” Adventures An interesting method of reinforcing a circuit’s properties is
to ask a question like, “What if we tie this device between nodes C and D rather than
between nodes A and B?” In fact, students themselves often raise similar questions. My
answer to them is “Don’t be afraid! The circuit doesn’t bite if you change it like this. So go
ahead and analyze it in its new form.”

For simple circuits, the students can be encouraged to consider several possible mod-
ifications and determine the resulting behavior. Consequently, the students feel much
more comfortable with the original topology and understand why it is the only acceptable
solution (if that is the case).
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Numeric versus Symbolic Calculations In the design of examples, homeworks, and
exams, the instructor must decide between numeric and symbolic calculations. The students
may, of course, prefer the former type as it simply requires finding the corresponding
equation and plugging in the numbers.

What is the value in numeric calculations? In my opinion, they may serve one of
two purposes: (1) make the students comfortable with the results recently obtained, or
(2) give the students a feel for the typical values encountered in practice. As such, numeric
calculations play a limited role in teaching and reinforcing concepts.

Symbolic calculations, on the other hand, can offer insight into the behavior of the
circuit by revealing dependencies, trends, and limits. Also, the results thus obtained can be
utilized in more complex examples.

Blackboard versus Powerpoint This book comes with a complete set of Powerpoint
slides. However, I suggest that the instructors carefully consider the pros and cons of
blackboard and Powerpoint presentations.

I can offer the following observations. (1) Many students fall asleep (at least mentally)
in the classroom if they are not writing. (2) Many others feel they are missing something
if they are not writing. (3) For most people, the act of writing something on paper helps
“carve” it in their mind. (4) The use of slides leads to a fast pace (“if we are not writing,
we should move on!”), leaving little time for the students to digest the concepts. For these
reasons, even if the students have a hardcopy of the slides, this type of presentation proves
quite ineffective.

To improve the situation, one can leave blank spaces in each slide and fill them with
critical and interesting results in real time. I have tried this method using transparencies
and, more recently, tablet laptops. The approach works well for graduate courses but leaves
undergraduate students bored or bewildered.

My conclusion is that the good old blackboard is still the best medium for teaching
undergraduate microelectronics. The instructor may nonetheless utilize a hardcopy of the
Powerpoint slides as his/her own guide for the flow of the lecture.

Discrete versus Integrated How much emphasis should a microelectronics course
place on discrete circuits and integrated circuits? To most of us, the term “microelectron-
ics” remains synonymous with “integrated circuits,” and, in fact, some university curricula
have gradually reduced the discrete design flavor of the course to nearly zero. However,
only a small fraction of the students taking such courses eventually become active in 1C
products, while many go into board-level design.

My approach in this book is to begin with general concepts that apply to both paradigms
and gradually concentrate on integrated circuits. I also believe that even board-level de-
signers must have a basic understanding of the integrated circuits that they use.

Bipolar Transistor versus MOSFET At present, some controversy surrounds the in-
clusion of bipolar transistors and circuits in undergraduate microelectronics. With the
MOSFET dominating the semiconductor market, it appears that bipolar devices are of lit-
tle value. While this view may apply to graduate courses to some extent, it should be borne
in mind that (1) as mentioned above, many undergraduate students go into board-level
and discrete design and are likely to encounter bipolar devices, and (2) the contrasts and
similarities between bipolar and MOS devices prove extremely useful in understanding
the properties of each.

The order in which the two species are presented is also debatable. (Extensive sur-
veys conducted by Wiley indicate a 50-50 split between instructors on this matter.) Some



Bipolar First

Introduction to
Microelectronics
(Chapter 1)

MOS
Devices
(Chapter 6)

CMOS First

Suggestions for Instructors

Diode Models
and Circuits
(Chapter 3)

Physics of
Semiconductors
(Chapter 2)

MOS
Amplifiers |:'| > o000
(Chapter 7)

Bipolar
Transistors
(Chapter 4)

MOS CMOS

Bipolar
Amplifiers
(Chapter 5)

Xiii

Introduction to
Microelectronics
(Chapter 1)

Devices Amplifiers
(Chapter 6) (Chapter 17)

Diode ModelsG
and Circuits
(Chapter 3)

Physics of
Semiconductors
(Chapter 2)

Bipolar
Transistors
(Chapter 4)

Bipolar
Circuits D> eee
(Chapter 5)

Course sequences for covering bipolar technology first or CMOS technology first.

instructors begin with MOS devices to ensure enough time is spent on their coverage. On
the other hand, the natural flow of the course calls for bipolar devices as an extension of
pn junctions. In fact, if diodes are immediately followed by MOS devices, the students see
little relevance between the two. (The pn junctions in MOSFETSs do not come into the
picture until the device capacitances are introduced.)

My approach in this book is to first cover bipolar devices and circuits while building
the foundation such that the MOS counterparts are subsequently taught with greater ease.
As explained below, the material can comfortably be taught even in one quarter with no
sacrifice of details of either device type.

Nonetheless, the book is organized so as to allow covering CMOS circuits first if the
instructor so wishes. The sequence of chapters for each case is shown below. Chapter 16 is
written with the assumption that the students have not seen any amplifier design principles
so that the instructor can seamlessly go from MOS device phyics to MOS amplifier design
without having covered bipolar amplifiers.

Course Syllabi This book can be used in a two-quarter or two-semester sequence.
Depending on the instructor’s preference, the courses can follow various combinations
of the chapters. Figure illustrates some possibilities.

I have followed Syllabus I for the quarter system at UCLA for a number of years.!
Syllabus II sacrifices op amp circuits for an introductory treatment of digital CMOS
circuits.

In a semester system, Syllabus I extends the first course to current mirrors and cascode
stages and the second course to output stages and analog filters. Syllabus II, on the other
hand, includes digital circuits in the first course, moving current mirrors and cascodes to
the second course and sacrificing the chapter on output stages.

Figure shows the approximate length of time spent on the chapters as practiced at
UCLA. In a semester system, the allotted times are more flexible.

'We offer a separate undergraduate course on digital circuit design, which the students can take only
after our first microelectronics course.
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Quarter System, Syllabus |

First Quarter:

Introduction to Physics of Diode Models Bipolar Bipolar
Microelectronics I:> Semiconductors I:> and Circuits E>Transistors |:> Amplifiers
(Chapter 1) (Chapter 2) (Chapter 3) (Chapter 4) (Chapter 5)
MOS CMOS Op Amp as

Devices |:> Amplifiers |:> Black Box
(Chapter 6) (Chapter 7) (Chapter 8)

Second Quarter:

Current Mirrors Differential Frequency Feedback and
and Cascodes |:> Pairs |:> Response |:> Stability
(Chapter 9) (Chapter 10) (Chapter 11) (Chapter 12)

Quarter System, Syllabus Il

First Quarter:

Introduction to Physics of Diode Models Bipolar Bipolar
Microelectronics 5> Semiconductors > and Circuits > Transistors > Amplifiers
(Chapter 1) (Chapter 2) (Chapter 3) (Chapter 4) (Chapter 5)
MOS CMOS Digital CMOS

Devices 5> Amplifiers >  Circuits
(Chapter 6) (Chapter 7) (Chapter 16)

Second Quarter:

Current Mirrors Differential Frequency Feedback and
and Cascodes > Pairs > Response > Stability
(Chapter 9) (Chapter 10) (Chapter 11) (Chapter 12)

Semester System, Syllabus |

First Semester:

Introduction to Physics of Diode Models Bipolar Bipolar
Microelectronics Semiconductors and Circuits Transistors Amplifiers
(Chapter 1) (Chapter 2) (Chapter 3) (Chapter 4) (Chapter 5)
MOS CMOS Op Amp as Current Mirrors
Devices > Amplifiers 5> Black Box > and Cascodes
(Chapter 6) (Chapter 7) (Chapter 8) (Chapter 9)
Second Semester:
Differential Frequency Feedback and Analog
Pairs Response Stability Oscillators Filters
(Chapter 10) (Chapter 11) (Chapter 12) (Chapter 13) (Chapter 15)

Semester System, Syllabus Il

First Semester:

Introduction to Physics of Diode Models Bipolar Bipolar
Microelectronics |:> Semiconductors |:> and Circuits |:>Transistors |:> Amplifiers
(Chapter 1) (Chapter 2) (Chapter 3) (Chapter 4) (Chapter 5)
MOS CMOS Op Amp as Digital CMOS
Devices E> Amplifiers E> Black Box Circuits
(Chapter 6) (Chapter 7) (Chapter 8) (Chapter 16)
Second Semester:
Current Mirrors Differential Frequency Feedback and
and Cascodes I:> Pairs |:> Response I:> Stability |:> Oscillators
(Chapter 9) (Chapter 10) (Chapter 11) (Chapter 12) (Chapter 13)

Different course structures for quarter and semester systems.



Quarter System, Syllabus |

Suggestions for Instructors

First Quarter:

(Chapter 6)

(Chapter 7)

(Chapter 8)

1.5 Weeks 1.5 Weeks 1 Week 2 Weeks
Introduction to Physics of Diode Models Bipolar Bipolar
Microelectronics Semiconductors and Circuits Transistors Amplifiers
(Chapter 1) (Chapter 2) (Chapter 3) (Chapter 4) (Chapter 5)
1 Week 2 Weeks 1 Week
— T
MOS CMOS Op Amp as
Devices Amplifiers Black Box

Second Quarter:

2 Weeks 3 Weeks 2 Weeks 3 Weeks
Current Mirrors Differential Frequency Feedback and
and Cascodes Pairs Response Stability

XV

(Chapter 9) (Chapter 10) (Chapter 11) (Chapter 12)

Timetable for the two courses.

Coverage of Chapters The material in each chapter can be decomposed into three
categories: (1) essential concepts that the instructor should cover in the lecture, (2) essential
skills that the students must develop but cannot be covered in the lecture due to the limited
time, and (3) topics that prove useful but may be skipped according to the instructor’s
preference.” Summarized below are overviews of the chapters showing which topics should
be covered in the classroom.

Chapter 1: Introduction to Microelectronics The objective of this chapter is to pro-
vide the “big picture” and make the students comfortable with analog and digital signals.
I'spend about 30 to 45 minutes on Sections 1.1 and 1.2, leaving the remainder of the chapter
(Basic Concepts) for the teaching assistants to cover in a special evening session in the
first week.

Chapter 2: Basic Semiconductor Physics Providing the basics of semiconductor de-
vice physics, this chapter deliberately proceeds at a slow pace, examining concepts from
different angles and allowing the students to digest the material as they read on. A terse
language would shorten the chapter but require that the students reread the material
multiple times in their attempt to decipher the prose.

It is important to note, however, that the instructor’s pace in the classroom need not
be as slow as that of the chapter. The students are expected to read the details and the
examples on their own so as to strengthen their grasp of the material. The principal point
in this chapter is that we must study the physics of devices so as to construct circuit models
for them. In a quarter system, I cover the following concepts in the lecture: electrons
and holes; doping; drift and diffusion; pn junction in equilibrium and under forward and
reverse bias.

Chapter 3: Diode Models and Circuits This chapter serves four purposes: (1) make the
students comfortable with the pn junction as a nonlinear device; (2) introduce the concept
of linearizing a nonlinear model to simplify the analysis; (3) cover basic circuits with which
any electrical engineer must be familiar, e.g., rectifiers and limiters; and (4) develop the

2Such topics are identified in the book by a footnote.
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skills necessary to analyze heavily-nonlinear circuits, e.g., where it is difficult to predict
which diode turns on at what input voltage. Of these, the first three are essential and
should be covered in the lecture, whereas the last depends on the instructor’s preference.
(I cover it in my lectures.) In the interest of time, I skip a number of sections in a quarter
system, e.g., voltage doublers and level shifters.

Chapter 4: Physics of Bipolar Transistors Beginning with the use of a voltage-
controlled current source in an amplifier, this chapter introduces the bipolar transistor
as an extension of pn junctions and derives its small-signal model. As with Chapter 2, the
pace is relatively slow, but the lectures need not be. I cover structure and operation of
the bipolar transistor, a very simplified derivation of the exponential characteristic, and
transistor models, mentioning only briefly that saturation is undesirable. Since the T-model
of limited use in analysis and carries little intuition (especially for MOS devices), I have
excluded it in this book.

Chapter 5: Bipolar Amplifiers This is the longest chapter in the book, building the
foundation necessary for all subsequent work in electronics. Following a bottom-up ap-
proach, this chapter establishes critical concepts such as input and output impedances,
biasing, and small-signal analysis.

While writing the book, I contemplated decomposing Chapter 5 into two chapters,
one on the above concepts and another on bipolar amplifier topologies, so that the lat-
ter could be skipped by instructors who prefer to continue with MOS circuits instead.
However, teaching the general concepts does require the use of transistors, making such
a decomposition difficult.

Chapter 5 proceeds slowly, reinforcing, step-by-step, the concept of synthesis and ex-
ploring circuit topologies with the aid of “What if?” examples. As with Chapters 2 and
4, the instructor can move at a faster pace and leave much of the text for the students to
read on their own. In a quarter system, I cover all of the chapter, frequently emphasizing
the concepts illustrated in Figure 5.7 (the impedance seen looking into the base, emit-
ter, or collector). With about two (perhaps two and half) weeks allotted to this chapter,
the lectures must be precisely designed to ensure the main concepts are imparted in the
classroom.

Chapter 6: Physics of MOS Devices This chapter parallels Chapter 4, introducing the
MOSFET as a voltage-controlled current source and deriving its characteristics. Given
the limited time that we generally face in covering topics, I have included only a brief
discussion of the body effect and velocity saturation and neglected these phenomena for
the remainder of the book. I cover all of this chapter in our first course.

Chapter7: CMOS Amplifiers Drawing extensively upon the foundation established in
Chapter 5, this chapter deals with MOS amplifiers but at a faster pace. I cover all of this
chapter in our first course.

Chapter 8: Operational Amplifier as a Black Box Dealing with op-amp-based cir-
cuits, this chapter is written such that it can be taught in almost any order with respect to
other chapters. My own preference is to cover this chapter after amplifier topologies have
been studied, so that the students have some bare understanding of the internal circuitry of
op amps and its gain limitations. Teaching this chapter near the end of the first course also
places op amps closer to differential amplifiers (Chapter 10), thus allowing the students to
appreciate the relevance of each. I cover all of this chapter in our first course.
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Chapter 9: Cascodes and Current Mirrors This chapter serves as an important step
toward integrated circuit design. The study of cascodes and current mirrors here also
provides the necessary background for constructing differential pairs with active loads
or cascodes in Chapter 10. From this chapter on, bipolar and MOS circuits are covered
together and various similarities and contrasts between them are pointed out. In our second
microelectronics course, I cover all of the topics in this chapter in approximately two
weeks.

Chapter 10: Differential Amplifiers This chapter deals with large-signal and small-
signal behavior of differential amplifiers. The students may wonder why we did not study
the large-signal behavior of various amplifiers in Chapters 5 and 7; so I explain that the
differential pair is a versatile circuit and is utilized in both regimes. I cover all of this chapter
in our second course.

Chapter 11: Frequency Response Beginning with a review of basic concepts such
as Bode’s rules, this chapter introduces the high-frequency model of transistors and ana-
lyzes the frequency response of basic amplifiers. I cover all of this chapter in our second
course.

Chapter 12: Feedback and Stability Most instructors agree the students find feed-
back to be the most difficult topic in undergraduate microelectronics. For this reason,
I have made great effort to create a step-by-step procedure for analyzing feedback cir-
cuits, especially where input and output loading effects must be taken into account. As with
Chapters 2 and 5, this chapter proceeds at a deliberately slow pace, allowing the students to
become comfortable with each concept and appreciate the points taught by each example.
I cover all of this chapter in our second course.

Chapter 13: Oscillators This new chapter deals with both discrete and integrated oscil-
lators. These circuits are both important in real-life applications and helpful in enhancing
the feedback concepts taught previously. This chapter can be comfortably covered in a
semester system.

Chapter 14: Output Stages and Power Amplifiers This chapter studies circuits that
deliver higher power levels than those considered in previous chapters. Topologies such
as push-pull stages and their limitations are analyzed. This chapter can be covered in a
semester system.

Chapter 15: Analog Filters This chapter provides a basic understanding of passive and
active filters, preparing the student for more advanced texts on the subject. This chapter
can also be comfortably covered in a semester system.

Chapter 16: Digital CMOS Circuits This chapter is written for microelectronics
courses that include an introduction to digital circuits as a preparation for subsequent
courses on the subject. Given the time constraints in quarter and semester systems, I have
excluded TTL and ECL circuits here.

Chapter 17: CMOS Amplifiers This chapter is written for courses that cover CMOS
circuits before bipolar circuits. As explained earlier, this chapter follows MOS device
physics and, in essence, is similar to Chapter 5 but deals with MOS counterparts.
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Problem Sets In addition to numerous examples, each chapter offers a relatively large
problem set at the end. For each concept covered in the chapter, I begin with simple,
confidence-building problems and gradually raise the level of difficulty. Except for the
device physics chapters, all chapters also provide a set of design problems that encourage
students to work “in reverse” and select the bias and/or component values to satisfy certain
requirements.

SPICE Some basic circuit theory courses may provide exposure to SPICE, but it is in the
first microelectronics course that the students can appreciate the importance of simulation
tools. Appendix A of this book introduces SPICE and teaches circuit simulation with the
aid of numerous examples. The objective is to master only a subset of SPICE commands
that allow simulation of most circuits at this level. Due to the limited lecture time, I ask
the teaching assistants to cover SPICE in a special evening session around the middle of
the quarter—just before I begin to assign SPICE problems.

Most chapters contain SPICE problems, but I prefer to introduce SPICE only in the
second half of the first course (toward the end of Chapter 5). This is for two reasons:
(1) the students must first develop their basic understanding and analytical skills, i.e., the
homeworks must exercise the fundamental concepts; and (2) the students appreciate the
utility of SPICE much better if the circuit contains a relatively large number of devices
(e.g., 5-10).

Homeworks and Exams In a quarter system, I assign four homeworks before the
midterm and four after. Mostly based on the problem sets in the book, the homeworks
contain moderate to difficult problems, thereby requiring that the students first go over
the easier problems in the book on their own.

The exam questions are typically “twisted” versions of the problems in the book. To
encourage the students to solve all of the problems at the end of each chapter, I tell them
that one of the problems in the book is given in the exam verbatim. The exams are open-
book, but I suggest to the students to summarize the important equations on one sheet of

paper.

Happy Teaching!
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1.1

Introduction
to Microelectronics

Over the past five decades, microelectronics has revolutionized our lives. While beyond
the realm of possibility a few decades ago, cellphones, digital cameras, laptop computers,
and many other electronic products have now become an integral part of our daily affairs.

Learning microelectronics can be fun. As we learn how each device operates, how
devices comprise circuits that perform interesting and useful functions, and how circuits
form sophisticated systems, we begin to see the beauty of microelectronics and appreciate
the reasons for its explosive growth.

This chapter gives an overview of microelectronics so as to provide a context for the
material presented in this book. We introduce examples of microelectronic systems and
identify important circuit “functions” that they employ. We also provide a review of basic
circuit theory to refresh the reader’s memory.

ELECTRONICS VERSUS MICROELECTRONICS

The general area of electronics began about a century ago and proved instrumental in
the radio and radar communications used during the two world wars. Early systems in-
corporated “vacuum tubes,” amplifying devices that operated with the flow of electrons
between plates in a vacuum chamber. However, the finite lifetime and the large size of
vacuum tubes motivated researchers to seek an electronic device with better properties.

The first transistor was invented in the 1940s and rapidly displaced vacuum tubes. It
exhibited a very long (in principle, infinite) lifetime and occupied a much smaller volume
(e.g., less than 1 cm?® in packaged form) than vacuum tubes did.

But it was not until 1960s that the field of microelectronics, i.e., the science of integrat-
ing many transistors on one chip, began. Early “integrated circuits” (ICs) contained only
a handful of devices, but advances in the technology soon made it possible to dramatically
increase the complexity of “microchips.”
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Solution

Today’s microprocessors contain about 100 million transistors in a chip area of approx-
imately 3 cm x 3 cm. (The chip is a few hundred microns thick.) Suppose integrated
circuits were not invented and we attempted to build a processor using 100 million
“discrete” transistors. If each device occupies a volume of 3 mm x 3 mm x 3 mm, de-
termine the minimum volume for the processor. What other issues would arise in such
an implementation?

The minimum volume is given by 27 mm® x 108, i.e., a cube 1.4 m on each side! Of
course, the wires connecting the transistors would increase the volume substantially.

In addition to occupying a large volume, this discrete processor would be extremely
slow; the signals would need to travel on wires as long as 1.4 m! Furthermore, if each
discrete transistor costs 1 cent and weighs 1 g, each processor unit would be priced at
one million dollars and weigh 100 tons!

Exercise

How much power would such a system consume if each transistor dissipates 10 uW?

This book deals mostly with microelectronics while providing sufficient foundation for
general (perhaps discrete) electronic systems as well.

EXAMPLES OF ELECTRONIC SYSTEMS

At this point, we introduce two examples of microelectronic systems and identify some of
the important building blocks that we should study in basic electronics.

1.2.1 Cellular Telephone

Cellular telephones were developed in the 1980s and rapidly became popular in the 1990s.
Today’s cellphones contain a great deal of sophisticated analog and digital electronics that
lie well beyond the scope of this book. But our objective here is to see how the concepts
described in this book prove relevant to the operation of a cellphone.

Suppose you are speaking with a friend on your cellphone. Your voice is converted to
an electric signal by a microphone and, after some processing, transmitted by the antenna.
The signal produced by your antenna is picked up by your friend’s receiver and, after some
processing, applied to the speaker [Fig. 1.1(a)]. What goes on in these black boxes? Why
are they needed?

Transmitter (TX) Receiver (RX) ;

Microph 44% Speak 4§Y>_ﬂ
gy tgw of

@ (b)

Figure 1.1 (a) Simplified view of a cellphone, (b) further simplification of transmit and receive
paths.
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Let us attempt to omit the black boxes and construct the simple system shown in
Fig. 1.1(b). How well does this system work? We make two observations. First, our voice
contains frequencies from 20 Hz to 20 kHz (called the “voice band”). Second, for an an-
tenna to operate efficiently, i.e., to convert most of the electrical signal to electromagnetic
radiation, its dimension must be a significant fraction (e.g., 25%) of the wavelength. Un-
fortunately, a frequency range of 20 Hz to 20 kHz translates to a wavelength! of 1.5 x 10’
m to 1.5 x 10* m, requiring gigantic antennas for each cellphone. Conversely, to obtain
a reasonable antenna length, e.g., 5 cm, the wavelength must be around 20 cm and the
frequency around 1.5 GHz.

How do we “convert” the voice band to a gigahertz center frequency? One possible
approach is to multiply the voice signal, x(¢), by a sinusoid, A cos(2xf.t) [Fig. 1.2(a)]. Since
multiplication in the time domain corresponds to convolution in the frequency domain,
and since the spectrum of the sinusoid consists of two impulses at £, the voice spectrum
is simply shifted (translated) to £f, [Fig. 1.2(b)]. Thus, if f. = 1 GHz, the output occupies
a bandwidth of 40 kHz centered at 1 GHz. This operation is an example of “amplitude
modulation.”?

Output Waveform

x (t) A cos(2mfct)
Voice
Signal
9 >
t t
@
X (f) Spectrum of Cosine
Voice :
Spectrum /V\
; - % _ :
For f -fe 0 +fc f
4 X
(@] o
N N
| +

(b)

Figure 1.2 (a) Multiplication of a voice signal by a sinusoid, (b) equivalent operation in the
frequency domain.

We therefore postulate that the black box in the transmitter of Fig. 1.1(a) contains
a multiplier,® as depicted in Fig. 1.3(a). But two other issues arise. First, the cellphone
must deliver a relatively large voltage swing (e.g., 20 V,,) to the antenna so that the
radiated power canreach across distances of several kilometers, thereby requiring a “power
amplifier” between the multiplier and the antenna. Second, the sinusoid, A cos 27 f.f, must
be produced by an “oscillator.” We thus arrive at the transmitter architecture shown in
Fig. 1.3(b).

Recall that the wavelength is equal to the (light) velocity divided by the frequency.
2Cellphones in fact use other types of modulation to translate the voice band to higher frequencies.
3 Also called a “mixer” in high-frequency electronics.
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Power 4
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Figure 1.3 (a) Simple transmitter, (b) more complete transmitter.

Let us now turn our attention to the receive path of the cellphone, beginning with the
simple realization illustrated in Fig. 1.1(b). Unfortunately, this topology fails to operate
with the principle of modulation: if the signal received by the antenna resides around a
gigahertz center frequency, the audio speaker cannot produce meaningful information. In
other words, a means of translating the spectrum back to zero center frequency is necessary.
For example, as depicted in Fig. 1.4(a), multiplication by a sinusoid, A cos(2x f,t), translates
the spectrum to left and right by f,, restoring the original voice band. The newly-generated
components at +2f, can be removed by a low-pass filter. We thus arrive at the receiver
topology shown in Fig. 1.4(b).

Output Spectrum

Received Spectrum Spectrum of Cosine :
—fc 0 +fc f -fc 0 +fg f E> —2f¢ +2fe  f
@
Low-Noise
Amplifier Amplifier
Low-Pass Low-Pass
Filter Filter
Oscillator Oscillator
(b) (©)

Figure 1.4 (a) Translation of modulated signal to zero center frequency, (b) simple receiver,
(b) more complete receiver.

Our receiver design is still incomplete. The signal received by the antenna can be as
low as a few tens of microvolts whereas the speaker may require swings of several tens
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or hundreds of millivolts. That is, the receiver must provide a great deal of amplification
(“gain”) between the antenna and the speaker. Furthermore, since multipliers typically
suffer from a high “noise” and hence corrupt the received signal, a “low-noise amplifier”
must precede the multiplier. The overall architecture is depicted in Fig. 1.4(c).

Today’s cellphones are much more sophisticated than the topologies developed above.
For example, the voice signal in the transmitter and the receiver is applied to a digital signal
processor (DSP) to improve the quality and efficiency of the communication. Nonetheless,
our study reveals some of the fundamental building blocks of cellphones, e.g., amplifiers,
oscillators, and filters, with the last two also utilizing amplification. We therefore devote a
great deal of effort to the analysis and design of amplifiers.

Having seen the necessity of amplifiers, oscillators, and multipliers in both trans-
mit and receive paths of a cellphone, the reader may wonder if “this is old stuff” and
rather trivial compared to the state of the art. Interestingly, these building blocks still re-
main among the most challenging circuits in communication systems. This is because the
design entails critical trade-offs between speed (gigahertz center frequencies), noise, power
dissipation (i.e., battery lifetime), weight, cost (i.e., price of a cellphone), and many
other parameters. In the competitive world of cellphone manufacturing, a given design is
never “good enough” and the engineers are forced to further push the above trade-offs in
each new generation of the product.

1.2.2 Digital Camera

Another consumer product that, by virtue of “going electronic,” has dramatically changed
our habits and routines is the digital camera. With traditional cameras, we received no
immediate feedback on the quality of the picture that was taken, we were very careful in
selecting and shooting scenes to avoid wasting frames, we needed to carry bulky rolls of
film, and we would obtain the final result only in printed form. With digital cameras, on
the other hand, we have resolved these issues and enjoy many other features that only
electronic processing can provide, e.g., transmission of pictures through cellphones or
ability to retouch or alter pictures by computers. In this section, we study the operation of
the digital camera.

The “front end” of the camera must convert light to electricity, a task performed by an
array (matrix) of “pixels.”* Each pixel consists of an electronic device (a “photodiode”) that
produces a current proportional to the intensity of the light that it receives. As illustrated
in Fig. 1.5(a), this current flows through a capacitance, C;, for a certain period of time,
thereby developing a proportional voltage across it. Each pixel thus provides a voltage
proportional to the “local” light density.

Now consider a camera with, say, 6.25 million pixels arranged in a 2500 x 2500 array
[Fig. 1.5(b)]. How is the output voltage of each pixel sensed and processed? If each pixel
contains its own electronic circuitry, the overall array occupies a very large area, raising the
cost and the power dissipation considerably. We must therefore “time-share” the signal
processing circuits among pixels. To this end, we follow the circuit of Fig. 1.5(a) with a
simple, compact amplifier and a switch (within the pixel) [Fig. 1.5(c)]. Now, we connect
a wire to the outputs of all 2500 pixels in a “column,” turn on only one switch at a time,
and apply the corresponding voltage to the “signal processing” block outside the column.

“The term “pixel” is an abbreviation of “picture cell.”
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Amplifier

" - =T .
; L]
] .
@
o
Light 2 o—4
N
'_|' \
] Signal
Photodiode \ y Processing

@ (b) ©

Figure 1.5 (a) Operation of a photodiode, (b) array of pixels in a digital camera, (c) one column of
the array.

The overall array consists of 2500 of such columns, with each column employing a dedicated
signal processing block.

A digital camera is focused on a chess board. Sketch the voltage produced by one column
as a function of time.

Solution The pixels in each column receive light only from the white squares [Fig. 1.6(a)]. Thus,
the column voltage alternates between a maximum for such pixels and zero for those
receiving no light. The resulting waveform is shown in Fig. 1.6(b).

III—I

t

o—e Vcolumn
I Vcolumn

@ (b) (©

Figure 1.6 (a) Chess board captured by a digital camera, (b) voltage waveform of one column.

Exercise  Plot the voltage if the first and second squares in each row have the same color.
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What does each signal processing block do? Since the voltage produced by each pixel
is an analog signal and can assume all values within a range, we must first “digitize” it
by means of an “analog-to-digital converter” (ADC). A 6.25 megapixel array must thus
incorporate 2500 ADCs. Since ADCs are relatively complex circuits, we may time-share
one ADC between every two columns (Fig. 1.7), but requiring that the ADC operate twice
as fast (why?). In the extreme case, we may employ a single, very fast ADC for all 2500
columns. In practice, the optimum choice lies between these two extremes.

L I Ll
I I

Figure 1.7 Sharing one ADC between two columns of a pixel array.

Once in the digital domain, the “video” signal collected by the camera can be ma-
nipulated extensively. For example, to “zoom in,” the digital signal processor (DSP) sim-
ply considers only a section of the array, discarding the information from the remaining
pixels. Also, to reduce the required memory size, the processor “compresses” the video
signal.

The digital camera exemplifies the extensive use of both analog and digital microelec-
tronics. The analog functions include amplification, switching operations, and analog-to-
digital conversion, and the digital functions consist of subsequent signal processing and
storage.

1.2.3 Analog Versus Digital

Amplifiers and ADCs are examples of analog functions, circuits that must process each
point on a waveform (e.g., a voice signal) with great care to avoid effects such as noise
and “distortion.” By contrast, digital circuits deal with binary levels (ONEs and ZEROs)
and, evidently, contain no analog functions. The reader may then say, “I have no intention
of working for a cellphone or camera manufacturer and, therefore, need not learn about
analog circuits.” In fact, with digital communications, digital signal processors, and every
other function becoming digital, is there any future for analog design?

Well, some of the assumptions in the above statements are incorrect. First, not every
function can be realized digitally. The architectures of Figs. 1.3 and 1.4 must employ low-
noise and low-power amplifiers, oscillators, and multipliers regardless of whether the actual
communication is in analog or digital form. For example, a 20-.V signal (analog or digital)
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received by the antenna cannot be directly applied to a digital gate. Similarly, the video
signal collectively captured by the pixels in a digital camera must be processed with low
noise and distortion before it appears in the digital domain.

Second, digital circuits require analog expertise as the speed increases. Figure 1.8
exemplifies this point by illustrating two binary data waveforms, one at 100 Mb/s and
another at 1 Gb/s. The finite risetime and falltime of the latter raises many issues in the
operation of gates, flipflops, and other digital circuits, necessitating great attention to each
point on the waveform.

10 ns

xq(t)

i |

1ns

-
AN

Figure 1.8 Data waveforms at 100 Mb/s and 1 Gb/s.

Y

BASIC CONCEPTS*

Analysis of microelectronic circuits draws upon many concepts that are taught in basic
courses on signals and systems and circuit theory. This section provides a brief review of
these concepts so as to refresh the reader’s memory and establish the terminology used
throughout this book. The reader may first glance through this section to determine which
topics need a review or simply return to this material as it becomes necessary later.

1.3.1 Analog and Digital Signals

An electric signal is a waveform that carries information. Signals that occur in na-
ture can assume all values in a given range. Called “analog,” such signals include
voice, video, seismic, and music waveforms. Shown in Fig. 1.9(a), an analog voltage

V(1) V (t) + Noise

@) (b)

Figure 1.9 (a) Analog signal, (b) effect of noise on analog signal.

*This section serves as a review and can be skipped in classroom teaching.
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waveform swings through a “continuum” of values and provides information at each instant
of time.

While occurring all around us, analog signals are difficult to “process” due to sensitivi-
ties to such circuit imperfections as “noise” and “distortion.”> As an example, Figure 1.9(b)
illustrates the effect of noise. Furthermore, analog signals are difficult to “store” because
they require “analog memories” (e.g., capacitors).

By contrast, a digital signal assumes only a finite number of values at only certain
points in time. Depicted in Fig. 1.10(a) is a “binary” waveform, which remains at only one
of two levels for each period, 7. So long as the two voltages corresponding to ONEs and
ZEROs differ sufficiently, logical circuits sensing such a signal process it correctly—even
if noise or distortion create some corruption [Fig. 1.10(b)]. We therefore consider digital
signals more “robust” than their analog counterparts. The storage of binary signals (in a
digital memory) is also much simpler.

vV (t) ONE V (t) + Noise

ZERO

-y

(@ (b)
Figure 1.10 (a) Digital signal, (b) effect of noise on digital signal.

The foregoing observations favor processing of signals in the digital domain, suggesting
that inherently analog information must be converted to digital form as early as possible.
Indeed, complex microelectronic systems such as digital cameras, camcorders, and compact
disk (CD) recorders perform some analog processing, “analog-to-digital conversion,” and
digital processing (Fig. 1.11), with the first two functions playing a critical role in the quality
of the signal.

- Digital
Analog Analog o Analog—to—plgltal »| Processing
Signal > i = Conversion -
9 Processing and Storage

Figure 1.11  Signal processing in a typical system.

It is worth noting that many digital binary signals must be viewed and processed
as analog waveforms. Consider, for example, the information stored on a hard disk in
a computer. Upon retrieval, the “digital” data appears as a distorted waveform with
only a few millivolts of amplitude (Fig. 1.12). Such a small separation between ONEs
and ZEROs proves inadequate if this signal is to drive a logical gate, demanding a great
deal of amplification and other analog processing before the data reaches a robust digital
form.

SDistortion arises if the output is not a linear function of input.
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¢ ~3mV
Hard
t

Disk

Figure 1.12 Signal picked up from a hard disk in a computer.

1.3.2 Analog Circuits

Today’s microelectronic systems incorporate many analog functions. As exemplified by the
cellphone and the digital camera studied above, analog circuits often limit the performance
of the overall system.

The most commonly-used analog function is amplification. The signal received by a
cellphone or picked up by a microphone proves too small to be processed further. An
amplifier is therefore necessary to raise the signal swing to acceptable levels.

The performance of an amplifier is characterized by a number of parameters, e.g., gain,
speed, and power dissipation. We study these aspects of amplification in great detail later
in this book, but it is instructive to briefly review some of these concepts here.

A voltage amplifier produces an output swing greater than the input swing. The voltage
gain, A,, is defined as

AU — vout. (11)

Vin
In some cases, we prefer to express the gain in decibels (dB):

Aulap = 20log 22 (1.2)

vm

For example, a voltage gain of 10 translates to 20 dB. The gain of typical amplifiers falls in
the range of 10! to 10°.

A cellphone receives a signal level of 20 1V, but it must deliver a swing of 50 mV to the
speaker that reproduces the voice. Calculate the required voltage gain in decibels.

Solution We have
50 mV
A, =201 1.3
v 0850 v (1.3)
~ 68 dB. (1.4)
Exercise ~ What is the output swing if the gain is 50 dB?

In order to operate properly and provide gain, an amplifier must draw power from
a voltage source, e.g., a battery or a charger. Called the “power supply,” this source is
typically denoted by Ve or Vpp [Fig. 1.13(a)]. In complex circuits, we may simplify the
notation to that shown in Fig. 1.13(b), where the “ground” terminal signifies a reference
point with zero potential. If the amplifier is simply denoted by a triangle, we may even omit
the supply terminals [Fig. 1.13(c)], with the understanding that they are present. Typical
amplifiers operate with supply voltages in the range of 1 V to 10 V.
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Figure 1.13 (a) General amplifier symbol along with its power supply, (b) simplified diagram of
(a), (b) amplifier with supply rails omitted.

What limits the speed of amplifiers? We expect that various capacitances in the circuit
begin to manifest themselves at high frequencies, thereby lowering the gain. In other
words, as depicted in Fig. 1.14, the gain rolls off at sufficiently high frequencies, limiting
the (usable) “bandwidth” of the circuit. Amplifiers (and other analog circuits) suffer from
trade-offs between gain, speed and power dissipation. Today’s microelectronic amplifiers
achieve bandwidths as large as tens of gigahertz.

A

High-Frequency
Roll-off
'

Amplifier Gain

»
-

Frequency

Figure 1.14 Roll-off of an amplifier’s gain at high frequencies.

What other analog functions are frequently used? A critical operation is “filtering.”
For example, an electrocardiograph measuring a patient’s heart activities also picks up the
60-Hz (or 50-Hz) electrical line voltage because the patient’s body acts as an antenna. Thus,
a filter must suppress this “interferer” to allow meaningful measurement of the heart.

1.3.3 Digital Circuits

More than 80% of the microelectronics industry deals with digital circuits. Examples in-
clude microprocessors, static and dynamic memories, and digital signal processors. Recall
from basic logic design that gates form “combinational” circuits, and latches and flipflops
constitute “sequential” machines. The complexity, speed, and power dissipation of these
building blocks play a central role in the overall system performance.

In digital microelectronics, we study the design of the internal circuits of gates, flipflops,
and other components. For example, we construct a circuit using devices such as transistors
torealize the NOT and NOR functions shown in Fig. 1.15. Based on these implementations,
we then determine various properties of each circuit. For example, what limits the speed

NOT Gate NOR Gate

A@——E>O—4Y:K_ g; §>0—4Y:A+B

Figure 1.15 NOT and NOR gates.
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of a gate? How much power does a gate consume while running at a certain speed? How
robustly does a gate operate in the presence of nonidealities such as noise (Fig. 1.16)?

Mo Do

Figure 1.16 Response of a gate to a noisy input.

Solution

Consider the circuit shown in Fig. 1.17, where switch S is controlled by the digital input.
That is, if A is high, S; is on and vice versa. Prove that the circuit provides the NOT
function.

R=
e—O
+ s \Vi
A °'“""/)Sl _-- bD
2~ Vout

Figure 1.17

If A is high, §j is on, forcing V,,; to zero. On the other hand, if A is low, S; remains off,
drawing no current from R;. As a result, the voltage drop across R;, is zero and hence
Vour = Vpp; i.e., the output is high. We thus observe that, for both logical states at the
input, the output assumes the opposite state.

Exercise

Determine the logical function if §; and R;, are swapped and V,,, is sensed across R;..

The above example indicates that switches can perform logical operations. In fact,
early digital circuits did employ mechanical switches (relays), but suffered from a very
limited speed (a few kilohertz). It was only after “transistors” were invented and their
ability to act as switches was recognized that digital circuits consisting of millions of gates
and operating at high speeds (several gigahertz) became possible.

1.3.4 Basic Circuit Theorems

Of the numerous analysis techniques taught in circuit theory courses, some prove partic-
ularly important to our study of microelectronics. This section provides a review of such
concepts.

Kirchoff’s Laws The Kirchoff Current Law (KCL) states that the sum of all currents
flowing into a node is zero (Fig. 1.18):

Y I =o. (1.5)

J
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KCL in fact results from conservation of charge: a nonzero sum would mean that
either some of the charge flowing into node X vanishes or this node produces charge.

Figure 1.18 Illustration of KCL.

The Kirchoff Voltage Law (KVL) states that the sum of voltage drops around any
closed loop in a circuit is zero [Fig. 1.19(a)]:

Figure 1.19 (a) Illustration of KVL, (b) slightly different view of the circuit.

> V=0, (1.6)
J

where V; denotes the voltage drop across element number j. KVL arises from the con-
servation of the “electromotive force.” In the example illustrated in Fig. 1.19(a), we may
sum the voltages in the loop to zero: Vi 4+ V, + V3 + V4 = 0. Alternatively, adopting the
modified view shown in Fig. 1.19(b), we can say V is equal to the sum of the voltages
across elements 2, 3, and 4: V| = V, 4+ V3 + V4. Note that the polarities assigned to V5,
V3, and Vy in Fig. 1.19(b) are different from those in Fig. 1.19(a).

In solving circuits, we may not know a priori the correct polarities of the currents and
voltages. Nonetheless, we can simply assign arbitrary polarities, write KCLs and KVLs,
and solve the equations to obtain the actual polarities and values.

The topology depicted in Fig. 1.20 represents the equivalent circuit of an amplifier. The
dependent current source i is equal to a constant, g,,,° multiplied by the voltage drop
across 7. Determine the voltage gain of the amplifier, v,/ vi,.

“What is the dimension of g,,?
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O
) N L J [ Vout +
Vin ) anEVn |1¢gmvn RI=y — Vout
Z R -
_ O
Figure 1.20
Solution We must compute V,,; in terms of v, i.e., we must eliminate v, from the equations.
Writing a KVL in the “input loop,” we have
Vin = Up, (1.7)
and hence g,,v; = gmvin. A KCL at the output node yields
v()Lt[
gmVx + =0. (1.8)
Ry
It follows that
v
M — —g.R;. (1.9)
Vin
Note that the circuit amplifies the input if g,,R; > 1. Unimportant in most cases, the
negative sign simply means the circuit “inverts” the signal.
Exercise  Repeat the above example if r, — oo.

Example
1.6

Figure 1.21 shows another amplifier topology. Compute the gain.

Figure 1.21
Solution Noting that r, in fact appears in parallel with v;,, we write a KVL across these two
components:
S (1.10)
The KCL at the output node is similar to (1.8). Thus,
Vout
= gnRyL. (1.11)
Vin
Interestingly, this type of amplifier does not invert the signal.
Exercise ~ Repeat the above example if r, — oo.




w A third amplifier topology is shown in Fig. 1.22. Determine the voltage gain.
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+ A
Vin mEVe 1 W9y Vn =
E —o0
4+
Re= V_out
T =+
Figure 1.22
Solution  We first write a KVL around the loop consisting of vj,, 7, and Rg:
Vin = VU + Vour- (1.12)
Thatis, v, = vj, — voyu- Next, noting that the currents v, /r,, and g, v, flow into the output
node, and the current v,,,/Rg flows out of it, we write a KCL:
v v
i + gmvr = Ig:. (1.13)
Substituting v;, — v,y for v, gives
1 1 1
in\ T m | = Vout\ 15— - m | 114
’ (rn+g> : t<RE+rn+g> ( )
and hence
Vout r— + 8m
T S (1.15)
RE k4 &m
_ (1 + gmrﬂ)RE (1 16)
rr 4+ (14 gur=)RE
Note that the voltage gain always remains below unity. Would such an amplifier prove
useful at all? In fact, this topology exhibits some important properties that make it a
versatile building block.
Exercise ~ Repeat the above example if r, — oo.

The foregoing three examples relate to three amplifier topologies that are studied
extensively in Chapter 5.

Thevenin and Norton Equivalents While Kirchoff’s laws can always be utilized to solve
any circuit, the Thevenin and Norton theorems can both simplify the algebra and, more
importantly, provide additional insight into the operation of a circuit.

Thevenin’s theorem states that a (linear) one-port network can be replaced with an
equivalent circuit consisting of one voltage source in series with one impedance. Illustrated
in Fig. 1.23(a), the term “port” refers to any two nodes whose voltage difference is of
interest. The equivalent voltage, vrhey, is obtained by leaving the port open and computing
the voltage created by the actual circuit at this port. The equivalent impedance, Zthey, is
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@ (b)

Figure 1.23 (a) Thevenin equivalent circuit, (b) computation of equivalent impedance.

determined by setting all independent voltage and current sources in the circuit to zero
and calculating the impedance between the two nodes. We also call Zyey the impedance
“seen” when “looking” into the output port [Fig. 1.23(b)]. The impedance is computed
by applying a voltage source across the port and obtaining the resulting current. A few
examples illustrate these principles.

Example
1.8

Solution

Suppose the input voltage source and the amplifier shown in Fig. 1.20 are placed in a box
and only the output port is of interest [Fig. 1.24(a)]. Determine the Thevenin equivalent
of the circuit.

We must compute the open-circuit output voltage and the impedance seen when looking
into the output port. The Thevenin voltage is obtained from Fig. 1.24(a) and Eq. (1.9):

UThev = Vout (117)
— —guR L. (1.18)

To calculate Zmyey, We set vy, to zero, apply a voltage source, vy, across the output port,
and determine the current drawn from the voltage source, ix. As shown in Fig. 1.24(b),
setting v;,, to zero means replacing it with a short circuit. Also, note that the current
source g,v, remains in the circuit because it depends on the voltage across r,, whose
value is not known a priori.

Figure 1.24

How do we solve the circuit of Fig. 1.24(b)? We must again eliminate v, . Fortunately,
since both terminals of r, are tied to ground, v, = 0 and g,v, = 0. The circuit thus
reduces to R; and

Vx

= & (1.19)

iy
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That is,
Rthev = Ry (1.20)

Figure 1.24(c) depicts the Thevenin equivalent of the input voltage source and the am-
plifier. In this case, we call Ry (= Ry) the “output impedance” of the circuit.

Exercise  Repeat the above example if r, — oo.

With the Thevenin equivalent of a circuit available, we can readily analyze its behavior
in the presence of a subsequent stage or “load.”

oWl The amplifier of Fig. 1.20 must drive a speaker having an impedance of R;,. Determine

B the voltage delivered to the speaker.

Solution Shown in Fig. 1.25(a) is the overall circuit arrangement that we must solve. Replac-
ing the section in the dashed box with its Thevenin equivalent from Fig. 1.24(c),
we greatly simplify the circuit [Fig. 1.25(b)], and write

R
Vout = _ngLvinT—i—pleL (121)
= _gmUin(RLHRSp)- (1'22)
F + d . + =
Vin()  rp=vg ilé)gmvﬂi RL=  Vout =Rgp ~9, Ruvip & Vout =Rg,
(@) (b)
Figure 1.25
Exercise ~ Repeat the above example if r, — 0.
2ol Determine the Thevenin equivalent of the circuit shown in Fig. 1.22 if the output port is
Ly of interest.
Solution The open-circuit output voltage is simply obtained from (1.16):

(14 gmrr)RL o
Fr+ (14 gurs)Ry "
To calculate the Thevenin impedance, we set v;, to zero and apply a voltage source

across the output port as depicted in Fig. 1.26. To eliminate v,, we recognize that the
two terminals of r,, are tied to those of vy and hence

Uy = —vy. (1.24)

(1.23)

UThev =
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Figure 1.26

We now write a KCL at the output node. The currents v, /7, gnVz, and ix flow into this
node and the current vy /R; flows out of it. Consequently,

I'sz RL
or
1 . Vy
— +8m |(—vx) +ix = - (1.26)
'z RL
That is,
Ripey = == (1.27)
15'¢
<R
- L (1.28)

rr+ (14 gura) R

Exercise ~ What happens if R; = oo?

Norton’s theorem states that a (linear) one-port network can be represented by one
current source in parallel with one impedance (Fig. 1.27). The equivalent current, iNor, 1S
obtained by shorting the port of interest and computing the current that flows through
it. The equivalent impedance, Znor, is determined by setting all independent voltage and
current sources in the circuit to zero and calculating the impedance seen at the port. Of

course, Znor = ZThev-

: 2>

1

N
\ %0

Figure 1.27 Norton’s theorem.



1.3 Basic Concepts 19

Determine the Norton equivalent of the circuit shown in Fig. 1.20 if the output port is
of interest.

Solution As depicted in Fig. 1.28(a), we short the output port and seek the value of ino.
Since the voltage across R; is now forced to zero, this resistor carries no current.

I Nor

. . 5
v 1+ < Short J
ML mEVe 1@9,Vn RL=E Circuit 9mVin R =
: L
(@) (b)
Figure 1.28
A KCL at the output node thus yields
INor = —8mVrn (129)
= —gmVin. (1.30)

Also, from Example 1.8, Rnor ( = Rrhev) = Rr. The Norton equivalent therefore
emerges as shown in Fig. 1.28(b). To check the validity of this model, we observe that
the flow of inor through R; produces a voltage of —g,,R; vy, the same as the output
voltage of the original circuit.

Exercise  Repeat the above example if a resistor of value R; is added between the top terminal of
v, and the output node.

Determine the Norton equivalent of the circuit shown in Fig. 1.22 if the output port is
interest.

Solution  Shorting the output port as illustrated in Fig. 1.29(a), we note that R;, carries no current.

Thus,
. +
Vin 't=Vn 1(WIyVn =
H rR
= r 1 d T L
. (—+9_ )V =
R = I'Nor I msn rp+(1+9 ro)Re
L o
(@) (b)
Figure 1.29

Ur
iNor =~ + gV (1.31)

g
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Also, v, = v, (why?), yielding

1
INor = <}’_ + gm) Vin- (132)

T

With the aid of Ry, found in Example 1.10, we construct the Norton equivalent depicted
in Fig. 1.29(b).

Exercise

What happens if r, = co?

CHAPTER SUMMARY

Electronic functions appear in many devices, including cellphones, digital cameras,
laptop computers, etc.

Anmplification is an essential operation in many analog and digital systems.

Analog circuits process signals that can assume various values at any time. By contrast,
digital circuits deal with signals having only two levels and switching between these
values at known points in time.

Despite the “digital revolution,” analog circuits find wide application in most of to-
day’s electronic systems.

The voltage gain of an amplifier is defined as v,,/v;,, and sometimes expressed in
decibels (dB) as 20 log(vous/ vin)-

Kirchoff’s current law (KCL) states that the sum of all currents flowing into any node
is zero. Kirchoff’s voltage law (KVL) states that the sum of all voltages around any
loop is zero.

Norton’s theorem allows simplifying a one-port circuit to a current source in parallel
with an impedance. Similarly, Thevenin’s theorem reduces a one-port circuit to a
voltage source in series with an impedance.



Basic Physics
of Semiconductors

Microelectronic circuits are based on complex semiconductor structures that have been
under active research for the past six decades. While this book deals with the analysis and
design of circuits, we should emphasize at the outset that a good understanding of devices
is essential to our work. The situation is similar to many other engineering problems, e.g.,
one cannot design a high-performance automobile without a detailed knowledge of the
engine and its limitations.

Nonetheless, we do face a dilemma. Our treatment of device physics must contain
enough depth to provide adequate understanding, but must also be sufficiently brief to
allow quick entry into circuits. This chapter accomplishes this task.

Our ultimate objective in this chapter is to study a fundamentally important and
versatile device called the “diode.” However, just as we need to eat our broccoli before
having dessert, we must develop a basic understanding of “semiconductor” materials and
their current conduction mechanisms before attacking diodes.

In this chapter, we begin with the concept of semiconductors and study the movement
of charge (i.e., the flow of current) in them. Next, we deal with the “pn junction,” which also
serves as diode, and formulate its behavior. Our ultimate goal is to represent the device
by a circuit model (consisting of resistors, voltage or current sources, capacitors, etc.), so
that a circuit using such a device can be analyzed easily. The outline is shown below.

Semiconductors PN Junction
¢ Charge Carriers e Structure

* Doping

>

¢ Reverse and Forward

 Transport of Carriers Bias Conditions

1/V Characteristics
¢ Circuit Models

It is important to note that the task of developing accurate models proves critical for
all microelectronic devices. The electronics industry continues to place greater demands

21



22 Chapter 2 Basic Physics of Semiconductors

on circuits, calling for aggressive designs that push semiconductor devices to their limits.
Thus, a good understanding of the internal operation of devices is necessary.!

SEMICONDUCTOR MATERIALS AND THEIR PROPERTIES

Since this section introduces a multitude of concepts, it is useful to bear a general outline
in mind:

Charge Carriers Modification of Transport of
in Solids Carrier Densities Carriers

e Crystal Structure E> ® Intrinsic Semiconductors E> e Diffusion
® Bandgap Energy ® Extrinsic Semiconductors ® Drift
® Holes ® Doping

Figure 2.1 Outline of this section.

This outline represents a logical thought process: (a) we identify charge carriers in
solids and formulate their role in current flow; (b) we examine means of modifying the
density of charge carriers to create desired current flow properties; (c) we determine cur-
rent flow mechanisms. These steps naturally lead to the computation of the current/voltage
(I/V) characteristics of actual diodes in the next section.

2.1.1 Charge Carriers in Solids

Recall from basic chemistry that the electrons in an atom orbit the nucleus in different
“shells.” The atom’s chemical activity is determined by the electrons in the outermost shell,
called “valence” electrons, and how complete this shell is. For example, neon exhibits
a complete outermost shell (with eight electrons) and hence no tendency for chemical
reactions. On the other hand, sodium has only one valence electron, ready to relinquish
it, and chloride has seven valence electrons, eager to receive one more. Both elements are
therefore highly reactive.

The above principles suggest that atoms having approximately four valence electrons
fall somewhere between inert gases and highly volatile elements, possibly displaying inter-
esting chemical and physical properties. Shown in Fig. 2.2 is a section of the periodic table
containing a number of elements with three to five valence electrons. As the most popular
material in microelectronics, silicon merits a detailed analysis.?

Covalent Bonds A silicon atom residing in isolation contains four valence electrons
[Fig. 2.3(a)], requiring another four to complete its outermost shell. If processed properly,
the silicon material can form a “crystal” wherein each atom is surrounded by exactly four
others [Fig. 2.3(b)]. As a result, each atom shares one valence electron with its neighbors,
thereby completing its own shell and those of the neighbors. The “bond” thus formed
between atoms is called a “covalent bond” to emphasize the sharing of valence electrons.

The uniform crystal depicted in Fig. 2.3(b) plays a crucial role in semiconductor devices.
But, does it carry current in response to a voltage? At temperatures near absolute zero,

1 As design managers often say, “If you do not push the devices and circuits to their limit but your
competitor does, then you lose to your competitor.”

2Silicon is obtained from sand after a great deal of processing,
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Boron Carbon
(B) (©)

Aluminum Silicon Phosphorus

v (Al) (Si) (P) vl

Galium Germanium Arsenic

(Ga) (Ge) (As)

Figure 2.2 Section of the periodic table.

the valence electrons are confined to their respective covalent bonds, refusing to move
freely. In other words, the silicon crystal behaves as an insulator for 7 — 0K. However, at
higher temperatures, electrons gain thermal energy, occasionally breaking away from the
bonds and acting as free charge carriers [Fig. 2.3(¢)] until they fall into another incomplete
bond. We will hereafter use the term “electrons” to refer to free electrons.

Covalent
Bong Y Y N\ 7N\ 7
N7 \\//\\//\\// \\//\\//\\//
7 N\ //\\//\\//\\ //\\//\ \\
2N 7N N
@ (b) (©

Figure 2.3 (a) Silicon atom, (b) covalent bonds between atoms, (c) free electron released by
thermal energy.

Holes When freed from a covalent bond, an electron leaves a “void” behind because the
bond is now incomplete. Called a “hole,” such a void can readily absorb a free electron if
one becomes available. Thus, we say an “electron-hole pair” is generated when an electron
is freed, and an “electron-hole recombination” occurs when an electron “falls” into a hole.

Why do we bother with the concept of the hole? After all, it is the free electron that
actually moves in the crystal. To appreciate the usefulness of holes, consider the time
evolution illustrated in Fig. 2.4. Suppose covalent bond number 1 contains a hole after

t=t, t=t, t=ts
N7 N7 N7 N7 N7\ 7

SN 2N 7 \\//\\//\\// SN 23y

//}//\\//\\ //\\SO/\\//\\ //\\//S\\//\\

S
7N 7N

Figure 24 Movement of electron through crystal.

Hole” 7 N\ 7 N\ //\\//\\
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losing an electron some time before ¢ = #;. Att = 1, an electron breaks away from bond
number 2 and recombines with the hole in bond number 1. Similarly, at r = #3, an electron
leaves bond number 3 and falls into the hole in bond number 2. Looking at the three
“snapshots,” we can say one electron has traveled from right to left, or, alternatively, one
hole has moved from left to right. This view of current flow by holes proves extremely
useful in the analysis of semiconductor devices.

Bandgap Energy 'We must now answer two important questions. First, does any thermal
energy create free electrons (and holes) in silicon? No, in fact, a minimum energy is
required to dislodge an electron from a covalent bond. Called the “bandgap energy”
and denoted by E, this minimum is a fundamental property of the material. For silicon,
E,=112eV3

The second question relates to the conductivity of the material and is as follows. How
many free electrons are created at a given temperature? From our observations thus far, we
postulate that the number of electrons depends on both E, and T a greater E, translates
to fewer electrons, but a higher 7 yields more electrons. To simplify future derivations, we
consider the density (or concentration) of electrons, i.e., the number of electrons per unit
volume, n;, and write for silicon:

n; =5.2x 10732 exp electrons/cm’ (2.1)

_s
2kT
where k = 1.38 x 10723 J/K is called the Boltzmann constant. The derivation can be found
in books on semiconductor physics, e.g., [1]. As expected, materials having a larger E,
exhibit a smaller n;. Also, as T — 0, so do T°%/? and exp[—E,/(2kT)], thereby bringing n;
toward zero.

The exponential dependence of n; upon £, reveals the effect of the bandgap energy on
the conductivity of the material. Insulators display a high E,; for example, E, = 2.5V for
diamond. Conductors, on the other hand, have a small bandgap. Finally, semiconductors
exhibit a moderate Eg, typically ranging from 1 eV to 1.5 eV.

2ol Determine the density of electrons in silicon at 7 = 300 K (room temperature) and
&l T = 600 K.
Solution  Since E, = 1.12eV = 1.792 x 10717 J, we have
ni(T = 300K) = 1.08 x 10" electrons/cm? (2.2)
ni(T = 600K) = 1.54 x 10" electrons/cm?. (2.3)
Since for each free electron, a hole is left behind, the density of holes is also given by
(2.2) and (2.3).
Exercise  Repeat the above exercise for a material having a bandgap of 1.5 eV.

The n; values obtained in the above example may appear quite high, but, noting that
silicon has 5 x 10?> atoms/cm?, we recognize that only one in 5 x 10'> atoms benefit from a

3The unit eV (electron volt) represents the energy necessary to move one electron across a potential
difference of 1 V. Note that 1 eV = 1.6 x 1077 J.
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free electron at room temperature. In other words, silicon still seems a very poor conductor.
But, do not despair! We next introduce a means of making silicon more useful.

2.1.2 Modification of Carrier Densities

Intrinsic and Extrinsic Semiconductors
The “pure” type of silicon studied thus far
is an example of “intrinsic semiconductors,”
suffering from a very high resistance. Fortu-
nately, it is possible to modify the resistivity
of silicon by replacing some of the atoms in
the crystal with atoms of another material.
In an intrinsic semiconductor, the electron
density, n( = n;), is equal to the hole den-
sity, p. Thus,

Did you know?

The semiconductor industry manufactures
microprocessors, memories, RF transceivers,
imaging chips, and many other products, bringing
in an annual revenue of 300 billion dollars. This
means that, of the seven billion people in the
world, each person spends an average of about
$40 on semiconductor chips every year. This
starts when children buy their first video game
device.

np =n’. (2.4)

We return to this equation later.

Recall from Fig. 2.2 that phosphorus (P) contains five valence electrons. What hap-
pens if some P atoms are introduced in a silicon crystal? As illustrated in Fig. 2.5, each P
atom shares four electrons with the neighboring silicon atoms, leaving the fifth electron
“unattached.” This electron is free to move, serving as a charge carrier. Thus, if N phos-
phorus atoms are uniformly introduced in each cubic centimeter of a silicon crystal, then
the density of free electrons rises by the same amount.

NN Y
Si Si
NININ 7
Si P e Si
N VN 2N
Si Si
N 72N

Figure 2.5 Loosely-attached electon with phosphorus doping.

The controlled addition of an “impurity” such as phosphorus to an intrinsic semicon-
ductor is called “doping,” and phosphorus itself a “dopant.” Providing many more free
electrons than in the intrinsic state, the doped silicon crystal is now called “extrinsic,” more
specifically, an “n-type” semiconductor to emphasize the abundance of free electrons.

As remarked earlier, the electron and hole densities in an intrinsic semiconductor are
equal. But, how about these densities in a doped material? It can be proved that even in
this case,

np = n?, (2.5)

where n and p respectively denote the electron and hole densities in the extrinsic semicon-
ductor. The quantity »; represents the densities in the intrinsic semiconductor (hence the
subscript i) and is therefore independent of the doping level [e.g., Eq. (2.1) for silicon].

The above result seems quite strange. How can np remain constant while we add more
donor atoms and increase n?
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Solution Equation (2.5) reveals that p must fall below its intrinsic level as more n-type dopants
are added to the crystal. This occurs because many of the new electrons donated by the
dopant “recombine” with the holes that were created in the intrinsic material.

Exercise ~ Why can we not say that n 4+ p should remain constant?

Solution

A piece of crystalline silicon is doped uniformly with phosphorus atoms. The doping
density is 10'® atoms/cm?. Determine the electron and hole densities in this material at
the room temperature.

The addition of 10'® P atoms introduces the same number of free electrons per cubic
centimeter. Since this electron density exceeds that calculated in Example 2.1 by six
orders of magnitude, we can assume

n = 10 electrons/cm?. (2.6)

It follows from (2.2) and (2.5) that

3|3

p= (2.7)

=1.17 x 10* holes/cm®. (2.8)

Note that the hole density has dropped below the intrinsic level by six orders of magni-
tude. Thus, if a voltage is applied across this piece of silicon, the resulting current consists
predominantly of electrons.

Exercise

At what doping level does the hole density drop by three orders of magnitude?

This example justifies the reason for calling electrons the “majority carriers” and
holes the “minority carriers” in an n-type semiconductor. We may naturally wonder if it is
possible to construct a “p-type” semiconductor, thereby exchanging the roles of electrons
and holes.

Indeed, if we can dope silicon with an atom that provides an insufficient number of
electrons, then we may obtain many incomplete covalent bonds. For example, the table
in Fig. 2.2 suggests that a boron (B) atom—with three valence electrons—can form only
three complete covalent bonds in a silicon crystal (Fig. 2.6). As a result, the fourth bond
contains a hole, ready to absorb a free electron. In other words, N boron atoms contribute
N boron holes to the conduction of current in silicon. The structure in Fig. 2.6 therefore
exemplifies a p-type semiconductor, providing holes as majority carriers. The boron atom
is called an “acceptor” dopant.

N
SN IN 2
2 WA WA

2N\ 2N\

Figure 2.6 Available hole with boron doping.
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Let us formulate our results thus far. If an intrinsic semiconductor is doped with a
density of Np (>>n;) donor atoms per cubic centimeter, then the mobile charge densities
are given by

Majority Carriers: n &~ Np (2.9)
2

Minority Carriers: p ~ M (2.10)
Np

Similarly, for a density of N4 (>>n;) acceptor atoms per cubic centimeter:

Majority Carriers: p &~ Ny (2.11)
2

Minority Carriers: n ~ o (2.12)
Ny

Since typical doping densities fall in the range of 10" to 10'® atoms/cm?, the above ex-
pressions are quite accurate.

Is it possible to use other elements of Fig. 2.2 as semiconductors and dopants?

Solution  Yes, for example, some early diodes and transistors were based on germanium (Ge)
rather than silicon. Also, arsenic (As) is another common dopant.
Exercise  Can carbon be used for this purpose?

Figure 2.7 summarizes the concepts introduced in this section, illustrating the types of
charge carriers and their densities in semiconductors.

Intrinsic Semiconductor

Si
N 7
/ Si_o Valence
Covalent 7 \\S' Electron
Bond !
Extrinsic Semiconductor
Silicon Crystal Silicon Crystal
Np Donors/cm® Na Acceptors/cm3
Si Si Si Si
NI 7N 7 NI\ 7N 7
i e i i i
7'\ jt\\ 2 2N N 7N
Si Si . Si Si
n-Type o rree /\ —Type
Dop);elt Majority Carrier Free F[J)op);%t
(Donor) Majority Carrier  (Acceptor)

Figure 2.7 Summary of charge carriers in silicon.
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2.1.3 Transport of Carriers

Having studied charge carriers and the concept of doping, we are ready to examine
the movement of charge in semiconductors, i.e., the mechanisms leading to the flow
of current.

Drift 'We know from basic physics and Ohm’s law that a material can conduct current
in response to a potential difference and hence an electric field.* The field accelerates the
charge carriers in the material, forcing some to flow from one end to the other. Movement
of charge carriers due to an electric field is called “drift.””

Figure 2.8 Drift in a semiconductor.

Semiconductors behave in a similar manner. As shown in Fig. 2.8, the charge carriers
are accelerated by the field and accidentally collide with the atoms in the crystal, eventually
reaching the other end and flowing into the battery. The acceleration due to the field and
the collision with the crystal counteract, leading to a constant velocity for the carriers.® We
expect the velocity, v, to be proportional to the electric field strength, E:

v E, (2.13)
and hence
v=pukE, (2.14)

where 1 is called the “mobility” and usually expressed incm?/(V - s). For example insilicon,
the mobility of electrons, u, = 1350 cm?/(V - s), and that of holes, 1, = 480 cm?/(V - ).
Of course, since electrons move in a direction opposite to the electric field, we must express
the velocity vector as

For holes, on the other hand,
vn = wyE. (2.16)

4Recall that the potential (voltage) difference, V, is equal to the negative integral of the electric field, E,
with respect to distance: V,, = — fb" Edx.

>The convention for direction of current assumes flow of positive charge from a positive voltage to a
negative voltage. Thus, if electrons flow from point A to point B, the current is considered to have a
direction from B to A.

This phenomenon is analogous to the “terminal velocity” that a sky diver with a parachute (hopefully,
open) experiences.



2.1 Semiconductor Materials and Their Properties 29

A uniform piece of n-type of silicon that is 1 «m long senses a voltage of 1 V. Determine
the velocity of the electrons.

Solution Since the material is uniform, we have E=V/L, where L is the length. Thus,
E = 10,000 V/cm and hence v = u,E = 1.35 x 107 cm/s. In other words, electrons take
(1 wm)/(1.35 x 107 cm/s) = 7.4 ps to cross the 1-um length.

Exercise ~ What happens if the mobility is halved?

v t=ty t=t1+15
imeters:
A ) L o *
V : ? h
= }
[ ] ]
' X ' X
X1 X1
[ i
I* IF
\Z1 Vi

Figure 2.9 Current flow in terms of charge density.

With the velocity of carriers known, how is the current calculated? We first note that an
electron carries a negative charge equal to g = 1.6 x 107! C. Equivalently, a hole carries
a positive charge of the same value. Now suppose a voltage V7 is applied across a uniform
semiconductor bar having a free electron density of n (Fig. 2.9). Assuming the electrons
move with a velocity of v m/s, considering a cross section of the bar at x = x; and taking
two “snapshots” at t = #; and r = #; + 1 second, we note that the total charge in v meters
passes the cross section in 1 second. In other words, the current is equal to the total charge
enclosed in v meters of the bar’s length. Since the bar has a width of W, we have:

I=—v-W-h-n-q, (2.17)

where v - W - h represents the volume, n - ¢ denotes the charge density in coulombs, and
the negative sign accounts for the fact that electrons carry negative charge.

Letusnow reduce Eq. (2.13) to amore convenient form. Since for electrons,v = —u, E,
and since W - & is the cross section area of the bar, we write
Jo=punE-n-q, (2.18)

where J,, denotes the “current density,” i.e., the current passing through a unit cross section
area, and is expressed in A/cm?. We may loosely say, “the current is equal to the charge
velocity times the charge density,” with the understanding that “current” in fact refers to
current density, and negative or positive signs are taken into account properly.

In the presence of both electrons and holes, Eq. (2.18) is modified to

Joo=pnE -n-q+p,E-p-q (2.19)
— g+ 1pp)E. (2.20)
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This equation gives the drift current density in response to an electric field £ in a semicon-
ductor having uniform electron and hole densities.

2ol In an experiment, it is desired to obtain equal electron and hole drift currents. How
2.6 should the carrier densities be chosen?
Solution We must impose
Jn = 1, (221)
and hence
L (2.22)
p MUn
We also recall that np = n?. Thus,
p= B (2.23)
Hp
n=“n,. (2.24)
Mn
For example, in silicon, w,/p, = 1350/480 = 2.81, yielding
p=1.68n; (2.25)
n = 0.596n;. (2.20)
Since p and n are of the same order as #n;, equal electron and hole drift currents can
occur for only a very lightly doped material. This confirms our earlier notion of majority
carriers in semiconductors having typical doping levels of 10"°-10'® atoms/cm?.
Exercise ~ How should the carrier densities be chosen so that the electron drift current is twice the

hole drift current?

Velocity Saturation® We have thus far assumed that the mobility of carriers in semicon-
ductors is independent of the electric field and the velocity rises linearly with £ according
to v = nE. In reality, if the electric field approaches sufficiently high levels, v no longer
follows E linearly. This is because the carriers collide with the lattice so frequently and
the time between the collisions is so short that they cannot accelerate much. As a result,
v varies “sublinearly” at high electric fields, eventually reaching a saturated level, vs,
(Fig. 2.10). Called “velocity saturation,” this effect manifests itself in some modern tran-
sistors, limiting the performance of circuits.

In order to represent velocity saturation, we must modify v = nE accordingly. A
simple approach is to view the slope, 1, as a field-dependent parameter. The expression

*This section can be skipped in a first reading.



2.1 Semiconductor Materials and Their Properties 31

Velocity
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Figure 2.10 Velocity saturation.

for u must therefore gradually fall toward zero as FE rises, but approach a constant value

for small E;i.e.,

_ o
1+bE’

7 (2.27)

where p is the “low-field” mobility and b a proportionality factor. We may consider u as
the “effective” mobility at an electric field E. Thus,

Ho
= E. 2.28
"T1YbE (228)
Since for £ — 00, v — vy, We have
1%
Vear = ?0, (2.29)
and hence b = pg/vsy. In other words,
v= LEE (2.30)
14+ 20
Usat

Solution

A uniform piece of semiconductor 0.2 um long sustains a voltage of 1 V. If the low-field
mobility is equal to 1350 cm?/(V - s) and the saturation velocity of the carriers 107 cm/s,
determine the effective mobility. Also, calculate the maximum allowable voltage such
that the effective mobility is only 10% lower than .

We have
v
E=— 2.31
. (231)
=50kV/cm. (2.32)
It follows that
o
n=—- (2.33)
E
1+ o
Usat
o
- 2.34
7.75 ( )

=174 cm?/(V -s). (2.35)
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If the mobility must remain within 10% of its low-field value, then

0.9t0 = LE (2.36)
1+ Mo
vSCll
and hence
1
E= - Da (2.37)
9 Ko
= 823 V/em. (2.38)

A device of length 0.2 um experiences such a field if it sustains a voltage of
(823 V/cm) x (0.2 x 10~* cm) = 16.5mV.

This example suggests that modern (submicron) devices incur substantial velocity
saturation because they operate with voltages much greater than 16.5 mV.

Exercise

At what voltage does the mobility fall by 20% ?

Diffusion In addition to drift, another mechanism can lead to current flow. Suppose
a drop of ink falls into a glass of water. Introducing a high local concentration of ink
molecules, the drop begins to “diffuse,” that is, the ink molecules tend to flow from a
region of high concentration to regions of low concentration. This mechanism is called
“diffusion.”

A similar phenomenon occurs if charge carriers are “dropped” (injected) into a semi-
conductor so as to create a nonuniform density. Even in the absence of an electric field, the
carriers move toward regions of low concentration, thereby carrying an electric current
so long as the nonuniformity is sustained. Diffusion is therefore distinctly different from
drift.

Semiconductor Material

Injection
of Carriers S o

‘*‘.I
\ i

Nonuniform Concentration

Figure 2.11  Diffusion in a semiconductor.

Figure 2.11 conceptually illustrates the process of diffusion. A source on the left con-
tinues to inject charge carriers into the semiconductor, a nonuniform charge profile is
created along the x-axis, and the carriers continue to “roll down” the profile.

The reader may raise several questions at this point. What serves as the source of
carriers in Fig. 2.11?7 Where do the charge carriers go after they roll down to the end of
the profile at the far right? And, most importantly, why should we care?! Well, patience is
a virtue and we will answer these questions in the next section.
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Example
2.8

A source injects charge carriers into a semiconductor bar as shown in Fig. 2.12. Explain
how the current flows.

Injection
of Carriers

PR,
A

0

Figure 2.12 Injection of carriers into a semiconductor.

Solution  In this case, two symmetric profiles may develop in both positive and negative directions
along the x-axis, leading to current flow from the source toward the two ends of the bar.
Exercise  Is KCL still satisfied at the point of injection?

Our qualitative study of diffusion suggests that the more nonuniform the concentra-
tion, the larger the current. More specifically, we can write:

dn
I o —, 2.39
T (2.39)
where n denotes the carrier concentration at a given point along the x-axis. We call dn/dx
the concentration “gradient” with respect to x, assuming current flow only in the x direction.
If each carrier has a charge equal to g, and the semiconductor has a cross section area of
A, Eq. (2.39) can be written as

dn
I x Ag—. 2.40
o Ag— (2.40)
Thus,
dn
1 =AqD,—, (2.41)
dx

where D,, is a proportionality factor called the “diffusion constant” and expressed in cm?/s.
For example, in intrinsic silicon, D, = 34 cm?/s (for electrons), and D p=12 cm?/s (for
holes).

As with the convention used for the drift current, we normalize the diffusion current
to the cross section area, obtaining the current density as

dn

J,=¢qD,—. (2.42)
dx
Similarly, a gradient in hole concentration yields:
dp
J,=—qD,—. 2.43
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With both electron and hole concentration gradients present, the total current density is
given by

Jiow = C]<D d—z - D d_p) (2.44)

2l Consider the scenario depicted in Fig. 2.11 again. Suppose the electron concentration is
— equalto N at x = 0 and falls linearly to zero at x = L (Fig. 2.13). Determine the diffusion
current.

=<y

Figure 2.13 Current resulting from a linear diffusion profile.

Solution We have

dn
J,=qD, " 2.45
q ndx ( )
N
=—qD, —. (2.46)

The current is constant along the x-axis; i.e., all of the electrons entering the material at
x = 0 successfully reach the point at x = L. While obvious, this observation prepares us
for the next example.

Exercise  Repeat the above example for holes.

Repeat the above example but assume an exponential gradient (Fig. 2.14):
2.10

N
Injection >

0 L x

Figure 2.14 Current resulting from an exponential diffusion profile.

n(x) = N exp Z—x, (2.47)
d

where L, is a constant.”

"The factor L, is necessary to convert the exponent to a dimensionless quantity.




Solution

We have

e 2.48
ndx ( )
D N —X
=" — 2.4
> ex i (2.49)

Interestingly, the current is not constant along the x-axis. That is, some electrons vanish
while traveling from x = 0 to the right. What happens to these electrons? Does this
example violate the law of conservation of charge? These are important questions and

will be answered in the next section.
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Exercise

At what value of x does the current density drop to 1% of its maximum value?

Einstein Relation Our study of drift and diffusion has introduced a factor for each: u,
(or u,) and D, (or D,), respectively. It can be proved that u and D are related as:

n

D kT

(2.50)

Called the “FEinstein Relation,” this result is proved in semiconductor physics texts, e.g.,

[1]. Note that kT/q ~ 26 mV at T = 300 K.

Figure 2.15 summarizes the charge transport mechanisms studied in this section.

Drift Current

E
—

NG
Jn=anUu,E
Jp=apUpE

Diffusion Current

dn
J,=qD, —
n=95n gy
dp
=P g

Figure 215 Summary of drift and diffusion mechanisms.

pn JUNCTION

We begin our study of semiconductor
devices with the pn junction for three rea-
sons. (1) The device finds application in
many electronic systems, e.g., in adaptors
that charge the batteries of cellphones. (2)
The pn junction is among the simplest semi-
conductor devices, thus providing a good
entry point into the study of the operation
of such complex structures as transistors.

Did you know?

The pn junction was inadvertantly invented by
Russel Ohl of Bell Laboratories in 1940. He melted
silicon in quartz tubes to achieve a high purity.
During the cooling process, the p-type and n-type
impurities redistributed themselves, creating a pn
junction. Ohl even observed that the pn junction
produced a current when it was exposed to light.
One wonders if Ohl ever predicted that this prop-
erty would eventually lead to the invention of the
digital camera.
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(3) The pn junction also serves as part of transistors. We also use the term “diode” to refer
to pn junctions.

We have thus far seen that doping produces free electrons or holes in a semiconductor,
and an electric field or a concentration gradient leads to the movement of these charge
carriers. An interesting situation arises if we introduce n-type and p-type dopants into
two adjacent sections of a piece of semiconductor. Depicted in Fig. 2.16 and called a “pn
junction,” this structure plays a fundamental role in many semiconductor devices. The p
and # sides are called the “anode” and the “cathode,” respectively.

,n E p\ N

/’ '\ Cathode Anode
Si Si Si Si
N 7_ N 7
P e B
7N 2
[ Si Si Si
@) (b)

S

Figure 2.16 pn junction.

In this section, we study the properties and I/V characteristics of pn junctions. The
following outline shows our thought process, indicating that our objective is to develop
circuit models that can be used in analysis and design.

pn Junction pn Junction pn Junction
in Equilibrium Under Reverse Bias Under Forward Bias

® Depletion Region E> ® Junction Capacitance E> ® |/ Characteristics
® Built-in Potential

Figure 2.17 Outline of concepts to be studied.

2.2.1 pn Junction in Equilibrium

Let us first study the pn junction with no external connections, i.e., the terminals are
open and no voltage is applied across the device. We say the junction is in “equilibrium.”
While seemingly of no practical value, this condition provides insights that prove useful in
understanding the operation under nonequilibrium as well.

We begin by examining the interface between the »n and p sections, recognizing that
one side contains a large excess of holes and the other, a large excess of electrons. The
sharp concentration gradient for both electrons and holes across the junction leads to two
large diffusion currents: electrons flow from the 7 side to the p side, and holes flow in the
opposite direction. Since we must deal with both electron and hole concentrations on each
side of the junction, we introduce the notations shown in Fig. 2.18.
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Carriers

Minority

Carriers

n, : Concentration of electrons on n side
P, : Concentration of holes on n side
P, : Concentration of holes on p side
N, : Concentration of electrons on p side

Figure 2.18
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Majority
Carriers

Minority
Carriers

A pn junction employs the following doping levels: N4 =10cm™ and Np =
5 x 10" cm™3. Determine the hole and electron concentrations on the two sides.
Solution From Egs. (2.11) and (2.12), we express the concentrations of holes and electrons on the
p side respectively as:
Pp ~ NA (2.51)
=10"%cm™3 (2.52)
2
n;
~ L 2.53
np NA ( )
1. 1010 —3\2
:( 08 x 10" cm™) (2.54)
1016 cm—3
~ 1.1 x 10*ecm™. (2.55)
Similarly, the concentrations on the » side are given by
n, ~ Np (2.56)
=5x10®cm™? (2.57)
2
n;
A~ L 2.58
Pn N (2.58)
1.08 x 10'° cm=3)
_ (108 x 10% em ™) (2.59)
5 x 1015 cm—3
=23 x10*cm™>. (2.60)
Note that the majority carrier concentration on each side is many orders of magnitude
higher than the minority carrier concentration on either side.
Exercise  Repeat the above example if Np drops by a factor of four.
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The diffusion currents transport a great deal of charge from each side to the other,
but they must eventually decay to zero. This is because if the terminals are left open
(equilibrium condition), the device cannot carry a net current indefinitely.

We must now answer an important question: what stops the diffusion currents? We
may postulate that the currents stop after enough free carriers have moved across the
junction so as to equalize the concentrations on the two sides. However, another ef-
fect dominates the situation and stops the diffusion currents well before this point is
reached.

To understand this effect, we recognize that for every electron that departs from the
n side, a positive ion is left behind, i.e., the junction evolves with time as conceptually
shown in Fig. 2.19. In this illustration, the junction is suddenly formed at # = 0, and the
diffusion currents continue to expose more ions as time progresses. Consequently, the im-
mediate vicinity of the junction is depleted of free carriers and hence called the “depletion

region.”
t=0 t=ty t=00
n p n p n p
—:—:—:—:—E +:+:+:+:+ —:—:—:— 8 8 +:+:+:+ —:—:—:88 88: :+:+
S el |Trsses
T P PN - - —‘(-B o PN o H= 1= e ity
Free Free /‘ \ \/)
Electrons Holes Positive Negative Dlggleiggn
Donor Acceptor 9
lons lons

Figure 2.19 Evolution of charge concentrations in a pn junction.

Now recall from basic physics that a particle or object carrying a net (nonzero) charge
creates an electric field around it. Thus, with the formation of the depletion region, an
electric field emerges as shown in Fig. 2.20.% Interestingly, the field tends to force pos-
itive charge flow from left to right whereas the concentration gradients necessitate the
flow of holes from right to left (and electrons from left to right). We therefore surmise
that the junction reaches equilibrium once the electric field is strong enough to com-
pletely stop the diffusion currents. Alternatively, we can say, in equilibrium, the drift
currents resulting from the electric field exactly cancel the diffusion currents due to the
gradients.

n E P
T Teeleor,tT,

0000

Figure 2.20 Electric field in a pn junction.

8The direction of the electric field is determined by placing a small positive test charge in the region and
watching how it moves: away from positive charge and toward negative charge.
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Solution

In the junction shown in Fig. 2.21, the depletion region has a width of b on the n side
and a on the p side. Sketch the electric field as a function of x.

n 5 »p
i CICHS IS I
- - 0000 + +
" Np _i®@®:00:+ Na +
R O G H OIS i

- - - @000 + + +

=Y/

=y

Figure 2.21 Electric field profile in a pn junction.

Beginning at x < —b, we note that the absence of net charge yields £ = 0. At x > —b,
each positive donor ion contributes to the electric field, i.e., the magnitude of E rises as
x approaches zero. As we pass x = 0, the negative acceptor atoms begin to contribute
negatively to the field, i.e., E falls. At x = a, the negative and positive charge exactly
cancel each other and E = 0.

Exercise

Noting that potential voltage is negative integral of electric field with respect to distance,
plot the potential as a function of x.

From our observation regarding the drift and diffusion currents under equilibrium,
we may be tempted to write:

arite,p + Lariee.n] = Laitr, p + Laite.nl s (2.61)

where the subscripts p and n refer to holes and electrons, respectively, and each current term
contains the proper polarity. This condition, however, allows an unrealistic phenomenon:
if the number of the electrons flowing from the # side to the p side is equal to that of the
holes going from the p side to the n side, then each side of this equation is zero while
electrons continue to accumulate on the p side and holes on the n side. We must therefore
impose the equilibrium condition on each carrier:

avite, p| = Waitt, p| (2.62)
Warite,n| = Laitt,nl- (2.63)

Built-in Potential The existence of an electric field within the depletion region suggests
that the junction may exhibit a “built-in potential.” In fact, using (2.62) or (2.63), we
can compute this potential. Since the electric field E = —dV/dx, and since (2.62) can be
written as

dp
quppE = gD, (2.64)
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we have
av dp
—upyp— = D,—. 2.65
ade dx Y dx (265)
Dividing both sides by p and taking the integral, we obtain
X2 Pr d
— f dV =D, / & (2.66)
X1 n p
where p, and p), are the hole concentrations at x; and x,, respectively (Fig. 2.22). Thus,
D
Vo) - V(i) = -——LmPe (2.67)
Hp Pn
n p
P P T
X1 X2 X=

Figure 2.22 Carrier profiles in a pn junction.

The right side represents the voltage difference developed across the depletion region and
will be denoted by V). Also, from Einstein’s relation, Eq. (2.50), we can replace D,/u,
with kT'/q:

kT
Vol =" 1n Pr. (2.68)

n

Exercise ~ Writing Eq. (2.64) for electron drift and diffusion currents, and carrying out the integration,
derive an equation for V| in terms of n, and n,,.

Finally, using (2.11) and (2.10) for p, and p, yields

kT . NaN,
V() =—1In A2 D .
q n;
Expressing the built-in potential in terms of junction parameters, this equation plays a
central role in many semiconductor devices.

(2.69)

A silicon pn junction employs N4 = 2 x 10! cm™ and Np = 4 x 10'® cm—3. Determine
the built-in potential at room temperature (7 = 300 K).

Solution  Recall from Example 2.1 that n;(T = 300 K) = 1.08 x 10'° cm~3. Thus,
(2 x 10'%) x (4 x 10%)

Vo~ (26 mV)In
o (26mV) (1.08 x 1010)2

(2.70)

~ 768 mV. 2.71)

Exercise By what factor should Np be changed to lower V by 20 mV?
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=SSl Equation (2.69) reveals that V) is a weak function of the doping levels. How much does
e Vy change if N4 or Np is increased by one order of magnitude?
Solution We can write
10Ny4 - N, N4 - N,
AVo=Vrin —2"L _ypin 4P (2.72)
n; n;
=VrIn10 (2.73)
~ 60mV (at T = 300 K). (2.74)
Exercise ~ How much does V| change if N4 or Np is increased by a factor of three?

An interesting question may arise at this point. The junction carries no net current
(because its terminals remain open), but it sustains a voltage. How is that possible? We
observe that the built-in potential is developed to oppose the flow of diffusion currents
(and is, in fact, sometimes called the “potential barrier”). This phenomenon is in contrast
to the behavior of a uniform conducting material, which exhibits no tendency for diffusion
and hence no need to create a built-in voltage.

2.2.2 pn Junction Under Reverse Bias

Having analyzed the pn junction in equilibrium, we can now study its behavior under
more interesting and useful conditions. Let us begin by applying an external voltage
across the device as shown in Fig. 2.23, where the voltage source makes the n side
more positive than the p side. We say the junction is under “reverse bias” to empha-
size the connection of the positive voltage to the n terminal. Used as a noun or a verb,
the term “bias” indicates operation under some “desirable” conditions. We will study the
concept of biasing extensively in this and following chapters.

n p
T O®i0of Lty
- - OO0 + +

i R 1100 ae]
- - - O000 + + +

n p

OO GHS SIS HuN
- - 000000+ +,

T i000:000: + +

-_T_ 000000 T,

- - (OO0:000: + +

Figure 2.23 pn junction under reverse bias.
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Figure 2.24 Reduction of junction capacitance with reverse bias.

We wish to reexamine the results obtained in equilibrium for the case of reverse bias.
Let us first determine whether the external voltage enhances the built-in electric field or
opposes it. Since under equilibrium, £ is directed from the z side to the p side, Vi enhances
the field. But, a higher electric field can be sustained only if a larger amount of fixed charge
is provided, requiring that more acceptor and donor ions be exposed and, therefore, the
depletion region be widened.

What happens to the diffusion and drift currents? Since the external voltage has
strengthened the field, the barrier rises even higher than that in equilibrium, thus pro-
hibiting the flow of current. In other words, the junction carries a negligible current under
reverse bias.’

With no current conduction, a reverse-biased prn junction does not seem particularly
useful. However, an important observation will prove otherwise. We note that in Fig. 2.23,
as Vp increases, more positive charge appears on the n side and more negative charge on
the p side. Thus, the device operates as a capacitor [Fig. 2.24(a)]. In essence, we can view
the conductive n and p sections as the two plates of the capacitor. We also assume the
charge in the depletion region equivalently resides on each plate.

The reader may still not find the device interesting. After all, since any two parallel
plates can form a capacitor, the use of a pn junction for this purpose is not justified. But,
reverse-biased pn junctions exhibit a unique property that becomes useful in circuit design.
Returning to Fig. 2.23, we recognize that, as Vi increases, so does the width of the depletion
region. That is, the conceptual diagram of Fig. 2.24(a) can be drawn as in Fig. 2.24(b) for
increasing values of Vg, revealing that the capacitance of the structure decreases as the two
plates move away from each other. The junction therefore displays a voltage-dependent

capacitance.
It can be proved that the capacitance of the junction per unit area is equal to
C:
C=——, (2.75)
Vr
1— =
Vo

9As explained in Section 2.2.3, the current is not exactly zero.
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where Cjy denotes the capacitance corresponding to zero bias (Vg = 0) and V), is the built-
in potential [Eq. (2.69)]. (This equation assumes V% is negative for reverse bias.) The value
of Cjo is in turn given by

€iq NaNp 1
Cpo= L 22 | 2.76
7 \/ 2 Na+Np Vo (2-76)

where €5 represents the dielectric constant of silicon and is equal to 11.7 x
8.85 x 1074 F/cm.! Plotted in Fig. 2.25, C; indeed decreases as Vg increases.

Figure 2.25 Junction capacitance under reverse bias.

A pn junction is doped with Ny =2 x 10 cm~ and Np = 9 x 10> cm~3. Determine
the capacitance of the device with (a) Vxg = 0and Vx =1 V.

We first obtain the built-in potential:

NN,
Vo=Vrin =52 (2.77)
n;
—0.73V. (2.78)
Thus, for Vg =0and g = 1.6 x 107 C, we have
&iq NaNp 1
Cco— €4 L 2.79
jo \/ 2 Nas+Np Vy ( )
=2.65 x 108 F/cm?. (2.80)

In microelectronics, we deal with very small devices and may rewrite this result as

Cio = 0.265 fF/um?, (2.81)
]

0The dielectric constant of materials is usually written in the form €, €, where ¢, is the “relative”
dielectric constant and a dimensionless factor (e.g., 11.7), and ¢, the dielectric constant of vacuum
(8.85 x 107 F/cm).
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where 1 fF (femtofarad) = 10" F. For Vg = 1V,

C = _ G (2.82)
Vr
1+ —
Vo

= 0.172 fF/pum?. (2.83)

Exercise

Repeat the above example if the donor concentration on the N side is doubled. Compare
the results in the two cases.

The variation of the capacitance with the applied voltage makes the device a “non-
linear” capacitor because it does not satisfy Q = CV. Nonetheless, as demonstrated
by the following example, a voltage-dependent capacitor leads to interesting circuit
topologies.

Example
2.16

Solution

A cellphone incorporates a 2-GHz oscillator whose frequency is defined by the resonance
frequency of an LC tank (Fig. 2.26). If the tank capacitance is realized as the pn junction
of Example 2.15, calculate the change in the oscillation frequency while the reverse
voltage goes from 0 to 2 V. Assume the circuit operates at 2 GHz at a reverse voltage of
0V, and the junction area is 2000 wm?.

Oscillator

(© L
VR

Figure 2.26 Variable capacitor used to tune an oscillator.

Recall from basic circuit theory that the tank “resonates” if the impedances of the induc-

tor and the capacitor are equal and opposite: jLwyes = —( ijres)_l. Thus, the resonance
frequency is equal to

1 1
res — N T —- 2.84
e = 2 JTe 259
At Vg = 0,C; = 0.265 fF/um?, yielding a total device capacitance of
Coi(Vg = 0) = (0.265 fF/um?*) x (2000 um?) (2.85)
= 530 fF. (2.86)

Setting f.s to 2 GHz, we obtain

L =11.9nH. (2.87)
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If Vg goesto 2V,

C:
Ciio(Ve=2V) = —’02 x 2000 pm> (2.88)
14 =
o7
= 274 fF. (2.89)
Using this value along with L = 11.9nH in Eq. (2.84), we have
fres(Vk =2V) =2.79 GHz. (2.90)

An oscillator whose frequency can be varied by an external voltage (Vk in this case) is
called a “voltage-controlled oscillator” and used extensively in cellphones, microproces-

sors, personal computers, etc.

Exercise

Some wireless systems operate at 5.2 GHz. Repeat the above example for this frequency,
assuming the junction area is still 2000 um? but the inductor value is scaled to reach

5.2 GHz.

In summary, a reverse-biased pn junc-
tion carries a negligible current but exhibits
a voltage-dependent capacitance. Note that
we have tacitly developed a circuit model for
the device under this condition: a simple ca-
pacitance whose value is given by Eq. (2.75).

Another interesting application of
reverse-biased diodes is in digital cameras

Did you know?

Voltage-dependent capacitors are called “varac-
tors” (o, in older literature, “varicaps™). The ability
to “tune” a capacitor's value by a voltage proves
essential in many eystems. For example, your TV
changes channels by changing the voltage applied
to a varactor. By contrast, old TVs had a knob
that mechanically switched different capacitors
into the circuit. Imagine turning that knob by re-

(Chapter 1). If light of sufficient energy
is applied to a pn junction, electrons are
dislodged from their covalent bonds and
hence electron-hole pairs are created. With a reverse bias, the electrons are attracted to
the positive battery terminal and the holes to the negative battery terminal. As a result, a
current flows through the diode that is proportional to the light intensity. We say the pn
junction operates as a “photodiode.”

mote controll

2.2.3 pn Junction Under Forward Bias

Our objective in this section is to show that the pn junction carries a current if the p side
is raised to a more positive voltage than the n side (Fig. 2.27). This condition is called
“forward bias.” We also wish to compute the resulting current in terms of the applied
voltage and the junction parameters, ultimately arriving at a circuit model.

Figure 2.27 pn junction under forward bias.
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From our study of the device in equilibrium and reverse bias, we note that the poten-
tial barrier developed in the depletion region determines the device’s desire to conduct.
In forward bias, the external voltage, Vr, tends to create a field directed from the p side
toward the n side—opposite to the built-in field that was developed to stop the diffusion
currents. We therefore surmise that Vz in fact lowers the potential barrier by weakening
the field, thus allowing greater diffusion currents.

To derive the I/V characteristic in forward bias, we begin with Eq. (2.68) for the built-in
voltage and rewrite it as

Pne = VO : (2.91)

where the subscript e emphasizes equilibrium conditions [Fig. 2.28(a)] and V; = kT/q is
called the “thermal voltage” (26 mV at T = 300 K). In forward bias, the potential barrier
is lowered by an amount equal to the applied voltage:

Dn = VOA’— 7 (2.92)

exp Vo

where the subscript f denotes forward bias. Since the exponential denominator drops
considerably, we expect p, s to be much higher than p,. (it can be proved that
Pp.f =~ Ppe ~ Ny). In other words, the minority carrier concentration on the p side rises
rapidly with the forward bias voltage while the majority carrier concentration remains
relatively constant. This statement applies to the n side as well.

n p n p

@ (b)
Figure 2.28 Carrier profiles (a) in equilibrium and (b) under forward bias.

Figure 2.28(b) illustrates the results of our analysis thus far. As the junction goes from
equilibrium to forward bias, n, and p, increase dramatically, leading to a proportional
change in the diffusion currents.!’ We can express the change in the hole concentration on
the n side as:

Apn = Pn.f = Pne (2.93)
Pp.f Pp.e
= - 2.94
ex Vo—Vr ex Yo 229
P Vr Vr
N Vi
Ve (exp Ve 1) (2.95)
exp —
Vr

The width of the depletion region actually decreases in forward bias, but we neglect this effect here.
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Similarly, for the electron concentration on the p side:

Np Vr
An[, ~ VO <eXpV—T — 1) . (296)
EeXp
Vr

Note that Eq. (2.69) indicates that exp(Vo/Vr) = NaNp/n?.
The increase in the minority carrier concentration suggests that the diffusion currents
must rise by a proportional amount above their equilibrium value, i.e.,

Ny \%3 Np Vi

Indeed, it can be proved that [1]

v
Lot = Is <exp 7’; - 1) , (2.98)

where Iy is called the “reverse saturation current” and given by

D D
Iy = Agn? = P, 2.99

In this equation, A is the cross section area of the device, and L, and L, are electron and
hole “diffusion lengths,” respectively. Diffusion lengths are typically in the range of tens
of micrometers. Note that the first and second terms in the parentheses correspond to the
flow of electrons and holes, respectively.

Determine /5 for the junction of Example 2.13 at T = 300K if A = 100 um?, L,, = 20 um,
and L, = 30 um.

Solution Using ¢ =1.6 x 107 C, n; = 1.08 x 10" electrons/cm® [Eq. (2.2)], D, = 34 cm?/s,
and D, = 12 cm?/s, we have
Is =177 x 1077 A, (2.100)
Since Is is extremely small, the exponential term in Eq. (2.98) must assume very large
values so as to yield a useful amount (e.g., 1 mA) for I,,,.
Exercise ~ What junction area is necessary to raise Is to 1071° A?

An interesting question that arises here is: are the minority carrier concentrations
constant along the x-axis? Depicted in Fig. 2.29(a), such a scenario would suggest that
electrons continue to flow from the z side to the p side, but exhibit no tendency to go beyond
X = xp because of the lack of a gradient. A similar situation exists for holes, implying that
the charge carriers do not flow deep into the p and n sides and hence no net current
results! Thus, the minority carrier concentrations must vary as shown in Fig. 2.29(b) so
that diffusion can occur.

This observation reminds us of Example 2.10 and the question raised in conjunction
with it: if the minority carrier concentration falls with x, what happens to the carriers and
how can the current remain constant along the x-axis? Interestingly, as the electrons enter
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Figure 2.29 (a) Constant and (b) variable majority carrier profiles outside the depletion region.

the p side and roll down the gradient, they gradually recombine with the holes, which
are abundant in this region. Similarly, the holes entering the n side recombine with the
electrons. Thus, in the immediate vicinity of the depletion region, the current consists of
mostly minority carriers, but towards the far contacts, it is primarily comprised of majority
carriers (Fig. 2.30). At each point along the x-axis, the two components add up to /.

=y

Figure 2.30 Minority and majority carrier currents.

2.2.4 1/V Characteristics

Let us summarize our thoughts thus far. In forward bias, the external voltage opposes the
built-in potential, raising the diffusion currents substantially. In reverse bias, on the other
hand, the applied voltage enhances the field, prohibiting current flow. We hereafter write
the junction equation as:

Ip =1Is (exp% - 1) , (2.101)
T

where Ip and V) denote the diode current and voltage, respectively. As expected, Vp = 0
yields Ip = 0. (Why is this expected?) As Vp becomes positive and exceeds several
Vr, the exponential term grows rapidly and Ip ~ Is exp(Vp/ V7). We hereafter assume
exp(Vp/Vr) > 1 in the forward bias region.
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Figure 2.31 I/V characteristic of a pn junction.

It can be proved that Eq. (2.101) also holds in reverse bias, i.e., for negative Vp. If
Vp <0 and |Vp| reaches several Vr, then exp(Vp/Vr) <« 1 and

Ip ~ —Is. (2.102)

Figure 2.31 plots the overall I/V characteristic of the junction, revealing why [y is called
the “reverse saturation current.” Example 2.17 indicates that Is is typically very small. We
therefore view the current under reverse bias as “leakage.” Note that Is and hence the
junction current are proportional to the device cross section area [Eq. (2.99)]. For example,
two identical devices placed in parallel (Fig. 2.32) behave as a single junction with twice
the Is.

~

Figure 2.32 Equivalence of parallel devices to a larger device.

Example
2.18

Solution

Each junction in Fig. 2.32 employs the doping levels described in Example 2.13. Deter-
mine the forward bias current of the composite device for Vp = 300 mV and 800 mV at
T =300K.

From Example 2.17, Is = 1.77 x 10717 A for each junction. Thus, the total current is
equal to

%
Ip1oi (Vp = 300mV) = 215 <eXpVD - 1) (2.103)
T

=3.63pA. (2.104)
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Similarly, for Vp = 800 mV:
Ip.0:(Vp =800mV) = 82 pA. (2.105)

Exercise ~ How many of these diodes must be placed in parallel to obtain a current of 100 n A with
a voltage of 750 mV?

2ol A diode operates in the forward bias region with a typical current level [i.e.,
2.19 Ip ~ Is exp(Vp/Vr)]. Suppose we wish to increase the current by a factor of 10. How
much change in V) is required?

Solution  Let us first express the diode voltage as a function of its current:

I
%zwmf. (2.106)
S

We define I; = 10]p and seek the corresponding voltage, Vp;:

101p

Vpi = Vyln —2 (2.107)
Is
Ip

= Vrln 2 + Vrin10 (2.108)
s

— Vp + VIn 10, (2.109)

Thus, the diode voltage must rise by V7 In 10 ~ 60 mV (at 7' = 300 K) to accommodate a
tenfold increase in the current. We say the device exhibits a 60-mV/decade characteristic,
meaning Vp changes by 60 mV for a decade (tenfold) change in Ip. More generally, an
n-fold change in /p translates to a change of V7 Inn in V).

Exercise By what factor does the current change if the voltages changes by 120 mV?

2ol The cross section area of a diode operating in the forward bias region is increased by a
2.20 factor of 10. (a) Determine the change in I if Vp is maintained constant. (b) Determine
the change in V), if I is maintained constant. Assume Ip ~ Is exp(Vp/Vr).

Solution (a) Since Iy « A, the new current is given by

%
Ip1 = 101 expVD (2.110)
T

= 101p. (2.111)
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(b) From the above example,

Ip
Vor=Vrln — 2.112
D1 T n 1075 ( )
Ip
=Vrln 7o VrIn10. (2.113)
)

Thus, a tenfold increase in the device area lowers the voltage by 60 mV if Ip remains
constant.

Exercise

A diode in forward bias with Ip ~ Is exp(Vp/Vr) undergoes two simultaneous changes:
the current is raised by a factor of m and the area is increased by a factor of n. Determine
the change in the device voltage.

Constant-Voltage Model The exponential I/V characteristic of the diode results in
nonlinear equations, making the analysis of circuits quite difficult. Fortunately, the above
examplesimply that the diode voltage is a relatively weak function of the device current and
cross section area. With typical current levels and areas, Vp falls in the range of 700-800 mV.
For this reason, we often approximate the forward bias voltage by a constant value of
800mV (like anideal battery), considering the device fully offif V, < 800 mV. The resulting
characteristic is illustrated in Fig. 2.33(a) with the turn-on voltage denoted by Vp ,,. Note
that the current goes to infinity as Vp tends to exceed Vp ,, because we assume the forward-
biased diode operates as an ideal voltage source. Neglecting the leakage current in reverse
bias, we derive the circuit model shown in Fig. 2.33(b). We say the junction operates as an
open circuit if Vp < Vp,, and as a constant voltage source if we attempt to increase Vp
beyond Vp ,,. While not essential, the voltage source placed in series with the switch in
the off condition helps simplify the analysis of circuits: we can say that in the transition
from off to on, only the switch turns on and the battery always resides in series with the
switch.

A number of questions may cross the reader’s mind at this point. First, why do we
subject the diode to such a seemingly inaccurate approximation? Second, if we indeed
intend to use this simple approximation, why did we study the physics of semiconductors
and pn junctions in such detail?

The developments in this chapter are representative of our treatment of all semicon-
ductor devices: we carefully analyze the structure and physics of the device to understand
its operation; we construct a “physics-based” circuit model; and we seek to approximate

Reverse Bias

| +],—
° -+ = o
VD,on
Forward Bias -
> - = -

| Vpon Vb Vv
D,on

@ (b)

Figure 2.33 Constant-voltage diode model.
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the resulting model, thus arriving at progressively simpler representations. Device models
having different levels of complexity (and, inevitably, different levels of accuracy) prove
essential to the analysis and design of circuits. Simple models allow a quick, intuitive un-
derstanding of the operation of a complex circuit, while more accurate models reveal the
true performance.

Solution

Consider the circuit of Fig. 2.34. Calculate Iy for Vx =3V and Vx =1V using
(a) an exponential model with Is = 107! A and (b) a constant-voltage model with
Vb.on = 800 mV.

R;=1kQ
+ 1
Vg ()_ +
D1¥ Vp
Figure 2.34 Simple circuit using a diode.
(a) Noting that I, = Iy, we have
Vx =IxRi + Vp (2.114)
Ix
N

This equation must be solved by iteration: we guess a value for Vp, compute
the corresponding Ix from /xR, = Vy — Vp, determine the new value of Vp from
Vb = Vrln (Ix/Is) and iterate. Let us guess Vp = 750 mV and hence

Vx — Vb
Iy=—— 2.116
x= 2% .116)
3V-0.75V
= = 2.117
1kQ ( )
=2.25mA. (2.118)
Thus,
1
Vp = Vyln =X (2.119)
Is
=799 mV. (2.120)
With this new value of Vp, we can obtain a more accurate value for Iy:
3V-0.799 V
Iy="— """ 2.121
X Tk (2.121)

=2.201 mA. (2.122)
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We note that the value of Ix rapidly converges. Following the same procedure for
Vx =1V, we have

1V-075V
Ix = —— (2.123)
=025mA, (2.124)

which yields Vp = 0.742V and hence Iy = 0.258 mA. (b) A constant-voltage model
readily gives

Iy =22mAfor Vy =3V (2.125)
Iy = 02mA for Vy =1 V. (2.126)

The value of Ix incurs some error, but it is obtained with much less computational effort
than that in part (a).

Exercise

Repeat the above example if the cross section area of the diode is increased by a factor
of 10.

REVERSE BREAKDOWN-*

Recall from Fig. 2.31 that the pn junction carries only a small, relatively constant current
in reverse bias. However, as the reverse voltage across the device increases, eventually
“breakdown” occurs and a sudden, enormous current is observed. Figure 2.35 plots the
device I/V characteristic, displaying this effect.

I'p

VBp

Vo
Breakdown

Figure 2.35 Reverse breakdown characteristic.

The breakdown resulting from a high voltage (and hence a high electric field) can occur
in any material. A common example is lightning, in which case the electric field in the air
reaches such a high level as to ionize the oxygen molecules, thus lowering the resistance
of the air and creating a tremendous current.

The breakdown phenomenon in pn junctions occurs by one of two possible mecha-
nisms: “Zener effect” and “avalanche effect.”

*This section can be skipped in a first reading.



54 Chapter 2 Basic Physics of Semiconductors

2.3.1 Zener Breakdown

The depletion region in a pn junction contains atoms that have lost an electron or a hole
and, therefore, provide no loosely-connected carriers. However, a high electric field in this
region may impart enough energy to the remaining covalent electrons to tear them from
their bonds [Fig. 2.36(a)]. Once freed, the electrons are accelerated by the field and swept to
the n side of the junction. This effect occurs at a field strength of about 10° V/cm (1 V/um).

n —E> p n —E> p
Si Si: Si Si; e: _
N7 | N7 e =—-¢
g€ sig E e -
/_ e // e _4— E(9_4—(9
i \s| i \Sii e - Lo -
e

i i

I! I!

VR VR

@ (b)

Figure 2.36 (a) Release of electrons due to high electric field, (b) avalanche effect.

In order to create such high fields with reasonable voltages, a narrow depletion region
is required, which from Eq. (2.76) translates to high doping levels on both sides of the
junction (why?). Called the “Zener effect,” this type of breakdown appears for reverse
bias voltages on the order of 3-8 V.

2.3.2 Avalanche Breakdown

Junctions with moderate or low doping levels (<10 cm?®) generally exhibit no Zener
breakdown. But, as the reverse bias voltage across such devices increases, an avalanche
effect takes place. Even though the leakage current is very small, each carrier entering the
depletion region experiences a very high electric field and hence a large acceleration, thus
gaining enough energy to break the electrons from their covalent bonds. Called “impact
ionization,” this phenomenon can lead to avalanche: each electron freed by the impact may
itself speed up so much in the field as to collide with another atom with sufficient energy,
thereby freeing one more covalent-bond electron. Now, these two electrons may again ac-
quire energy and cause more ionizing collisions, rapidly raising the number of free carriers.

An interesting contrast between Zener and avalanche phenomena is that they display
opposite temperature coefficients (TCs): Vpp has a negative TC for Zener effect and
positive TC for avalanche effect. The two TCs cancel each other for Vpp ~ 3.5 V. For this
reason, Zener diodes with 3.5-V rating find application in some voltage regulators.

The Zener and avalanche breakdown effects do not damage the diodes if the resulting
current remains below a certain limit given by the doping levels and the geometry of the
junction. Both the breakdown voltage and the maximum allowable reverse current are
specified by diode manufacturers.

CHAPTER SUMMARY

e Silicon contains four atoms in its last orbital. It also contains a small number of free
electrons at room temperature.

e When an electron is freed from a covalent bond, a “hole” is left behind.
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The bandgap energy is the minimum energy required to dislodge an electron from its
covalent bond.

To increase the number of free carriers, semiconductors are “doped” with certain
impurities. For example, addition of phosphorus to silicon increases the number of
free electrons because phosphorus contains five electrons in its last orbital.

For doped or undoped semiconductors, np = n?. For example, in an n-type material,
n ~ Np and hence p ~ n?/Np.

Charge carriers move in semiconductors via two mechanisms: drift and diffusion.
The drift current density is proportional to the electric field and the mobility of the
carriers and is given by J;,, = q(u,n + pp)E.

The diffusion current density is proportional to the gradient of the carrier concentra-
tion and given by J,,, = q(D,dn/dx — D,dp/dx).

A pn junction is a piece of semiconductor that receives n-type doping in one section
and p-type doping in an adjacent section.

The pn junction can be considered in three modes: equilibrium, reverse bias, and
forward bias.

Upon formation of the pn junction, sharp gradients of carrier densities across the
junction result in a high current of electrons and holes. As the carriers cross, they
leave ionized atoms behind, and a “depletion region” is formed. The electric field
created in the depletion region eventually stops the current flow. This condition is
called equilibrium.

The electric field in the depletion results in a built-in potential across the region equal
to (kT/q) In (NoNp)/n?, typically in the range of 700 to 800 mV.

Under reverse bias, the junction carries negligible current and operates as a capacitor.
The capacitance itself is a function of the voltage applied across the device.

Under forward bias, the junction carries a current that is an exponential function of
the applied voltage: Is[exp(Vr/Vr) — 1].

Since the exponential model often makes the analysis of circuits difficult, a constant-
voltage model may be used in some cases to estimate the circuit’s response with less
mathematical labor.

Under a high reverse bias voltage, pn junctions break down, conducting a very high

current. Depending on the structure and doping levels of the device, “Zener” or
“avalanche” breakdown may occur.

PROBLEMS

Sec. 2.1 Semiconductor Materials and
Their Properties

2.1. The intrinsic carrier concentration of ger-
manium (GE) is expressed as

; =1.66 x 108732 exp—2= cm ™3, 2.127
n X exp - cm ( )

where Eg = 0.66eV.

(a) Calculate n; at 300 K and 600K and
compare the results with those ob-
tained in Example 2.1 for Si.

(b) Determine the electron and hole con-
centrations if Ge is doped with P at a
density of 5 x 10! cm™3.

2.2. An n-type piece of silicon experiences an
electric field equal to 0.1 V/um.

(a) Calculate the velocity of electrons and
holes in this material.

(b) What doping level is necessary to pro-
vide a current density of 1 mA/um? un-
der these conditions? Assume the hole
current is negligible.
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2.3. A n-type piece of silicon with a length
of 0.1 um and a cross section area of
0.05 um x 0.05 um sustains a voltage dif-
ference of 1 V.

(a) If the doping level is 10" cm™—3, calcu-
late the total current flowing through
the device at 7' = 300 K.

(b) Repeat (a) for T =400K assuming
for simplicity that mobility does not
change with temperature. (This is not
a good assumption.)

2.4. From the data in Problem 2.1, repeat Prob-
lem 2.3 for Ge. Assume f, = 3900 cm?/
(V-s)and u, = 1900 cm?/(V - s).

2.5. Figure 2.37 shows a p-type bar of sili-
con that is subjected to electron injection
from the left and hole injection from the
right. Determine the total current flowing
through the device if the cross section area
isequaltol um x 1 pm.

5x 10%° 2x 10

L

Electrons> <= Holes

0 2um
Figure 2.37
2.6. In Example 2.9, compute the total number
of electrons “stored” in the material from

x =0 to x = L. Assume the cross section
area of the bar is equal to a.

2.7. Repeat Problem 2.6 for Example 2.10 but
for x =0 to x = co. Compare the results
for linear and exponential profiles.

*2.8. Repeat Problem 2.7 if the electron and hole
profiles are “sharp” exponentials, i.e., they
fall to negligible values at x =2 um and
x = 0, respectively (Fig. 2.38).

5x 10%° 2 x 10%8

EIectronsE:>

Figure 2.38

2.9.

How do you explain the phenomenon of
drift to a high school student?

Sec. 2.2 pn Junctions

2.10.

2.11.

2.12,

2.13.

2,14,

A pnjunction with Np = 3 x 10’ cm~3 and

N4 =2 x 105 cm~3 experiences a reverse

bias voltage of 1.6 V.

(a) Determine the junction capacitance
per unit area.

(b) By what factor should N4 be increased
to double the junction capacitance?

Due to a manufacturing error, the p-side

of a pn junction has not been doped. If

Np =3 x 10' cm 3, calculate the built-in

potential at 7 = 300 K.

A junction employs Np =5 x 10" cm™

and Ny = 4 x 100 cm—3.

(a) Determine the majority and minority
carrier concentrations on both sides.

(b) Calculate the built-in potential at
T = 250K, 300 K, and 350 K. Explain
the trend.

3

An oscillator application requires a vari-
able capacitance with the characteristic
shown in Fig. 2.39. Determine Ny and Np.

A ¢, (fFlum?)

Figure 2.39

Two identical pn junctions are placed in se-

ries.

(a) Prove that this combination can be
viewed as a single two-terminal device
having an exponential characteristic.

(b) For atenfold change in the current, how
much voltage change does such a device
require?

. Figure 2.40 shows two diodes with reverse

saturation currents of Is; and Is; placed in

parallel.

(a) Prove that the parallel combination op-
erates as an exponential device.



(a) If the total currentis I,,,, determine the cur-
rent carried by each diode.

2.16.

2.17.

2.18.

I tot

+
Vg

D1 D>

Figure 2.40

Consider a pn junction in forward bias.

(a) To obtain a current of 1 mA with a volt-
age of 750 mV, how should /s be cho-
sen?

(b) If the diode cross section area is now

doubled, what voltage yields a current
of 1 mA?

Figure 2.41 shows two diodes with reverse
saturation currents of Is; and I, placed in
series. Calculate Iz, Vp1, and Vp, in terms
of VB, 151 s and Isz.

N

Figure 2.41

In the circuit of Problem 2.17, we wish to
increase /p by a factor of 10. What is the
required change in Vp?

Sec. 2.2.4 1/V Characteristics

2.19.

2.20.

Consider the circuit shown in Fig. 2.42,
where I = 2 x 1071 A. Calculate Vp; and
IxforVy =0.5V,0.8V,1V,and 1.2 V.Note
that Vp; changes little for Vx > 0.8 V.

Figure 2.42

In the circuit of Fig. 2.42, the cross section
area of D is increased by a factor of 10.
Determine Vp; and Iy for Vy = 0.8V and

2.21.

2.22.

2.23.

*2.24.

2.25.

2.26.

*2.27.
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1.2 V. Compare the results with those ob-
tained in Problem 2.19.

Suppose D; in Fig. 2.42 must sustain a volt-
age of 850 mV for Vy = 2 V. Calculate the
required /s.

For what value of Vx in Fig. 2.42, does R
sustain a voltage equal to Vx/2? Assume
Is =2 x 10719 A.

We have received the circuit shown in
Fig. 2.43 and wish to determine R; and
Is. Wenotethat Vy =1V — Iy = 02mA
and Vy =2V — Iy = 0.5mA. Calculate
R1 and Is.

I'x

Ry

+
Vy _

\/. D1

Figure 2.43
Figure 2.44 depicts a parallel resistor-diode

combination. If Iy = 3 x 1071° A, calculate
Vpy for Iy = 1 mA, 2mA, and 4 mA.

'x%} R; = 1kQ %Dl

Figure 2.44

In the circuit of Fig. 2.44, we wish D; to
carry a current of 0.5 mA for Iy = 1.3 mA.
Determine the required /5.

For what value of Iy in Fig. 2.44, does
R carry a current equal to Iy /2?7 Assume
Is =3x 10716 A,

We have received the circuit shown
in Fig. 245 and wish to determine
Ry and Ig. Measurements indicate
that Ixy=1mA - Vy =12V and
Iy =2mA — Vy =1.8V. Calculate R;
and Is.

+
| X VX R 1 :E D1
Figure 2.45
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2,28,

42,29,

2.31.

2.32.

In the circuit of Fig. 2.46, determine the
value of R; such that this resistor carries
0.5 mA. Assume Is = 5 x 10710 A for each
diode.

D1

YYy

Ix(A)1mA R, 3 D,

Figure 2.46

The circuit illustrated in Fig. 2.47 em-
ploys two identical diodes with Ig =
5 x 107'® A, Calculate the voltage across
R, for Iy =2 mA.

SPICE PROBLEMS

In the following problems, assume Is =
5x 10710 AL

For the circuit shown in Fig. 2.49, plot V,,,
as a function of [;,. Assume [;, varies from
0 to 2 mA.

Lin D1 Vout

Figure 2.49

Repeat Problem 2.31 for the circuit de-
picted in Fig. 2.50, where Ry =1kQ. At
what value of [;, are the currents flowing
through D; and R equal?

+
lin D1 EER1 Vout
: o

Figure 2.50

REFERENCE

2.33.

2.34.

2.35.

D1

Ix RiZ2kQ ¢,

Figure 2.47

#%2.30. Sketch Vy as a function of Iy for the circuit

shown in Fig. 2.48. Assume (a) a constant-
voltage model, (b) an exponential model.

+
IX VX Rli

Figure 2.48

D1

l lAAS

Using SPICE, determine the value of Ry
in Fig. 2.50 such that D; carries 1 mA if
Iin =2 mA.

In the circuit of Fig. 2.51, R; = 500 €2. Plot
V,u: as a function of V;, if V;, varies from
—2V to +2 V. At what value of V}, are the
voltage drops across Ry and D; equal?

R1
VOUt

Figure 2.51

In the circuit of Fig. 2.51, use SPICE to se-
lect the value of Ry such that V,,,;, <0.7V
for Vi, <2 V. We say the circuit “limits” the
output.

1. B. Streetman and S. Banerjee, Solid-State Electronic Device, fifth edition,

Prentice-Hall, 1999.



3.1

Diode Models and Circuits

Having studied the physics of diodes in Chapter 2, we now rise to the next level of ab-
straction and deal with diodes as circuit elements, ultimately arriving at interesting and
real-life applications. This chapter also prepares us for understanding transistors as circuit
elements in subsequent chapters. We proceed as follows:

Diodes as Circuit Applications
Elements » Regulators
¢ Ideal Diode  Rectifiers
¢ Circuit Characteristics « Limiting and Clamping
¢ Actual Diode Circuits

IDEAL DIODE
3.1.1 Initial Thoughts

In order to appreciate the need for diodes, let us briefly study the design of a cellphone
charger. The charger converts the line ac voltage at 110 V! and 60 Hz? to a dc voltage of
3.5 V. As shown in Fig. 3.1(a), this is accomplished by first stepping down the ac voltage
by means of a transformer to about 4 V and subsequently converting the ac voltage to a
dc quantity.® The same principle applies to adaptors that power other electronic devices.

How does the black box in Fig. 3.1(a) perform this conversion? As depicted in Fig.
3.1(b), the output of the transformer exhibits a zero dc content because the negative
and positive half cycles enclose equal areas, leading to a zero average. Now suppose this
waveform is applied to a mysterious device that passes the positive half cycles but blocks
the negative ones. The result displays a positive average and some ac components, which
can be removed by a low-pass filter (Section 3.5.1).

I This value refers to the root-mean-square (rms) voltage. The peak value is therefore equal to 110+/2.
The line ac voltage in most countries is at 220 V and 50 Hz.
3The actual operation of adaptors is somewhat different.

59
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Viine 60 Hz

Lo
+
110J_ v Block | v —— 35V
1 out
Box —_— >
- . :

Equal
Positive and Negative
Areas

@

?

=>

Positive Areas

(b)

Figure 3.1 (a) Charger circuit, (b) elimination of negative half cycles.

Did you know?

The rectification effect was discovered by Carl
Braun around 1875. He observed that a metal
wire pressed against a sulphide carried more cur-
rent in one direction than the other. In subsequent
decades, researchers tried other structures, ar-
riving at “cat’s whisker” rectifiers, which served
as detectors for the reception of wireless signals
in early radios and radars. These were eventually
supplanted by pn junctions.

The waveform conversionin Fig. 3.1(b) points to the
need for a device that discriminates between positive
and negative voltages, passing only one and blocking
the other. A simple resistor cannot serve in this role
because it is /inear. That is, Ohm’s law, V = IR, implies
that if the voltage across a resistor goes from positive to
negative, so does the current through it. We must there-
fore seek a device that behaves as a short for positive
voltages and as an open for negative voltages.

Figure 3.2 summarizes the result of our thought
process thus far. The mysterious device generates an
output equal to the input for positive half cycles and

equal to zero for negative half cycles. Note that the device is nonlinear because it does not
satisfy y = ax;if x — —x,y A —y.

T Na Nl

x (t)

—

/,Lx/}

Figure 3.2 Conceptual operation of a diode.
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3.1.2 Ideal Diode

The mysterious device mentioned above is called an “ideal diode.” Shown in Fig. 3.3(a), the
diode is a two-terminal device, with the triangular head denoting the allowable direction
of current flow and the vertical bar representing the blocking behavior for currents in the
opposite direction. The corresponding terminals are called the “anode” and the “cathode,”
respectively.

Dy Forward Bias Reverse Bias
o——}——o
7N NN x . /
Anode Cathode + \Q\\T B B {/!
(€Y (b)
' Hinge Forward Bias Reverse Bias
Plpe\
; Valve

Stopper
(©

Figure 3.3 (a) Diode symbol, (b) equivalent circuit, (c) water pipe analogy.

Forward and Reverse Bias To serve as the mysterious device in the charger example
of Fig. 3.3(a), the diode must turn “on” if Vapode > Veathode and “off” if Vinode < Veathode
[Fig. 3.3(b)]. Defining Vanode — Veathode = Vb, We say the diode is “forward-biased” if V)
tends to exceed zero and “reverse-biased” if Vp < 0.4

A water pipe analogy proves useful here. Consider the pipe shown in Fig. 3.3(c), where
a valve (a plate) is hinged on the top and faces a stopper on the bottom. If water pressure
is applied from the left, the valve rises, allowing a current. On the other hand, if water
pressure is applied from the right, the stopper keeps the valve shut.

As with other two-terminal devices, diodes can be placed in series (or in parallel). De-
termine which one of the configurations in Fig. 3.4 can conduct current.

D, D> D; D, D, D,
Ao—F—P+——C Ao—PF—FK+——-oC Ao—FK—PF——oC
B B B
@ (b) (0

Figure 3.4 Series combinations of diodes.

“In our drawings, we sometimes place more positive nodes higher to provide a visual picture of the
circuit’s operation. The diodes in Fig. 3.3(b) are drawn according to this convention.
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Solution

In Fig. 3.4(a), the anodes of D and D, point to the same direction, allowing the flow of
current from A to B to C but not in the reverse direction. In Fig. 3.4(b), D stops current
flow from B to A, and D,, from B to C. Thus, no current can flow in either direction.
By the same token, the topology of Fig. 3.4(c) behaves as an open for any voltage. Of
course, none of these circuits appears particularly useful at this point, but they help us
become comfortable with diodes.

Exercise

Determine all possible series combinations of three diodes and study their conduction
properties.

I/V Characteristics In studying electronic devices, it is often helpful to accompany
equations with graphical visualizations. A common type of plotis that of the current/voltage
(I/V) characteristic, i.e., the current that flows through the device as a function of the voltage
across it.

Since an ideal diode behaves as a short or an open, we first construct the I/V charac-
teristics for two special cases of Ohm’s law:

Reoo = 1= 20 (32)

=< =<

The results are illustrated in Fig. 3.5(a). For an ideal diode, we combine the positive-voltage

region of the first with the negative-voltage region of the second, arriving at the Ip/Vp

characteristic in Fig. 3.5(b). Here, Vp = Vanode — Veathode, and Ip is defined as the current
flowing into the anode and out of the cathode.

IpA

I &

Reverse Forward
R=0 Bias Bias

-
|

Y vV Vp

(@) (b)

Figure 3.5 1/V characteristics of (a) zero and infinite resistors, (b) ideal diode.

Example
3.2

Solution

We said that an ideal diode turns on for positive anode-cathode voltages. But the char-
acteristic in Fig. 3.5(b) does not appear to show any /I values for Vp > 0. How do we
interpret this plot?

This characteristic indicates that as Vp exceeds zero by a very small amount, then the
diode turns on and conducts infinite current if the circuit surrounding the diode can
provide such a current. Thus, in circuits containing only finite currents, a forward-biased
ideal diode sustains a zero voltage—similar to a short circuit.

Exercise

How is the characteristic modified if we place a 1-Q resistor in series with the diode?
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W Plot the I/V characteristic for the “antiparallel” diodes shown in Fig. 3.6(a).

4L
Va
@) (b)

Figure 3.6 (a) Antiparallel diodes, (b) resulting I/V characteristic.

Solution If V4 > 0, Dy is on and D, is off, yielding /4 = co. If V4 <0, D is off, but D, is on,
again leading to /4 = oo. The result is illustrated in Fig. 3.6(b). The antiparallel combi-
nation therefore acts as a short for all voltages. Seemingly a useless circuit, this topology
becomes much more interesting with actual diodes (Section 3.5.3).

Exercise  Repeat the above example if a 1-V battery is placed in series with the parallel combination
of the diodes.

Plot the I/V characteristic for the diode-resistor combination of Fig. 3.7(a).
3.4

/s/R}: = Js/Rll
~'Da 7

Nols

Ry
(€Y (b) (©
I'a
o D1 ¥
Va ) R, =
C)

(d)

Figure 3.7 (a) Diode-resistor series combination, (b) equivalent circuit under forward bias, (c)
equivalent circuit under reverse bias, (d) I/V characteristic, (e) equivalent circuit if Dy is on.
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Solution We surmise that, if V4 > 0, the diode is on [Fig. 3.7(b)] and 4 = V4/R; because Vp; =0
for an ideal diode. On the other hand, if V4 <0, D; is probably off [Fig. 3.7(c)] and
Ip = 0. Figure 3.7(d) plots the resulting I/V characteristic.

The above observations are based on guesswork. Let us study the circuit more
rigorously. We begin with V4 < 0, postulating that the diode is off. To confirm the validity
of this guess, let us assume D; is on and see if we reach a conflicting result. If D; is on,
the circuit is reduced to that in Fig. 3.7(e), and if V4 is negative, so is I4; i.e., the actual
current flows from right to left. But this implies that D, carries a current from its cathode
to its anode, violating the definition of the diode. Thus, for V4 < 0, D remains off and
I, =0.

As V4 rises above zero, it tends to forward bias the diode. Does D turn on for
any V4 > 0 or does R; shift the turn-on point? We again invoke proof by contradiction.
Suppose for some V4 > 0, D; is still off, behaving as an open circuit and yielding /4 = 0.
The voltage drop across R; is therefore equal to zero, suggesting that Vp; = V4 and
hence Ip; = oo and contradicting the original assumption. In other words, D; turns on
for any V4 > 0.

Exercise  Repeat the above analysis if the terminals of the diode are swapped.

The above example leads to two important points. First, the series combination
of D; and R; acts as an open for negative voltages and as a resistor of value R; for
positive voltages. Second, in the analysis of circuits, we can assume an arbitrary state
(on or off) for each diode and proceed with the computation of voltages and cur-
rents; if the assumptions are incorrect, the final result contradicts the original assump-
tions. Of course, it is helpful to first examine the circuit carefully and make an intuitive
guess.

Why are we interested in I/V characteristics rather than V/I characteristics?

Solution In the analysis of circuits, we often prefer to consider the voltage to be the “cause”
and the current, the “effect.” This is because in typical circuits, voltage polarities can
be predicted more readily and intuitively than current polarities. Also, devices such as
transistors fundamentally produce current in response to voltage.

Exercise  Plot the V/I characteristic of an ideal diode.

In the circuit of Fig. 3.8, each input can assume a value of either zero or +3 V. Determine
the response observed at the output.

Solution If V4 = +3V, and Vg = 0, then we surmise that D, is forward-biased and D,, reverse-
biased. Thus, V,,, = V4 = +3 V. If uncertain, we can assume both D; and D, are
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forward-biased, immediately facing a conflict: D enforces a voltage of +3 V at the output
whereas D; shorts V,,, to Vg = 0. This assumption is therefore incorrect.

Dy
Vao—DF—
Vg o—PDf——¢——oV

D>

-
=
=

VWY
Y
e

Figure 3.8 OR gate realized by diodes.

The symmetry of the circuit with respect to V4 and Vp suggests that
Vour = Vp =43V if V4 =0 and Vp = 43 V. The circuit operates as a logical OR gate
and was in fact used in early digital computers.

Exercise  Construct a three-input OR gate.
ﬁ Is an ideal diode on or off if V = 0?

Solution An ideal diode experiencing a zero voltage must carry a zero current (why?). However,
this does not mean it acts as an open circuit. After all, a piece of wire experiencing a
zero voltage behaves similarly. Thus, the state of an ideal diode with Vp = 0is somewhat
arbitrary and ambiguous. In practice, we consider slightly positive or negative voltages
to determine the response of a diode circuit.

Exercise  Repeat the above example if a 1-Q resistor is placed in series with the diode.

Input/Output Characteristics Electronic circuits process an input and generate a cor-
responding output. It is therefore instructive to construct the input/output characteris-
tics of a circuit by varying the input across an allowable range and plotting the resulting
output.

As an example, consider the circuit depicted in Fig. 3.9(a), where the output is
defined as the voltage across Di. If V;, <0, D; is reverse biased, reducing the cir-
cuit to that in Fig. 3.9(b). Since no current flows through R;, we have V,,, = Vj,. If
Vin > 0, then D is forward biased, shorting the output and forcing V,,, = 0 [Fig. 3.9(c)].
Figure 3.9(d) illustrates the overall input/output characteristic.

3.1.3 Application Examples

Recall from Fig. 3.2 that we arrived at the concept of the ideal diode as a means of converting
x(t) to y(¢). Let us now design a circuit that performs this function. We may naturally
construct the circuit as shown in Fig. 3.10(a). Unfortunately, however, the cathode of the
diode is “floating,” the output current is always equal to zero, and the state of the diode
is ambiguous. We therefore modify the circuit as depicted in Fig. 3.10(b) and analyze
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@) (b) (©

(d)

Figure 3.9 (a) Resistor-diode circuit, (b) equivalent circuit for negative input,
(c) equivalent circuit for positive input, (d) input/output characteristic.
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Figure 3.10 (a) A diode operating as a rectifier, (b) complete rectifier, (¢) input and output
waveforms, (d) input/output characteristic.
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its response to a sinusoidal input [Fig. 3.10(c)]. Since R; has a tendency to maintain the
cathode of D near zero, as Vj, rises, D1 is forward biased, shorting the output to the input.
This state holds for the positive half cycle. When V, falls below zero, D; turns off and Ry
ensures that V,,, = 0 because IpR; = 0.°> The circuit of Fig. 3.10(Db) is called a “rectifier.”

It is instructive to plot the input/output characteristic of the circuit as well. Noting
that if V;,, <0, Dy is off and V,,,, = 0, and if V},, > 0, D is on and V,,, = Vj,,, we obtain the
behavior shown in Fig. 3.10(d). The rectifier is a nonlinear circuit because if V;, — —V},
then Vout "/_> _Vout-

Is it a coincidence that the characteristics in Figs. 3.7(d) and 3.10(d) look similar?

Solution No, we recognize that the output voltage in Fig. 3.10(b) is simply equal to /4R, in Fig.
3.7(a). Thus, the two plots differ by only a scaling factor equal to R;.
Exercise  Construct the characteristic if the terminals of D are swapped.

We now determine the time average (dc value) of the output waveform in Fig. 3.10(c)
to arrive at another interesting application. Suppose Vj, =V, sinwt, where w =2n/T
denotes the frequency in radians per second and 7 the period. Then, in the first cycle after
t =0, we have

Sl

Vour = Vpsinwt for0 <t < (3.3)

T
=0 forESIST. (34)

To compute the average, we obtain the area under V,,, and normalize the result to the
period:

1 T
Vout,avg = ? / Vout(t) dt (35)
0
1 712
=7 / V), sin wt dt (3.6)
0
1V
== “L[—cos wt]}? (3.7)
w
V
=L, (3.8)

Thus, the average is proportional to V,,, an expected result because a larger input amplitude
yields a greater area under the rectified half cycles.

The above observation reveals that the average value of a rectified output can serve
as a measure of the “strength” (amplitude) of the input. That is, a rectifier can operate as a
“signal strength indicator.” For example, since cellphones receive varying levels of signal
depending on the user’s location and environment, they require an indicator to determine
how much the signal must be amplified.

SNote that without Ry, the output voltage is not defined because a floating node can assume any potential.
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A cellphone receives a 1.8-GHz signal with a peak amplitude ranging from 2 pV to
10 mV. If the signal is applied to a rectifier, what is the corresponding range of the
output average?

Solution The rectified output exhibits an average value ranging from 2 uV /() = 0.637 uV to
10 mV/(xr) =3.18 mV.
Exercise Do the above results change if a 1-Q2 resistor is placed in series with the diode?

In our effort toward understanding the role of diodes, we examine another circuit that
will eventually (in Section 3.5.3) lead to some important applications. First, consider the
topology in Fig. 3.11(a), where a 1-V battery is placed in series with an ideal diode. How
does this circuit behave? If V; < 0, the cathode voltage is higher than the anode voltage,
placing D1 in reverse bias. Even if V is slightly greater than zero, e.g., equal to 0.9 V, the
anode is not positive enough to forward bias D;. Thus, V; must approach +1 V for D;

©

Figure 3.11 (a) Diode-battery circuit, (b) resistor-diode circuit, (c) addition of series battery to (b).
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to turn on. Shown in Fig. 3.11(a), the I/V characteristic of the diode-battery combination
resembles that of a diode, but shifted to the right by 1 V.

Now, let us examine the circuitin Fig. 3.11(b). Here, for Vj,, < 0, D1 remains off, yielding
Vour = Vin. For V;,, > 0, Dy acts a short, and V,,,, = 0. The circuit therefore does not allow
the output to exceed zero, as illustrated in the output waveform and the input/output char-
acteristic. But suppose we seek a circuit that must not allow the output to exceed +1V
(rather than zero). How should the circuit of Fig. 3.11(b) be modified? In this case, D,
must turn on only when V,,,, approaches +1 V, implying that a 1-V battery must be in-
serted in series with the diode. Depicted in Fig. 3.11(c), the modification indeed guarantees
Vour < +1V for any input level. We say the circuit “clips” or “limits” at +1 V. “Limiters”
prove useful in many applications and are described in Section 3.5.3.

Sketch the time average of V,,,, in Fig. 3.11(c) for a sinusoidal input as the battery voltage,
Vg, varies from —oo to +o0.

If Vi is very negative, D; is always on because V, > —V,,. In this case, the output av-
erage is equal to Vjp [Fig. 3.12(a)]. For —V, <Vp <0, D; turns off at some point in
the negative half cycle and remains off in the positive half cycle, yielding an average
greater than —V), but less than V. For Vi = 0, the average reaches —V), /(). Finally, for
Vi = V), no limiting occurs and the average is equal to zero. Figure 3.12(b) sketches this
behavior.

-y

Figure 3.12

Exercise

Repeat the above example if the terminals of the diode are swapped.
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Is the circuit of Fig. 3.11(b) a rectifier?

Solution  Yes, indeed. The circuit passes only negative cycles to the output, producing a negative
average.

Exercise ~Howshould the circuit of Fig. 3.11(b) be modified to pass only positive cycles to the output?

pn JUNCTION AS A DIODE

The operation of the ideal diode is somewhat reminiscent of the current conduction in
pn junctions. In fact, the forward and reverse bias conditions depicted in Fig. 3.3(b) are
quite similar to those studied for pn junctions in Chapter 2. Figures 3.13(a) and (b) plot
the I/V characteristics of the ideal diode and the prn junction, respectively. The latter can
serve as an approximation of the former by providing “unilateral” current conduction.
Shown in Fig. 3.13 is the constant-voltage model developed in Chapter 2, providing a
simple approximation of the exponential function and also resembling the characteristic
plotted in Fig. 3.11(a).

vanee T
7 @ (b)

o }_

pa

k/ IVD,on \Z
+
-l-_ VD,on
©

Figure 3.13 Diode characteristics: (a) ideal model, (b) exponential model, (c) constant-
voltage model.

Did you know?

Diodes are among few human-made devices that
have a very wide range of sizes. The diodes in in-
tegrated circuits may have a cross-section area
of 0.5 um x 0.5 um and carry a current of a few
hundred microamperes. On the other hand, diodes
used in industrial applications such as electro-

Given a circuit topology, how do we choose one
of the above models for the diodes? We may utilize the
ideal model so as to develop a quick, rough understand-
ing of the circuit’s operation. Upon performing this ex-
ercise, we may discover that this idealization is inad-
equate and hence employ the constant-voltage model.
plating have a cross section of 10 cm x 10 cm This model suffices in most cases, but we may I}eed to
and carry a current of several thousand amperes! resort to the exponential model for some circuits. The
Can you think of any other device that comes in following examples illustrate these points.
such a wide range of sizes? It is important to bear in mind two peinciples: (1) if

a diode is at the edge of turning on or off, then Ip ~ 0
and Vp = Vp o; (2) if a diode is on I must flow from anode to cathode.
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Plot the input/output characteristic of the circuit shown in Fig. 3.14(a) using (a) the ideal
model and (b) the constant-voltage model.

Rj
Vin°—Wv—' Vout
R,
D1
@ (b)
R1
Vin°—Wv—' Vout
R,

(d)

©

Figure 3.14 (a) Diode circuit, (b) input/output characteristic with ideal diode model,
(c) input/output characteristic with constant-voltage diode model.

Solution  (a) We begin with V;, = —o0, recognizing that D; is reverse biased. In fact, for V;, <0,
the diode remains off and no current flows through the circuit. Thus, the voltage drop
across Ry is zero and V,,,,; = Vj,.

As Vj, exceeds zero, D; turns on, operating as a short and reducing the circuit to a
voltage divider. That is,

R
Vous = RszRsz for Vi, > 0. (3.9)

Figure 3.14(b) plots the overall characteristic, revealing a slope equal to unity for V;, <0
and R,/(R; + Ry) for V;,, > 0. In other words, the circuit operates as a voltage divider
once the diode turns on and loads the output node with R;.

(b) In this case, D; is reverse biased for Vj,, < Vp ., yielding V,,, = Viy. As Vi,
exceeds Vp ,,, D1 turns on, operating as a constant voltage source with a value Vp ,, [as
illustrated in Fig. 3.13(c)]. Reducing the circuit to that in Fig. 3.14(c), we apply Kirchoff’s
current law to the output node:

Vin - Vout _ Vout - VD,on

3.10
R % (3.10)
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It follows that

(3.11)

Asexpected, Vo = Vp.onif Viy = Vp on. Figure 3.14(d) plots the resulting characteristic,
displaying the same shape as that in Fig. 3.14(b) but with a shift in the break point.

Exercise

In the above example, plot the current through R; as a function of Vj,.

It is important to remember that a diode about to turn on or off carries no current but
sustains a voltage equal to Vp ..

ADDITIONAL EXAMPLES*

In the circuit of Fig. 3.15, D; and D; have different cross section areas but are otherwise
identical. Determine the current flowing through each diode.

Iin Ry
Vi y Dy D2
Figure 3.15 Diode circuit.
Solution  In this case, we must resort to the exponential equation because the ideal and constant-
voltage models do not include the device area. We have
Iy, = Ip1 + Ips. (3.12)
We also equate the voltages across D and D;:
I I
Vr In-2L — Vrin E; (3.13)
Is1 Is>
that is, / /
b2 (3.14)
Isi s
Solving (3.13) and (3.15) together yields
I
Ip = llsz (3.15)
1+ =
Is1
I;
Ip, = . (3.16)
1408
Is>
As expected, Ip1 =1Ipy =1;,/2 if Iy = Is;.
Exercise  For the circuit of Fig. 3.15, calculate Vp is terms of 1, Is1, and Is,.

*This section can be skipped in a first reading.
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Example
3.14

Solution

Using the constant-voltage model, plot the input/output characteristics of the circuit
depicted in Fig. 3.16(a). Note that a diode about to turn on carries zero current but
sustains Vp on.

R1 R3
Vino—W— Vout Vino—W— Vout
R2 Dl Rz
(€) (b)
\/out‘\
VD,on """"""
= v

v 1 n
1+ —=)V

R, ( 2) D,on
Ro+R1

©

Figure 3.16 (a) Diode circuit, (b) equivalent circuit when D; is off, (c) input/output characteristic.

In this case, the voltage across the diode happens to be equal to the output voltage. We

note that if Vj,, = —oo, D1 is reverse biased and the circuit reduces to that in Fig. 3.16(b).
Consequently,
R,
out = 5 Vin. 3.17
Hout Ri + R, G17)

At what point does D; turn on? The diode voltage must reach Vp ,,, requiring an input
voltage given by:

Ry
———Viu = Vb.on» 3.18
R1+R2 in D,on ( )

and hence

R
Vin = (1 + —1>VD,on- (319)
Ry

The reader may question the validity of this result: if the diode is indeed on, it draws
current and the diode voltage is no longer equal to [Ry/(R; + R2)]Vin. So why did we
express the diode voltage as such in Eq. (3.18)? To determine the break point, we assume
Vi, gradually increases so that it places the diode at the edge of the turn-on, e.g., it creates
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Vour =2 799 mV. The diode therefore still draws no current, but the voltage across it and
hence the input voltage are almost sufficient to turn it on.

For V;,, > (1+ R1/R2)Vp.on, D1 remains forward-biased, yielding V,,, = Vp on-
Figure 3.16(c) plots the overall characteristic.

Exercise

Exercise

Repeat the above example but assume the terminals of D are swapped, i.e., the anode is
tied to ground and the cathode the output node.

For the above example, plot the current through R; as a function of V,.

Solution

Plot the input/output characteristic for the circuit shown in Fig. 3.17(a). Assume a
constant-voltage model for the diode.

1
Dl = -
X <:R1
X
Vin 1 °Vout °Vout
R> + J
=R, Vp,on D1 :ERZ
Vin =—co
(€) (b)
Vout §
R2
Vino—W—- Vout Rivwv | = R1
(1 +22 Voon —L
R, 2 1+R2
L Vin
il

© (d)

Figure 3.17 (a) Diode circuit, (b) illustration for very negative inputs, (c) equivalent circuit when
D, is off, (d) input/output characteristic.

We begin with Vj, = —oo, and redraw the circuit as depicted in Fig. 3.17(b), placing the
more negative voltages on the bottom and the more positive voltages on the top. This
diagram suggests that the diode operates in forward bias, establishing a voltage at node
X equal to Vi, + Vp i Note that in this regime, Vy is independent of R, because D; acts
as a battery. Thus, so long as D is on, we have

Vout - ‘/in + VD,on- (320)
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We also compute the current flowing through R, and R;:

VD on
Iy = — 3.21
=2 (321)
0—Vyx
Ig = 3.22
w= (322)
_(‘/m + VD on)
=7 % 3.23
< (323)

Thus, as Vj, increases from —oo, Ig, remains constant but |/g;| decreases; i.e., at some
pOiIlt IRZ = IRl-

At what point does D; turn off? Interestingly, in this case it is simpler to seek
the condition that results in a zero current through the diode rather than insufficient
voltage across it. The observation that at some point, Iz, = Iz; proves useful here as this
condition also implies that D; carries no current (KCL at node X). In other words, D
turns off if V}, is chosen to yield Iz, = Ig;. From (3.21) and (3.23),

VD,on _‘/in + VD,nn

= 3.24
R R (3.24)
and hence
R
Vi = — <1 + —1) Vp.on. (3.25)
R,
As Vi, exceeds this value, the circuit reduces to that shown in Fig. 3.17(c) and
R
‘/out = ! ‘/in . (326)
R+ R,

The overall characteristic is shown in Fig. 3.17(d).

The reader may find it interesting to recognize that the circuits of Figs. 3.16(a) and
3.17(a) are identical: in the former, the output is sensed across the diode whereas in the
latter it is sensed across the series resistor.

Exercise

Solution

Repeat the above example if the terminals of the diode are swapped.

As mentioned in Example 3.4, in more complex circuits, it may be difficult to correctly
predict the region of operation of each diode by inspection. In such cases, we may simply
make a guess, proceed with the analysis, and eventually determine if the final result agrees
or conflicts with the original guess. Of course, we still apply intuition to minimize the
guesswork. The following example illustrates this approach.

Plot the input/output characteristic of the circuit shown in Fig. 3.18(a) using the constant-
voltage diode model.

We begin with V;, = —oo, predicting intuitively that D is on. We also (blindly) assume
that D, is on, thus reducing the circuit to that in Fig. 3.18(b). The path through Vp ,, and
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l.
|R2=°°+SER2- i5 T
- 2
\ t
D, X R | -y ou Vout
RV Ry 8 R Ve
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Figure 3.18 (a) Diode circuit, (b) possible equivalent circuit for very negative inputs,
(c) simplified circuit, (d) equivalent circuit, (¢) equivalent circuit for V;,, = —Vp ,,,
(f) section of input/output characteristic, (g) equivalent circuit, (f) complete input/
output characteristic.

Vg creates a difference of Vp ,, + Vg between Vi, and V,,,,i.e., Vour = Vin — (Vp.on + V).
This voltage difference also appears across the branch consisting of Ry and Vp op,

yielding
RiIri +Vp.on = —(Ve + Vb.on), (3.27)
and hence
= Vo= 2oun o2

That is, Ig; is independent of Vj,. We must now analyze these results to deter-
mine whether they agree with our assumptions regarding the state of D; and D,.
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Consider the current flowing through R5:

Vout
Igpp = — 3.29
= (329)
Vin — (V] -V
_ n ( D,on B)’ (330)
Ry
which approaches +oo for Vj, = —oco. The large value of I, and the constant value of

Ig indicate that the branch consisting of Vp and D, carries a large current with the
direction shown. That is, D, must conduct current from its cathode to its anode, which
is not possible.

In summary, we have observed that the forward bias assumption for D, translates
to a current in a prohibited direction. Thus, D, operates in reverse bias for Vj, = —oo.
Redrawing the circuit as in Fig. 3.18(c) and noting that Vx = Vj,, + Vp ,,, we have

R,
Vou = Vin Vi on . 3.31
t ( + Vb, )Rl TR, ( )

We now raise V;,, and determine the first break point, i.e., the point at which D turns
off or D, turns on. Which one occurs first? Let us assume D; turns off first and obtain
the corresponding value of V;,. Since D, is assumed off, we draw the circuit as shown
in Fig. 3.18(d). Assuming that D is still slightly on, we recognize that at V;, ~ —Vp ,,,
Vx = Viu + Vp.on approaches zero, yielding a zero current through R;, R,, and hence
D;. The diode therefore turns off at Vj,, = —Vp op.

We must now verify the assumption that D, remains off. Since at this break point,
Vx =V, = 0, the voltage at node Y is equal to +Vp whereas the cathode of D, is at
—Vb.on [Fig. 3.18(e)]. In other words, D is indeed off. Fig. 3.18(f) plots the input/output
characteristic to the extent computed thus far, revealing that V,,,, = 0 after the first break
point because the current flowing through R; and R; is equal to zero.

At what point does D, turn on? The input voltage must exceed Vy by Vp ,,. Before
D, turnson, V,,,, = 0,and Vy = Vp;i.e., Vi, mustreach Vg + Vp ,,, after which the circuit
is configured as shown in Fig. 3.18(g). Consequently,

Vout = Vin - VD,on - VB~ (332)

Figure 3.18(h) plots the overall result, summarizing the regions of operation.

Exercise

In the above example, assume D, turns on before D, turns off and show that the results
conflict with the assumption.

LARGE-SIGNAL AND SMALL-SIGNAL OPERATION

Our treatment of diodes thus far has allowed arbitrarily large voltage and current changes,
thereby requiring a “general” model such as the exponential I/V characteristic. We call
this regime “large-signal operation” and the exponential characteristic the “large-signal
model” to emphasize that the model can accommodate arbitrary signal levels. However,
as seen in previous examples, this model often complicates the analysis, making it diffi-
cult to develop an intuitive understanding of the circuit’s operation. Furthermore, as the
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number of nonlinear devices in the circuit increases, “manual” analysis eventually becomes
Impractical.

The ideal and constant-voltage diode models resolve the issues to some extent, but the
sharp nonlinearity at the turn-on point still proves problematic. The following example
illustrates the general difficulty.

E Having lost his 2.4-V cellphone charger, an electrical engineering student tries several

stores but does not find adaptors with outputs less than 3 V. He then decides to put his
knowledge of electronics to work and constructs the circuit shown in Fig. 3.19, where
three identical diodes in forward bias produce a total voltage of V,,,, = 3Vp ~ 2.4 V and
resistor R, sustains the remaining 600 mV. Neglect the current drawn by the cellphone.®
(a) Determine the reverse saturation current, Is; so that V,,, = 2.4 V. (b) Compute V,,,
if the adaptor voltage is in fact 3.1 V.

I'x

+ =
600 mv = R1=100Q
. v
+
Vad =3 V| Adaptor
V
- °ut I cellphone

Figure 3.19 Adaptor feeding a cellphone.

Solution (a) With V,,, = 2.4V, the current flowing through R; is equal to

Va - Vou
Iy = % (3.33)

= 6mA. (3.34)

We note that each diode carries Iy and hence

V,
Iy = Is exp —2. (3.35)
Vr
It follows that
800 mV
A=1 .
6m SEXp S (3.36)
and
Is =2.602 x 10710 A, (3.37)

(b) If V4 increases to 3.1 V, we expect that V,,,, increases only slightly. To understand
why, first suppose V,,, remains constant and equal to 2.4 V. Then, the additional 0.1 V
must drop across Ry, raising Iy to 7 mA. Since the voltage across each diode has a

®Made for the sake of simplicity here, this assumption may not be valid.
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logarithmic dependence upon the current, the change from 6 mA to 7 mA indeed yields
a small change in V.
To examine the circuit quantitatively, we begin with Iy = 7 mA and iterate:

Vou = 3Vp (3.38)
I
=3Vl =X (3.39)
Is
—2412V. (3.40)

This value of V,,,, gives a new value for /Ix:

‘/ad - Vout
Iy=——— 341
= (341)
= 6.88 mA, (3.42)
which translates to a new V,,;:
Vour = 3Vp (3.43)
=2411V. (3.44)

Noting the very small difference between (3.40) and (3.44), we conclude that
Vour = 2.411'V with good accuracy. The constant-voltage diode model would not be
useful in this case.

Exercise

Repeat the above example if an output voltage of 2.35 is desired.

The situation® described above is an example of small “perturbations” in circuits. The
changein V,;from3 Vto3.1 Vresultsin a small change in the circuit’s voltages and currents,
motivating us to seek a simpler analysis method that can replace the nonlinear equations
and the inevitable iterative procedure. Of course, since the above example does not present
an overwhelmingly difficult problem, the reader may wonder if a simpler approach is really
necessary. But, as seen in subsequent chapters, circuits containing complex devices such
as transistors may indeed become impossible to analyze if the nonlinear equations are
retained.

These thoughts lead us to the extremely important concept of “small-signal opera-
tion,” whereby the circuit experiences only small changes in voltages and currents and can
therefore be simplified through the use of “small-signal models” for nonlinear devices.
The simplicity arises because such models are linear, allowing standard circuit analysis and
obviating the need for iteration. The definition of “small” will become clear later.

To develop our understanding of small-signal operation, let us consider diode D in
Fig. 3.20(a), which sustains a voltage Vp; and carries a current /p; [point A in Fig. 3.20(b)].
Now suppose a perturbation in the circuit changes the diode voltage by a small amount

67Recall from Eq. (2.109) that a tenfold change in a diode’s current translates to a 60-mV change in its
voltage.
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(@) (b) (©)

Figure 3.20 (a) General circuit containing a diode, (b) operating point of D1, (c) change in I, as a
result of change in V).

AVp [point B in Fig. 3.20(c)]. How do we predict the change in the diode current, Alp?
We can begin with the nonlinear characteristic:

V AV
Ipy = Is exp Yoit Ay (3.45)
Vr
V AV
= Isexp Virl exp Vo (3.46)
If AV « Vp, then exp(AV/Vy)~ 1+ AV/Vy and
Vb AV Vb1
Ip =1 — 4+ —1 —_— 3.47
p2 = Is exp vy + v s exp v, ( )
AV
=Ip1 + —Ipi1. (348)
Vr
That is,
AV
Alp = —1Ipy. (3.49)
Vr

The key observation here is that Alp is a linear function of AV, with a proportionality
factor equal to Ip1/Vr. (Note that larger values of Ip; lead to a greater Alp for a given
AVp. The significance of this trend becomes clear later.)

The above result should not come as a surprise: if the change in Vp is small, the
section of the characteristic in Fig. 3.20(c) between points A and B can be approximated
by a straight line (Fig. 3.21), with a slope equal to the local slope of the characteristic.

Figure 3.21 Approximation of characteristic by a straight line.
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In other words,

Alp _ dlp (3.50)
AVp  dVplyp_yp '
Is Vb1
= — —_— 3.51
2 exp 12 (351)
Ipy
_ 1 3.52
o (352)

which yields the same result as that in Eq. (3.49).8

Let us summarize our results thus far. If the voltage across a diode changes by a
small amount (much less than V7), then the change in the current is given by Eq. (3.49).
Equivalently, for small-signal analysis, we can assume the operation is at a point such as
A in Fig. 3.21 and, due to a small perturbation, it moves on a straight line to point B with
a slope equal to the local slope of the characteristic (i.e., dlp/dVp calculated at Vp = Vpy
or Ip = Ip). Point A is called the “bias” point, the “quiescent” point, or the “operating”
point.

2ol A diode is biased at a current of 1 mA. (a) Determine the current change if V), changes
3.18 by 1 mV. (b) Determine the voltage change if I, changes by 10%.
Solution (a) We have
Ip
Alp = —AVp (3.53)
Vr
=384 uA. (3.54)
(b) Using the same equation yields
\%
AVp = —L Al (3.55)
Ip
26 mV
=—— 0.1 mA 3.56
(o) x ©01ma) (3.56)
=2.6mV. (3.57)
Exercise  In response to a current change of 1 mA, a diode exhibits a voltage change of 3 mV.

Calculate the bias current of the diode.

Equation (3.58) in the above example reveals an interesting aspect of small-signal
operation: as far as (small) changes in the diode current and voltage are concerned, the
device behaves as a linear resistor. In analogy with Ohm’s Law, we define the “small-signal

8This is also to be expected. Writing Eq. (3.45) to obtain the change in I for a small change in Vp is in
fact equivalent to taking the derivative.
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resistance” of the diode as:

_VT

=7 (3.58)

rd

This quantity is also called the “incremental” resistance to emphasize its validity for small
changes. In the above example, r; = 26 Q.

Figure 3.22(a) summarizes the results of our derivations for a forward-biased diode.
For bias calculations, the diode is replaced with an ideal voltage source of value Vp ,,, and
for small changes, with a resistance equal to r,. For example, the circuit of Fig. 3.22(b)
is transformed to that in Fig. 3.22(c) if only small changes in V; and V,,, are of interest.
Note that v; and v,,, in Fig. 3.22(c) represent changes in voltage and are called small-
signal quantities. In general, we denote small-signal voltages and currents by lower-case
letters.

+ _

o—>}——o R1
———o
Vb,on r g + +
1 - Y, r= v
° || ° o— MA—o 1 ) d= o_ut
Bias Small-Signal °
Model Model

@ (b) ©

Figure 3.22 Summary of diode models for bias and signal calculations, (b) circuit example,
(c) small-signal model.

Example
3.19

Solution

A sinusoidal signal having a peak amplitude of V), and a dc value of V|, can be expressed
as V(t) = Vo + V), cos wt. If this signal is applied across a diode and V), < V7, determine
the resulting diode current.

The signal waveform is illustrated in Fig. 3.23(a). As shown in Fig. 3.23(b), we rotate this
diagram by 90° so that its vertical axis is aligned with the voltage axis of the diode char-
acteristic. With a signal swing much less than Vr, we can view V|, and the corresponding
current, /o, as the bias point of the diode and V), as a small perturbation. It follows that

1%
Iy = Is exp —2, (3.59)
Vr
and
1%
Fo= —. (3.60)
Iy

Thus, the peak current is simply equal to

I, =V,/ra (3.61)

Iy
=—V,, 3.62
VT P ( )
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-y

ty
(@) (b)

Figure 3.23 (a) Sinusoidal input along with a dc level, (b) response of a diode to the sinusoid.

yielding
Ip(t) =1+ 1, cos wt (3.63)
Vi I
= Igexp 7: + VOTVP cos wt. (3.64)

Exercise

Example
3.20

The diode in the above example produces a peak current of 0.1 mA in response to
Vo =800mV and V, = 1.5 mV. Calculate 5.

The above example demonstrates the utility of small-signal analysis. If V), were large,
we would need to solve the following equation:

Vo + V), cos ot

3.65
e (365)

Ip(t) = Is exp

a task much more difficult than the above linear calculations.’

In the derivation leading to Eq. (3.49), we assumed a small change in V), and obtained
the resulting change in Ip. Beginning with V), = VrIn(Ip /1), investigate the reverse
case, i.e., Ip changes by a small amount and we wish to compute the change in V.

9The function exp(a sin bf) can be approximated by a Taylor expansion or Bessel functions.
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Solution Denoting the change in Vp by AV)p, we have

1 Al
Voi+ AVp = Vy 1n$ (3.66)
s
1 Al
—Vrln [ ol (1 + —D)} (3.67)
Is Ip
1 Al
=V 4 vrln(1+=2). (3.68)
I Int
For small-signal operation, we assume Alp < Ip; and note that In(1 +¢) ~eife « 1.
Thus,
Al
AVp =Vy. =2 (3.69)
Ipt’

which is the same as Eq. (3.49). Figure 3.24 illustrates the two cases, distinguishing
between the cause and the effect.

Alp
AVp | _¢ AID_ Y Alp | . AVJ_ AVp=Alpry
I b1 _ Vy
= AVp = = Alp —
@ VT (b) D

Figure 3.24 Change in diode current (voltage) due to a change in voltage (current).

Exercise  Repeat the above example by taking the derivative of the diode voltage equation with
respect to Ip.

With our understanding of small-signal operation, we now revisit Example 3.17.

Repeat part (b) of Example 3.17 with the aid of a small-signal model for the diodes.

Solution  Since each diode carries /p; = 6 mA with an adaptor voltage of 3V and Vp; = 800 mV,
we can construct the small-signal model shown in Fig. 3.25, where v,y = 100 mV and
rq = (26 mV)/(6 mA) = 4.33 Q. (As mentioned earlier, the voltages shown in this model
denote small changes.) We can thus write:

3}’,1
out = a 3.70
Vour Ry + 3ry Vad ( )

=11.5mV. (3.71)
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Ri

A

Wy
¢ o
+ EEr d +

\'
ad C)
— =TIy Vout

=ry -
o

Figure 3.25 Small-signal model of adaptor.

Thatis, a 100-mV change in V,, yields an 11.5-mV change in V,,,. In Example 3.17, solu-
tion of nonlinear diode equations predicted an 11-mV change in V,,,,. The small-signal
analysis therefore offers reasonable accuracy while requiring much less computational
effort.

Exercise

Repeat Examples (3.17) and (3.21) if the value of R; in Fig. 3.19 is changed to
200 €.

Considering the power of today’s computer software tools, the reader may wonder
if the small-signal model is really necessary. Indeed, we utilize sophisticated simulation
tools in the design of integrated circuits today, but the intuition gained by hand analy-
sis of a circuit proves invaluable in understanding fundamental limitations and various
trade-offs that eventually lead to a compromise in the design. A good circuit designer
analyzes and understands the circuit before giving it to the computer for a more accu-
rate analysis. A bad circuit designer, on the other hand, allows the computer to think for
him/her.

In Examples 3.17 and 3.21, the current drawn by the cellphone is neglected. Now suppose,
as shown in Fig. 3.26, the load pulls a current of 0.5 mA!® and determine V.

~6mA § £R; =100Q

Vg <>+ + * 0.5 mA
Vout

Cellphone

Figure 3.26 Adaptor feeding a cellphone.

10A cellphone in reality draws a much higher current.
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Solution  Since the current flowing through the diodes decreases by 0.5 mA and since this change
is much less than the bias current (6 mA), we write the change in the output voltage as:

AV = Alp - (3r4) (3.72)
= 0.5mA(3 x 4.33Q) (3.73)
=6.5mV. (3.74)

Exercise ~ Repeat the above example if R; is reduced to 80 €.

Did you know? In summary, the analysis of circuits containing
What would our life be like without diodes? Forget diodes (and other nonlinear devices such as transistors)
about cell phones, laptops, and digital cameras. proceeds in three steps: (1) determine—perhaps with
We would not even have radios, Vs, GFS, radars, the aid of the constant-voltage model—the initial val-
satellites, power plants, or long-distance tele- ues of voltages and currents (before an input change is
phone communication. And, of course, no Google applied); (2) develop the small-signal model for each

or Facebook. In essence, we would return to the
simple lifestyle of the early 1900s—which might
not be that bad after all ...

diode (i.e., calculate r,); (3) replace each diode with its
small-signal model and compute the effect of the input
change.

APPLICATIONS OF DIODES

The remainder of this chapter deals with circuit applications of diodes. A brief outline is
shown below.

Half-Wave and ED Limiting ED Voltage ED Level Shiftersl
Full-Wave rectifiers I Circuits Doublers and Switches

Figure 3.27 Applications of diodes.

3.5.1 Half-Wave and Full-Wave Rectifiers

Half-Wave Rectifier Let us return to the rectifier circuit of Fig. 3.10(b) and study it
more closely. In particular, we no longer assume D; is ideal, but use a constant-voltage
model. As illustrated in Fig. 3.28, V,,,, remains equal to zero until Vj, exceeds Vp ., at
which point D turns on and V,,; = Vi, — Vp.on. For Vi, <Vp on, Dy is off'! and V,,, = 0.
Thus, the circuit still operates as a rectifier but produces a slightly lower dc level.

Figure 3.28 Simple rectifier.

1f V;,, < 0, Dy carries a small leakage current, but the effect is negligible.



E Prove that the circuit shown in Fig. 3.29(a) is also a rectifier.
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@ (b)

Figure 3.29 Rectification of positive cycles.

Solution In this case, D remains on for negative values of V,, specifically, for V;, < —Vp ,,. As
Vin exceeds —Vp on, D1 turns off, allowing R, to maintain V,,, = 0. Depicted in Fig. 3.29,
the resulting output reveals that this circuit is also a rectifier, but it blocks the positive
cycles.

Exercise  Plot the output if D; is an ideal diode.

Called a “half-wave rectifier,” the circuit of Fig. 3.28 does not produce a useful output.
Unlike a battery, the rectifier generates an output that varies considerably with time and
cannot supply power to electronic devices. We must therefore attempt to create a constant
output.

Fortunately, a simple modification solves the problem. As depicted in Fig. 3.30(a), the
resistor is replaced with a capacitor. The operation of this circuit is quite different from that
of the above rectifier. Assuming a constant-voltage model for D; in forward bias, we begin
with a zero initial condition across C; and study the behavior of the circuit [Fig. 3.30(b)]. As
Vi, rises from zero, D; is off until V;, > Vp ,,, at which point D; begins to act as a battery
and Vo; = Vi — Vp on. Thus, V,,, reaches a peak value of V,, — Vp ,,. What happens as V;,

Vout
A
t3 ty tg t
Maximum
Reverse
\ Voltage
(b)

Figure 3.30 (a) Diode-capacitor circuit, (b) input and output waveforms.
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Example
3.24

Solution

passes its peak value? Att = t;, we have Vi, =V, and V,,,;, = V), — Vpp 0. As Vj, begins to
fall, V,,, must remain constant. This is because if V,,, were to fall, then C; would need to
be discharged by a current flowing from its top plate through the cathode of D, which is
impossible.!? The diode therefore turns off after t;. Att = tr, Viy = V,, — Vp.on = Vour, i.€.,
the diode sustains a zero voltage difference. Att > t,, Vi, <V, and the diode experiences
a negative voltage.

Continuing our analysis, we note thatat¢ = 13, Vj, = —V,,, applying a maximum reverse
bias of V,,,; — Vi, =2V, — Vp o, across the diode. For this reason, diodes used in rectifiers
must withstand a reverse voltage of approximately 2V), with no breakdown.

Does V,, change after t =1? Let us consider ¢t =# as a potentially inter-
esting point. Here, Vj, just exceeds V,, but still cannot turn D; on. At ¢ =1s,
Vin =V, = Vour + Vp.on, and Dy is on, but V,,, exhibits no tendency to change because
the situation is identical to that at ¢ = #;. In other words, V,,,; remains equal to V, — Vp .,
indefinitely.

Assuming an ideal diode model, (a) Repeat the above analysis. (b) Plot the voltage
across D1, Vp1, as a function of time.

(a) With a zero initial condition across C1, D1 turns on as V;, exceeds zero and V,,,, = Vj,.
Aftert = 11, Vj, falls below V,,,, turning D, off. Figure 3.31(a) shows the input and output
waveforms.

VOUt
HbJ ¢ ©
HARY . .
f [y B '
H 1 1 1
H ) ] )
H ‘I I |I 5 >
tl 1 : 1 1 t
. 1 . ]
[y [y
Vm * _;" “_"’
(@)
ty
t
Vb1
2V e N
(b)

Figure 3.31 (a) Input and output waveforms of the circuit in Fig. 3.30 with an ideal diode,
(b) voltage across the diode.

2The water pipe analogy in Fig. 3.3(c) proves useful here.
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(b) The voltage across the diode is Vp; = V;,, — V,,,.. Using the plots in Fig. 3.31(a), we
readily arrive at the waveform in Fig. 3.31(b). Interestingly, Vp; is similar to V;, but with
the average value shifted from zero to —V),. We will exploit this result in the design of
voltage doublers (Section 3.5.4).

Exercise  Repeat the above example if the terminals of the diode are swapped.

The circuit of Fig. 3.30(a) achieves the properties required of an “ac-dc converter,”
generating a constant output equal to the peak value of the input sinusoid.!* But how is
the value of C; chosen? To answer this question, we consider a more realistic application
where this circuit must provide a current to a load.

A laptop computer consumes an average power of 25 W with a supply voltage of 3.3 V.
Determine the average current drawn from the batteries or the adaptor.

Solution Since P =V - I, we have [ ~ 7.58 A. If the laptop is modeled by a resistor, R;,, then
Rp =V/I=0.436Q.

Exercise ~ What power dissipation does a 1-2 load represent for such a supply voltage?

As suggested by the above example, the load can be represented by a simple resistor
in some cases [Fig. 3.32(a)]. We must therefore repeat our analysis with R, present. From
the waveforms in Fig. 3.32(b), we recognize that V,,, behaves as before until ¢ = ¢y, still
exhibiting a value of Vj, — Vp o, =V}, — Vp o if the diode voltage is assumed relatively
constant. However, as Vj, begins to fall after t = 1, so does V,,; because R;, provides a
discharge path for C;. Of course, since changes in V,,,; are undesirable, C{ must be so large
that the current drawn by R; does not reduce V,,,, significantly. With such a choice of C,
V,u: falls slowly and D remains reverse biased.

SR

(@) (b)

Figure 3.32 (a) Rectifier driving a resistive load, (b) input and output waveforms.

13This circuit is also called a “peak detector.”
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The output voltage continues to decrease while Vj, goes through a negative excur-
sion and returns to positive values. At some point, t = t,, Vj, and V,,; become equal
and slightly later, at t = 3, V},, exceeds V,,; by Vp opn, thereby turning D on and forcing
Vour = Vin — Vb .on. Hereafter, the circuit behaves as in the first cycle. The resulting variation
in V,,, is called the “ripple.” Also, C; is called the “smoothing” or “filter” capacitor.

2ol Sketch the output waveform of Fig. 3.32 as C varies from very large values to very small
3.26 values.

Solution If C is very large, the current drawn by R; when D; is off creates only a small change
in V,,;. Conversely, if C; is very small, the circuit approaches that in Fig. 3.28, exhibiting
large variations in V,,,,. Figure 3.33 illustrates several cases.

V
Very Small C;
Figure 3.33 Output waveform of rectifier for different values of smoothing capacitor.

Exercise ~ Repeat the above example for different values of R; with C; constant.

Ripple Amplitude* In typical applications, the (peak-to-peak) amplitude of the ripple,
Vg, in Fig. 3.32(b) must remain below 5 to 10% of the input peak voltage. If the maximum
current drawn by the load is known, the value of C; is chosen large enough to yield
an acceptable ripple. To this end, we must compute Vi analytically (Fig. 3.34). Since
Vour =V — Vp.on at t = 11, the discharge of C; through R;, can be expressed as:

—t
Vour(t) = (Vp = Vpon)exp — 0 <t <13, (3.75)
RLC1

where we have chosen #; = 0 for simplicity. To ensure a small ripple, R;C; must be much
greater than 3 — f1; thus, noting that exp(—¢) ~ 1 — € for e « 1,

t
Vour(t) ~ (V, = Vpon) [ 1 — 3.76
O~ Vo (1- 2 ) (376)
V}) - VD,on t
~ (Vp = Vb,on) — R G (3.77)

*This section can be skipped in a first reading.
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(€Y (b)

Figure 3.34 Ripple at output of a rectifier.

The first term on the right-hand side represents the initial condition across C; and the
second term, a falling ramp—as if a constant current equal to (V,, — Vp ,,)/R;. discharges
C;.' This result should not come as a surprise because the nearly constant voltage across
R;, results in a relatively constant current equal to (V, — Vp on)/Rp.

The peak-to-peak amplitude of the ripple is equal to the amount of discharge at
t = t3. Since t4 — t3 is equal to the input period, T;,, we write t3 — t; = T;, — AT, where
AT( = ts — t3) denotes the time during which D is on. Thus,

Vo= Voon Ty — AT

1%
R R G

(3.78)

Recognizing that if C; discharges by a small amount, then the diode turns on for only a
brief period, we can assume AT < Tj, and hence

~ Vp - VD,on Tin

Vv 3.79

R TR (3.79)
Vp - VD on

~ 2T Do 3.80

RLC1 ﬁn ( )

-1
where fi, =1T,,".

Example
3.27

Solution

A transformer converts the 110-V, 60-Hz line voltage to a peak-to-peak swing of
9 V. A half-wave rectifier follows the transformer to supply the power to the laptop
computer of Example 3.25. Determine the minimum value of the filter capacitor that
maintains the ripple below 0.1 V. Assume Vp ,, = 0.8 V.

We have V, =4.5V, R; =0.436 2, and T}, = 16.7 ms. Thus,

V,~Voou T
Cy =L "Don Tin (3.81)
Vg R,
— 1417F. (3.82)

14Recall that I = CdV /dt and hence dV = (I/C)dt.
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This is a very large value. The designer must trade the ripple amplitude with the size,
weight, and cost of the capacitor. In fact, limitations on size, weight, and cost of the
adaptor may dictate a much greater ripple, e.g., 0.5 V, thereby demanding that the circuit
following the rectifier tolerate such a large, periodic variation.

Exercise

Repeat the above example for 220-V, 50-Hz line voltage, assuming the transformer still
produces a peak-to-peak swing of 9 V. Which mains frequency gives a more desirable
choice of C1?

In many cases, the current drawn by the load is known. Repeating the above analysis
with the load represented by a constant current source or simply viewing (V, — Vp on)/R1.
in Eq. (3.80) as the load current, /7, we can write

I

Vir = .
R=Cif

(3.83)

Diode Peak Current® We noted in Fig. 3.30(b) that the diode must exhibit a re-
verse breakdown voltage of at least 2'V,. Another important parameter of the diode
is the maximum forward bias current that it must tolerate. For a given junction doping
profile and geometry, if the current exceeds a certain limit, the power dissipated in the
diode (= Vplp) may raise the junction temperature so much as to damage the device.

Figure 3.35 Rectifier circuit for calculation of 7.

We recognize from Fig. 3.35, that the diode current in forward bias consists of two compo-
nents: (1) the transient current drawn by Cy,C,dV,,,,/dt, and (2) the current supplied to Ry,
approximately equal to (V, — Vp on)/R.. The peak diode current therefore occurs when
the first component reaches a maximum, i.e., at the point D; turns on because the slope of
the output waveform is maximum. Assuming Vp ., < V), for simplicity, we note that the
point at which Dy turns on is given by V;,(t1) = V), — V. Thus, for V;,(t) = V, sin wj,t,

‘/p sin wit] = Vp — Vg, (384)
and hence
. Vi
sin wjt; = 1 — —2. (3.85)
Vo

*This section can be skipped in a first reading.
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With Vp ,, neglected, we also have V,,,(t) ~ V;,(¢), obtaining the diode current as

AVouw V,
Ipi(t)=C £ 3.86
p1(t) = C 7R R, (3.86)
17
= CiwinV) cOs wiut + ——. (3.87)
Ry
This current reaches a peak att = t1:
Vi
I, = Ciw;, V), cos wpty + ——, (3.88)
Rp
which, from (3.85), reduces to
I, =CionV,, /1 — (1 VR2+V" (3.89)
= Cop —|1-+ - :
p 1 14 1/[) RL
2V VE OV,
= ClwinV I S (390)
Vv, Vi R

Since Vi « V,, we neglect the second term under the square root:

2Vr | %
I, ~CiwyV, | — 4+ L 3.91
P 1Win Vp Vp +RL ( )
V, 2Vr
~ L R.Crom | =2 +1). 3.92
RL( 1Cio, v, + ) (3.92)

=Sl Determine the peak diode current in Example 3.27 assuming Vp ,, ~ 0andC; = 1.417 F.
3.28
Solution We have V, =4.5V, Ry = 0.436 Q, w;, = 2n(60Hz), and Vi = 0.1 V. Thus,
I, =517A. (3.93)
This value is extremely large. Note that the current drawn by C; is much greater than
that flowing through R;.
Exercise  Repeat the above example if C; = 1000 uF.

Full-Wave Rectifier The half-wave rectifier studied above blocks the negative half cycles
of the input, allowing the filter capacitor to be discharged by the load for almost the entire
period. The circuit therefore suffers from a large ripple in the presence of a heavy load (a
high current).

It is possible to reduce the ripple voltage by a factor of two through a simple
modification. Illustrated in Fig. 3.36(a), the idea is to pass both positive and negative
half cycles to the output, but with the negative half cycles inverted (i.e., multiplied
by —1). We first implement a circuit that performs this function [called a “full-wave
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() Vout
LVAAAA

T Vout
Vin t
t
(b)
Figure 3.36 (a) Input and output waveforms and (b) input/output characteristic of a full-wave

rectifier.

rectifier” (FWR)] and next prove that it indeed exhibits a smaller ripple. We be-
gin with the assumption that the diodes are ideal to simplify the task of circuit syn-
thesis. Figure 3.36(b) depicts the desired input/output characteristic of the full-wave
rectifier.

Consider the two half-wave rectifiers shown in Fig. 3.37(a), where one blocks negative
half cycles and the other, positive half cycles. Can we combine these circuits to realize
a full-wave rectifier? We may attempt the circuit in Fig. 3.37(b), but, unfortunately, the
output contains both positive and negative half cycles, i.e., no rectification is performed
because the negative half cycles are not inverted. Thus, the problem is reduced to that
illustrated in Fig. 3.37(c): we must first design a half-wave rectifier that inverts. Shown in
Fig. 3.37(d) is such a topology, which can also be redrawn as in Fig. 3.37(e) for simplicity.
Note the polarity of V,,, in the two diagrams. Here, if V},, < 0, both D, and D; are on and
Vour = —Vin. Conversely, if V;, > 0, both diodes are off, yielding a zero current through
R;. and hence V,,,, = 0. In analogy with this circuit, we also compose that in Fig. 3.37(f),
which simply blocks the negative input half cycles; i.e., V,,, = 0 for V},, <0 and V,,, =V},
for V;,, > 0.

©

Figure 3.37 (a) Rectification of each half cycle, (b) no rectification, (c) rectification and inversion,
(d) realization of (c), (e) path for negative half cycles, (f) path for positive half cycles.
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© (d)

Figure 3.38 (a) Full-wave rectifier, (b) simplified diagram, (c) current path for negative input,
(d) current path for positive input.

With the foregoing developments, we can now combine the topologies of Figs.
3.37(d)and (f) to form a full-wave rectifier. Depicted in Fig. 3.38(a), the resulting circuit
passes the negative half cycles through D and D, with a sign reversal [as in Fig. 3.37(d)] and
the positive half cycles through D3 and D4 with no sign reversal [as in Fig. 3.37(f)]. This
configuration is usually drawn as in Fig. 3.38(b)and called a “bridge rectifier.”

Let us summarize our thoughts with the aid of the circuit shown in Fig. 3.38(b). If
Vin <0, D, and Dy are on and D3 and D, are off, reducing the circuit to that shown in Fig.
3.38(c) and yielding V,,; = —Vj,. On the other hand, if Vj,, > 0, the bridge is simplified as
shown in Fig. 3.38(d), and V,,; = Vj,.

How do these results change if the diodes are not ideal? Figures 3.38(c) and (d)
reveal that the circuit introduces two forward-biased diodes in series with Ry, yielding
Vour = —Vin — 2Vp on for Vi, < 0. By contrast, the half-wave rectifier in Fig. 3.28produces
Vouw = Vin — Vb on. The drop of 2Vp ,, may pose difficulty if V), is relatively small and the
output voltage must be close to V.

Assuming a constant-voltage model for the diodes, plot the input/output characteristic
of a full-wave rectifier.

Solution The output remains equal to zero for |Vj,|<2Vp,, and “tracks” the input for
[Vinl > Vp.on With a slope of unity. Figure 3.39 plots the result.
Exercise ~ What is the slope of the characteristic for |Vj,| > 2Vp ,,?

We now redraw the bridge once more and add the smoothing capacitor to arrive at
the complete design [Fig. 3.40(a)]. Since the capacitor discharge occurs for about half of
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Figure 3.39 Input/output characteristic of full-wave rectifier with nonideal diodes.

the input cycle, the ripple is approximately equal to half of that in Eq. (3.80):

Vp - 2VD,on

1
Ve~ = -
B2 7RG fn

, (3.94)

where the numerator reflects the drop of 2Vp ,, due to the bridge.

In addition to alower ripple, the full-wave rectifier offers another important advantage:
the maximum reverse bias voltage across each diode is approximately equal to V), rather
than 2V,,. Asillustrated in Fig. 3.40(b), when Vj, is near V,, and D3 is on, the voltage across
D5, Vg, is simply equal to Vp on + Vour =V, — Vp,on. A similar argument applies to the
other diodes.

(b)

Figure 3.40 (a) Ripple in full-wave rectifier, (b) equivalent circuit.
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Another point of contrast between half-wave and full-wave rectifiers is that the former
has a common terminal between the input and output ports (node G in Fig. 3.28),whereas
the latter does not. In Problem 3.40, we study the effect of shorting the input and out-
put grounds of a full-wave rectifier and conclude that it disrupts the operation of the
circuit.

Example
3.30

Solution

Plot the currents carried by each diode in a bridge rectifier as a function of
time for a sinusoidal input. Assume no smoothing capacitor is connected to the
output.

From Figs. 3.38(c) and (d), we have V,, = -V, +2Vp,, for Vi< —-2Vp,, and
Vour = Vin — 2Vp on for Vi, > +2Vp ,,. In each half cycle, two of the diodes carry a cur-
rent equal to V,,,/Ry, and the other two remain off. Thus, the diode currents appear as
shown in Fig. 3.41.

Ip3=Ipsa

t
Vp— 2Vp on

R

Figure 3.41 Currents carried by diodes in a full-wave rectifier.

Exercise

Sketch the power consumed in each diode as a function of time.

The results of our study are summarized in Fig. 3.42. While using two more diodes, full-
wave rectifiers exhibit a lower ripple and require only half the diode breakdown voltage,
well justifying their use in adaptors and chargers.'

I5The four diodes are typically manufactured in a single package having four terminals.
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Solution

Reverse Bias ~ 2Vp Reverse Bias ® Vp
€) (b)

Figure 3.42 Summary of rectifier circuits.

Design a full-wave rectifier to deliver an average power of 2 W to a cellphone with a
voltage of 3.6 V and a ripple of 0.2 V.

We begin with the required input swing. Since the output voltage is approximately equal
to V, —2Vp on, we have

Vinp = 3.6V +2Vp o (3.95)

~52V. (3.96)

Thus, the transformer preceding the rectifier must step the line voltage (110 V,,,; or
220 V) down to a peak value of 5.2 V.

Next, we determine the minimum value of the smoothing capacitor that ensures
Vr < 0.2 V. Rewriting Eq. (3.83) for a full-wave rectifier gives

I

Vg = 3.97
* 72 fa (377

2W 1
=—— . 3.98
3.6V 2C fi (3.98)

For Vx = 0.2V and f;, = 60 Hz,

Cy = 23,000 uF. (3.99)

The diodes must withstand a reverse bias voltage of 5.2 V.
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Exercise  If costand size limitations impose a maximum value of 1000 1 F on the smoothing capacitor,
what is the maximum allowable power drain in the above example?
A radio frequency signal received and amplified by a cellphone exhibits a peak swing of
10 mV. We wish to generate a dc voltage representing the signal amplitude [Eq. (3.8)].
Is it possible to use the half-wave or full-wave rectifiers studied above?

Solution  No, it is not. Owing to its small amplitude, the signal cannot turn actual diodes on and off,
resulting in a zero output. For such signal levels, “precision rectification” is necessary, a
subject studied in Chapter 8.

Exercise ~ What if a constant voltage of 0.8 V is added to the desired signal?

3.5.2 Voltage Regulation*

The adaptor circuit studied above generally proves inadequate. Due to the significant
variation of the line voltage, the peak amplitude produced by the transformer and hence the
dc output vary considerably, possibly exceeding the maximum level that can be tolerated by
the load (e.g., a cellphone). Furthermore, the ripple may become seriously objectionable in
many applications. For example, if the adaptor supplies power to a stereo, the 120-Hz ripple
can be heard from the speakers. Moreover, the finite output impedance of the transformer
leads to changes in V,,, if the current drawn by the load varies. For these reasons, the
circuit of Fig. 3.40(a) is often followed by a “voltage regulator” so as to provide a constant
output.

We have already encountered a voltage regulator without calling it such: the circuit
studied in Example 3.17 provides a voltage of 2.4 V, incurring only an 11-mV change in
the output for a 100-mV variation in the input. We may therefore arrive at the circuit
shown in Fig. 3.43 as a more versatile adaptor having a nominal output of 3Vp ,, ~ 2.4 V.
Unfortunately, as studied in Example 3.22, the output voltage varies with the load
current.

Figure 3.43 Voltage regulator block diagram.

*This section can be skipped in a first reading.
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R1 R1
in Vout Vin Vout
D1 Fd

(@) (b)

Figure 3.44 (a) Regulator using a Zener diode, (b) small-signal equivalent of (a).

Did you know?

The diodes used in power supplies may not seem
to have a large carbon footprint, but if we add up
the power consumption of all of the diodes in the
world, we see a frightening picture.

As an example, consider Google’s server
farms. It is estimated that Google has about half
a million servers. If one server draws 200 W from
a 12-V supply, then each rectifier diode carries an
average current of 200 W12 V/2 ~ &5 A. (We
assume two diodes alternately turn on, each car-
rying half of the server’s average current.) With a
forward bias of about 0.7V, two diodes consume 12
W, suggesting that the rectifier diodes in Google’s
servers dissipate a total power of roughly 6 MW.
This is equivalent to the power generated by about
10 nuclear power plants! Indeed, a great deal of ef-
fort is presently expended on “green electronics,”
trying to reduce the power consumption of every
circuit, including the power supply itself. (Our ex-
ample is actually quite pessimistic as computers
use “switching” power supplies to improve the ef-
ficiency.)

Figure 3.44(a) shows another regulator circuit em-
ploying a Zener diode. Operating in the reverse break-
down region, D exhibits a small-signal resistance, 7p, in
the range of 1 to 10 €, thus providing a relatively con-
stant output despite input variations if rp <« R;. This
can be seen from the small-signal model of Fig. 3.44(b):

D

— iy 3.100
rp + Ry " ( )

Vout =

For example, if rp =5 Q and R; = 1k, then changes
in Vj, are attenuated by approximately a factor of 200
as they appear in V,,,;. The Zener regulator nonetheless
has the same drawback as the circuit of Fig. 3.43, namely,
poor stability if the load current varies significantly.

Our brief study of regulators thus far reveals two
important aspects of their design: the stability of the
output with respect to input variations, and the stability
of the output with respect to load current variations.
The former is quantified by “line regulation,” defined as
AVyu/ AV, and the latter by “load regulation,” defined
as AV, /AlL.

@

Figure 3.45 Circuit using two diodes, (b) small-signal equivalent, (c) load regulation.

In the circuit of Fig. 3.45(a), V;,, has a nominal value of 5 V, Ry = 100 2, and D, has a
reverse breakdown of 2.7 V and a small-signal resistance of 5 2. Assuming Vp ,, ~ 0.8 V
for D1, determine the line and load regulation of the circuit.

R3
Vin Vout Vin
+
Fg1 Constant Fd1
Vout
a2 a2
(b) (©
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Solution  We first determine the bias current of D; and hence its small-signal resistance:
Vin = Vp.on — Vi
IDl _ Jin D,on D2 (3101)
R
= 15mA. (3.102)
Thus,
Vi
Fp1 = — (3.103)
Ip
=1.73Q. (3.104)
From the small-signal model of Fig. 3.44(b), we compute the line regulation as
Your _ D1 +7p2 (3.105)
Vin  Fp1+rp2+ Ry
= 0.063. (3.106)
For load regulation, we assume the input is constant and study the effect of load current
variations. Using the small-signal circuit shown in Fig. 3.45(c) (where v;, = 0 to represent
a constant input), we have
Vout .
——— = —i;. 3.107
(o1 +roo)lIRy G107
That is,
v()Lt
X = (rp1+ rpo)l IRy (3.108)
= 6.31 Q. (3.109)
This value indicates that a 1-mA change in the load current results in a 6.31-mV change
in the output voltage.
Exercise  Repeat the above example for Ry = 50 @ and compare the results.

Figure 3.46 summarizes the results of our study in this section.

Dy

+ Vin
\% C Load -
" 1 oI T Load

Figure 3.46 Summary of regulators.

3.5.3 Limiting Circuits

Consider the signal received by a cellphone as the user comes closer to a base station
(Fig. 3.47). As the distance decreases from kilometers to hundreds of meters, the signal
level may become large enough to “saturate” the circuits as it travels through the receiver
chain. It is therefore desirable to “limit” the signal amplitude at a suitable point in the
receiver.
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L (RN L SN

Receiver ‘7 Receiver

(@) (b)

Figure 3.47 Signals received (a) far from or (b) near a base station.

How should a limiting circuit behave? For small input levels, the circuit must simply
pass the input to the output, e.g., V,,, = Vi,, and as the input level exceeds a “threshold”
or “limit,” the output must remain constant. This behavior must hold for both positive
and negative inputs, translating to the input/output characteristic shown in Fig. 3.48(a). As
illustrated in Fig. 3.48(b), a signal applied to the input emerges at the output with its peak
values “clipped” at £Vr.

We now implement a circuit that exhibits the above behavior. The nonlinear input/
output characteristic suggests that one or more diodes must turn on or off as V;,, approaches
+V,. In fact, we have already seen simple examples in Figs. 3.11(b)and (c), where the
positive half cycles of the input are clipped at 0 V and +1 V, respectively. We reexamine
the former assuming a more realistic diode, e.g., the constant-voltage model. As illustrated
in Fig. 3.49(a), V,, is equal to V;, for V;, <Vp ,, and equal to V) ,, thereafter.

To serve as a more general limiting circuit, the above topology must satisfy two other
conditions. First, the limiting level, V;, must be an arbitrary voltage and not necessarily
equal to Vp ,,. Inspired by the circuit of Fig. 3.11 (c), we postulate that a constant voltage
source in series with D shifts the limiting point, accomplishing this objective. Depicted in
Fig. 3.49(b), the resulting circuit limits at V;, = Vg1 + Vp ,,. Note that Vg, can be positive
or negative to shift V; to higher or lower values, respectively.

Second, the negative values of V;, must also experience limiting. Beginning with the
circuit of Fig. 3.49(a), we recognize that if the anode and cathode of D; are swapped,
then the circuit limits at V;, = —Vp ,, [Fig. 3.50(a)]. Thus, as shown in Fig. 3.50(b), two
“antiparallel” diodes can create a characteristic that limits at +£Vp ,,. Finally, inserting
constant voltage sources in series with the diodes shifts the limiting points to arbitrary
levels (Fig. 3.51).

VOU'[

tY
(@) (b)

Figure 3.48 (a) Input/output characteristic of a limiting circuit, (b) response to a sinusoid.
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(b)
Figure 3.49 (a) Simple limiter, (b) limiter with level shift.

Vout A
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Vb,on o
i _VD,on Vin Y t
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1
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Figure 3.50 (a) Negative-cycle limiter, (b) limiter for both half cycles.
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""" g Vout

Vbon*Ve1 Vi, t

—Vp,on—VB2 !

Figure 3.51 General limiter and its characteristic.

2ol A signal must be limited at 100 mV. Assuming Vp ., = 800 mV, design the required
3.34 limiting circuit.

Solution  Figure 3.52(a) illustrates how the voltage sources must shift the break points. Since the
positive limiting point must shift to the left, the voltage source in series with D1 must
be negative and equal to 700 mV. Similarly, the source in series with D, must be positive
and equal to 700 mV. Figure 3.52(b) shows the result.

\{VD,on Vin
+100 mV
(@ (b)
Figure 3.52 (a) Example of a limiting circuit, (b) input/output characteristic.
Exercise  Repeat the above example if the positive values of the signal must be limited at +200 mV

and the negative values at —1.1 V.

Before concluding this section, we make two observations. First, the circuits stud-
ied above actually display a nonzero slope in the limiting region (Fig. 3.53). This is be-
cause, as Vj, increases, so does the current through the diode that is forward biased
and hence the diode voltage.! Nonetheless, the 60-mV/decade rule expressed by Eq.
(2.109) implies that this effect is typically negligible. Second, we have thus far assumed
Vour = Vi for =V < Vj,, < + V7, but it is possible to realize a non-unity slope in the region:
Vout = a‘/in-

16Recall that Vi = Vr In(Ip/Is).
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Vout Tr_,
J‘ Vin

Figure 3.53 Effect of nonideal diodes on limiting characteristic.

3.5.4 Voltage Doublers*

Electronic systems typically employ a “global” supply voltage, e.g., 3 V, requiring
that the discrete and integrated circuits operate with such a value. However, the de-
sign of some circuits in the system is greatly simplified if they run from a higher
supply voltage, e.g., 6 V. “Voltage doublers” may serve this purpose.'’

Before studying doublers, it is helpful to review some basic properties of capacitors.
First, to charge one plate of a capacitor to +Q, the other plate must be charged to —Q.
Thus, in the circuit of Fig. 3.54(a), the voltage across C; cannot change even if V;, changes
because the right plate of C; cannot receive or release charge (Q = CV). Since V¢ re-
mains constant, an input change AV}, appears directly at the output. This is an important
observation.

Vel
+ + -
e s
AV, + C AV, + C, +
" Vin ) ' Vout " Viné_ ! =TC Vout
- ; - - ;

Figure 3.54 (a) Voltage change at one plate of a capacitor, (b) voltage division.

Second, a capacitive voltage divider such as that in Fig. 3.54(b) operates as follows.
If V},, becomes more positive, the left plate of C; receives positive charge from Vj,, thus
requiring that the right plate absorb negative charge of the same magnitude from the
top plate of C,. Having lost negative charge, the top plate of C, equivalently holds more
positive charge, and hence the bottom plate absorbs negative charge from ground. Note
that all four plates receive or release equal amounts of charge because C; and C; are in
series. To determine the change in V,,,, AV,,,, resulting from AV},, we write the change
in the charge on C; as AQ, = C, - AV,,,;, which also holds for Cy: AQ, = AQ;. Thus, the
voltage change across C is equal to C; - AV,,;/C1. Adding these two voltage changes and
equating the result to AV}, we have

c
AVi = = AVou + AVour. (3.110)
1

*This section can be skipped in a first reading.
Voltage doublers are an example of “dc-dc converters.”
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That is,

C

AVou =764

Vin. (3.111)

This result is similar to the voltage division expression for resistive dividers, except that
C; (rather than C,) appears in the numerator. Interestingly, the circuit of Fig. 3.54(a) is a
special case of the capacitive divider with C; = 0 and hence AV,,, = AV,.

As our first step toward realizing a voltage doubler, recall the result illustrated in Fig.
3.31: the voltage across the diode in the peak detector exhibits an average value of —V), and,
more importantly, a peak value of —2V), (with respect to zero). For further investigation, we
redraw the circuit as shown in Fig. 3.55, where the diode and the capacitors are exchanged
and the voltage across D is labeled V,,,,. While V,, in this circuit behaves exactly the same
as Vpy in Fig. 3.30(a), we derive the output waveform from a different perspective so as to
gain more insight.

@ b)

Figure 3.55 (a) Capacitor-diode circuit and (b) its waveforms.

Assuming an ideal diode and a zero initial condition across Cj, we note that as Vj,
exceeds zero, the input tends to place positive charge on the left plate of C; and hence
draw negative charge from D;. Consequently, D; turns on, forcing V,,; = 0.® As the input
rises toward V,, the voltage across C; remains equal to V;, because its right plate is “pinned”
at zero by D;. After t = 11, V}, begins to fall and tends to discharge C1, i.e., draw positive
charge from the left plate and hence from D;. The diode therefore turns off, reducing the
circuit to that in Fig. 3.54(a). From this time, the output simply tracks the changes in the
input while C sustains a constant voltage equal to V. In particular, as V;, varies from 4V,
to —V,, the output goes from zero to —2V,,, and the cycle repeats indefinitely. The output
waveform is thus identical to that obtained in Fig. 3.31(b).

I81f we assume D; does not turn on, then the circuit resembles that in Fig. 3.54(a), requiring that V,,, rise
and D turn on.



3.5 Applications of Diodes 107

Solution

Plot the output waveform of the circuit shown in Fig. 3.56 if the initial condition across
C, is zero.

I ° -
+ Cl
Viné_ % D1 Vout
= = J__.

@)

Figure 3.56 Capacitor-diode circuit and (b) its waveforms.

As V, rises from zero, attempting to place positive charge on the left plate of C; and
hence draw negative charge from D1, the diode turns off. As aresult, C; directly transfers
the input change to the output for the entire positive half cycle. After ¢ = £, the input
tends to push negative charge into C;, turning D; on and forcing V,,; = 0. Thus, the
voltage across C; remains equal to Vj, until ¢ = f,, at which point the direction of the
current through C; and D must change, turning D; off. Now, C; carries a voltage equal
to V, and transfers the input change to the output; i.e., the output tracks the input but
with a level shift of +V),, reaching a peak value of +-2V/,.

Exercise

Repeat the above example if the right plate of C; is 1 V more positive than its left plate at
t=0.

We have thus far developed circuits that generate a periodic output with a peak
value of =2V, or +2V), for an input sinusoid varying between —V,, and +V,,. We sur-
mise that if these circuits are followed by a peak detector [e.g., Fig. 3.30(a)], then a
constant output equal to —2V,, or 42V, may be produced. Figure 3.57 exemplifies this
concept, combining the circuit of Fig. 3.56 with the peak detector of Fig. 3.30(a). Of
course, since the peak detector “loads” the first stage when D, turns on, we must still
analyze this circuit carefully and determine whether it indeed operates as a voltage
doubler.
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Figure 3.57 Voltage doubler circuit and its waveforms.

We assume ideal diodes, zero initial conditions across C; and C;, and C; = C;. In this
case, the analysis is simplified if we begin with a negative cycle. As Vj, falls below zero, D
turns on, pinning node X to zero.!” Thus, for ¢ < t, D, remains off and V,,,;, = 0. Att = 11,
the voltage across C; reaches —V,,. For ¢ > 1, the input begins to rise and tends to deposit
positive charge on the left plate of Cj, turning D; off and yielding the circuit shown in
Fig. 3.57.

How does D, behave in this regime? Since V, is now rising, we postulate that Vx also
tends to increase (from zero), turning D, on. (If D, remains off, then C; simply transfers
the change in Vj, to node X, raising Vx and hence turning D, on.) As a result, the circuit
reduces to a simple capacitive divider that follows Eq. (3.111):

1
AVou = 5 AV (3.112)

because C; = C,. In other words, Vx and V,,, begin from zero, remain equal, and vary
sinusoidally but with an amplitude equal to V,,/2. Thus, from 1, to f,, a change of 2V}, in V;,
appears as a change equal to V}, in Vx and V,,,;. Note at t = 1, the voltage across Cy is zero
because both V;, and V,,,; are equal to +V,,.

What happens after t = ,? Since Vj,, begins to fall and tends to draw charge from Cy,
D turns off, maintaining V,,, at +V),. The reader may wonder if something is wrong here;

19 As always, the reader is encouraged to assume otherwise (i.e., D1 remains off) and arrive at a
conflicting result.



Example
3.36

our objective was to generate an output
equal to 2V, rather than V,. But again, pa-
tience is a virtue and we must continue the
transient analysis. For ¢ > ,, both D; and
D, are off, and each capacitor holds a con-
stant voltage. Since the voltage across C;
is zero, Vy = Vj,, falling to zero at t = t3.
At this point, D; turns on again, allowing
C; to charge to =V, at t =14. As V}, be-
gins to rise again, D; turns off and D, re-
mains off because Vy =0 and V,,; = +V,.
Now, with the right plate of C; floating, Vx
tracks the change at the input, reaching +V,,
as Vi, goes from —V,, to 0. Thus, D, turns
on at t =ts, forming a capacitive divider
again. After this time, the output change is
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Did you know?

Doublers are often used to generate larger dc volt-
ages than the system’s power supply can provide.
For example, a “photomultiplier” requires a supply
voltage of 1000 to 2000 VY to accelerate elec-
trons and, through a process called “secondary
emission,” amplify the number of photons. In this
case, we begin with a line voltage of 110V or 220 V
and employ a cascade of voltage doublers to reach
the necessary value. Photomultipliers find appli-
cation in many fields, including astronomy, high-
energy physics, and medicine. For example, blood
cells are counted under low light level conditions
with the aid of photomultipliers.

equal to half of the input change, i.e., V,,, increases from +V), to +V,, + V, /2 as Vj, goes
from 0 to +V,,. The output has now reached 3V,,/2.

As is evident from the foregoing analysis, the output continues to rise by V,, V,/2,
V,/4, etc., in each input cycle, approaching a final value of

1 1
V,
=L (3.114)
1— =
2
=2V, (3.115)

The reader is encouraged to continue the analysis for a few more cycles and verify this

trend.

Sketch the current through D; in the doubler circuit as function of time.

Solution Using the diagram in Fig. 3.58(a), noting that D; and C; carry equal currents when
D; is forward biased, and writing the current as Ip; = —C1dV;,/dt, we construct
the plot shown in Fig. 3.58(b).2° For 0 <t <t;, D; conducts and the peak cur-
rent corresponds to the maximum slope of Vj,, i.e., immediately after ¢ = 0. From
t =1 to t =, the diode remains off, repeating the same behavior in subsequent
cycles.

Exercise  Plot the current through D; in the above example as a function of time.

20 As usual, Ip; denotes the current flowing from the anode to the cathode.
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Figure 3.58 Diode current in a voltage doubler.

3.5.5 Diodes as Level Shifters and Switches*

In the design of electronic circuits, we may need to shift the average level of a signal up or
down because the subsequent stage (e.g., an amplifier) may not operate properly with the
present dc level.

Sustaining a relatively constant voltage in forward bias, a diode can be viewed as a
battery and hence a device capable of shifting the signal level. In our first attempt, we
consider the circuit shown in Fig. 3.59(a) as a candidate for shifting the level down by
Vb.on. However, the diode current remains unknown and dependent on the next stage.
To alleviate this issue we modify the circuit as depicted in Fig. 3.59(b), where [; draws a
constant current, establishing Vp ,, across D12 If the current pulled by the next stage is
negligible (or at least constant), V,,, is simply lower than V;, by a constant amount, Vp ,,,.

-y

@)

Figure 359 (a) Use of a diode for level shift, (b) practical implementation.

*This section can be skipped in a first reading.
2I'The diode is drawn vertically to emphasize that V,,, is lower than V.
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Design a circuit that shifts up the dc level of a signal by 2V, ,,,.

Solution  To shift the level up, we apply the input to the cathode. Also, to obtain a shift of 2Vp ,,,
we place two diodes in series. Figure 3.60 shows the result.

Figure 3.60 Positive voltage shift by two diodes.

Exercise ~ What happens if /; is extremely small?

The level shift circuit of Fig. 3.59(b) can be transformed to an electronic switch. For
example, many applications employ the topology shown in Fig. 3.61(a) to “sample” Vj,
across C; and “freeze” the value when §; turns off. Let us replace S; with the level shift
circuit and allow /; to be turned on and off [Fig. 3.61(b)]. If /; is on, V,,, tracks V;, except
for a level shift equal to Vp ,,. When [; turns off, so does D1, evidently disconnecting C;
from the input and freezing the voltage across Cj.

out

D turns off =2 .

ty ty t
©

Figure 3.61 (a) Switched-capacitor circuit, (b) realization of (a) using a diode as a switch, (c)
problem of diode conduction, (d) more complete circuit, (e) equivalent circuit when /; and I, are

off.
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Example
3.38

Solution

We used the term “evidently” in the last sentence because the circuit’s true behavior
somewhat differs from the above description. The assumption that D; turns off holds only
if C; draws no current from Dy, i.e., only if V;, — V,,,, remains less than Vp ,,,. Now consider
the case illustrated in Fig. 3.61(c), where /; turns off at ¢ = ¢#;, allowing C; to store a value
equal to Vi1 — Vpon. As the input waveform completes a negative excursion and exceeds
Vil at t = t,, the diode is forward-biased again, charging C; with the input (in a manner
similar to a peak detector). That is, even though [; is off, D; turns on for part of the
cycle.

To resolve thisissue, the circuitis modified as shown in Fig. 3.61(d), where D, isinserted
between D and Cy, and I, provides a bias current for D,. With both /; and 7, on, the diodes
operate in forward bias, Vy = V;,, — Vpy, and V,,,, = Vx + Vpy =V}, if Vp1 = Vp,. Thus,
Vour tracks V;, with no level shift. When 7; and I, turn off, the circuit reduces to that in Fig.
3.61(e), where the back-to-back diodes fail to conduct for any value of V;, — V,,,,, thereby
isolating C; from the input. In other words, the two diodes and the two current sources
form an electronic switch.

Recall from Chapter 2 that diodes exhibit a junction capacitance in reverse bias. Study
the effect of this capacitance on the operation of the above circuit.

Figure 3.62 shows the equivalent circuit for the case where the diodes are off, sug-
gesting that the conduction of the input through the junction capacitances disturbs
the output. Specifically, invoking the capacitive divider of Fig. 3.54(b) and assuming

Figure 3.62 Feedthrough in the diode switch.
Ci1 =Cjp =C;, we have

C;/2
G2y
Cj /2 + Cl

To ensure this “feedthrough” is small, C; must be sufficiently large.

AV = (3.116)

Exercise

Calculate the change in the voltage at the left plate of C j; (with respect to ground) in terms
of AVj,.

CHAPTER SUMMARY

¢ In addition to the exponential and constant-voltage models, an “ideal” model is some-
times used to analyze diode circuits. The ideal model assumes the diode turns on with
a very small forward bias voltage.

e For many electronic circuits, the “input/output characteristics” are studied to under-
stand the response to various input levels, e.g., as the input level goes from —oco to
+00.
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“Large-signal operation” occurs when a circuit or device experiences arbitrarily large
voltage or current excursions. The exponential, constant-voltage, or ideal diode mod-
els are used in this case.

If the changes in voltages and currents are sufficiently small, then nonlinear devices
and circuits can be approximated by linear couterparts, greatly simplifying the anal-
ysis. This is called “small-signal operation.”

The small-signal model of a diode consists of an “incremental resistance” given by
Vr/lp.

Diodes find application in many circuits, including rectifiers, limiting circuits, voltage
doublers, and level shifters.

Half-wave rectifiers pass the positive (negative) half cycles of the input wave-
from and block the negative (positive) half cycles. If followed by a capaci-
tor, a rectifier can produce a dc level nearly equal to the peak of the input
swing.

A half-wave rectifier with a smoothing capacitor of value C; and load resistor R,
exhibits an output ripple equal to (Vp — Vp on)/(RLC1 fin)-

Full-wave rectifiers convert both positive and negative input cycles to the
same polarity at the output. If followed by a smoothing capacitor and a load
resistor, these rectifiers exhibit an output ripple given by 0.5(Vp —2Vp on)/
(RLC fin)-

Diodes can operate as limiting devices, i.e., limit the output swing even if the input
swing continues to increase.

PROBLEMS

In the following problems, assume Vp,, =
800 mV for the constant-voltage diode model.

Section 3.2 pn Junction as a Diode

3.1. Plot the I/V characteristic of the circuit
shown in Fig. 3.63.

I'x

R
+ 1
\Y
X _ D1 X Ideal
Figure 3.63

3.2. If the input in Fig. 3.63 is expressed as
Vx = Vycoswt, plot the current flowing
through the circuit as a function of time.

3.3. Plot Iy as a function of Vx for the circuit
shown in Fig. 3.65 for two cases: Vg = -1V
and Vp = +1V.

3.4. For the circuit depicted in Fig. 3.64, plot Ix

as a function of Vy fortwocases: Vg = -1V
and Vp = +1V.
I'x

Figure 3.64

3.5. If in Fig. 3.65, Vx = Vycos wt, plot Iy as a
function of time for two cases: Vp = -1V
and Vp = +1V.

()

Figure 3.65
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3.6. Plot Iy and Ip; as a function of Vy for the

circuit shown in Fig. 3.66. Assume Vp > 0.

I'x

‘l>R
<+ "1
Vi () ﬂ
~ Vg Dilldeal
. -4
I b1
Figure 3.66

3.7. In the circuit of Fig. 3.67, plot Ix and Iz; as *3.10.
a function of Vy for two cases: Vg = -1V

and Vg =+1V.

Figure 3.67

3.8. For the circuit depicted in Fig. 3.68, plot Ix
and Iz as a function of Vy for two cases:
Vg=—-1Vand Vg =+1V.

Figure 3.69

I'x

R,
| =

VXC)i R1+<>Fi_lT_D1 Ideal

. -T

Figure 3.68

Ve

. Plot the input/output characteristics of the

circuits depicted in Fig. 3.69 using an ideal
model for the diodes. Assume Vz =2 V.

Repeat Problem 3.9 with a constant-voltage
diode model.

.If the input is given by Vj, = Vjcoswt,

plot the output of each circuit in
Fig. 3.69 as a function of time. Assume an
ideal diode model.

. Plot the input/output characteristics of the

circuits shown in Fig. 3.70 using an ideal
model for the diodes.

.Repeat Problem 3.12 with a constant-

voltage diode model.

. Assuming the input is expressed as

Vin = Vi cos wt, plot the output of each cir-
cuit in Fig. 3.70 as a function of time. Use an
ideal diode model.

Vg
Vg -
—e—o +
- + Vin
R, = Vout -
o °
(b) (0
Ve
Rl + _
. +
Vln Di1 Vout

C)



@
Vg
+ —_
|—0—o
+
+ R
Vin - ! Vout
D1 _
O
(d)
Figure 3.70

3.15. Assuming a constant-voltage diode model,
plot V,,,, as a function of I;, for the circuits
shown in Fig. 3.71.

#3.16. In the circuits of Fig. 3.71, plot the current

flowing through R; as a function of Vj,. As-
sume a constant-voltage diode model.
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Vg

V,u: as a function of time if 1;,, = I cos wt.
Assume a constant-voltage model and a rel-
atively large .

“““ 3.18. Plot V,,, as a function of I;, for the cir-

cuits shown in Fig. 3.72. Assume a constant-
voltage diode model.

Py ) Py )
+ % +
D
I = < 1
in R, = D1 Vout L R,= " out
N \%
o _T B "
(€) (b)
» )
= +_I_ +
D = Rl VB
lin 1 +__V Vout lin = Vout
= D1 =R, _
)
(0 (d
Figure 3.71
L 2 O - 0 L 2 O
+ 4 + + +
R.= D1 D =R, Vg
lin 15 + v Vout lin L +__V Vout lin = Vout
B - B - =
-1 5 -1 5 D1 =R, _
O
(€Y (b) (©

Figure 3.72
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*3.19. Plot the current flowing through R; in the
circuits of Fig. 3.72 as a function of /;,. As-
sume a constant-voltage diode model.

*3.20. In the circuits depicted in Fig. 3.72, as-
sume [;,, = Iy cos wt, where [ is relatively
large. Plot V,,,; as a function of time using a
constant-voltage diode model.

3.21. For the circuits shown in Fig. 3.73, plot V,,,
as a function of [;, assuming a constant-
voltage model for the diodes.

3.22. Plot the current flowing through R; as a
function of [, for the circuits of Fig. 3.73.
Assume a constant-voltage diode model.

\AS

Figure 3.73

Y
N

AMA
ALl

@

Figure 3.74

*3.23. Plot the input/output characteristic of the
circuits illustrated in Fig. 3.74 assuming a
constant-voltage model.

*3.24. Plot the currents flowing through R; and
D as a function of V;, for the circuits of
Fig. 3.74. Assume a constant-voltage diode
model.

(b)

circuits illustrated in Fig. 3.75 assuming a
constant-voltage model.

D as a function of V;, for the circuits of
Fig. 3.75. Assume a constant-voltage diode
model.



*+3.27. Plot the input/output characteristic of the

“3.28.

3,29,

“3.30.

=
=
~

<,R2

©

Figure 3.75

circuits illustrated in Fig. 3.76 assuming a

constant-voltage model and Vp =2 V.

Plot the currents flowing through R

D as a function of Vj, for the circuits of

and

Fig. 3.76. Assume a constant-voltage diode

model and Vz =2 V.

Plot the input/output characteristic of the

circuits illustrated in Fig. 3.77 assuming a

constant-voltage model.

Plot the currents flowing through R

and

D as a function of V}, for the circuits of
Fig. 3.77. Assume constant-voltage diode

model.

R1
AMA
Wy
Vipo—=¢ o +|I__' Vout
Dy Vg Do
R,
€ ]
R1
AMA
Wy
Vino—¢ S h Vout
Dl R2 Do
+
T Ve
(©)

Figure 3.76

*3.31.

*3.32.

3.33.

3.34.
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(d)

Beginning with Vp ,, &~ 800 mV for each
diode, determine the change in V,,, if Vj,
changes from +2.4V to +2.5V for the cir-
cuits shown in Fig. 3.78.

Beginning with Vp ,, ~# 800mV for each
diode, calculate the change in V,, if [,
changes from 3 mA to 3.1 mA in the circuits
of Fig. 3.79.

In Problem 3.32, determine the change in
the current flowing through the 1-k€2 resis-
tor in each circuit.

Assuming Vj, = V, sinwt, plot the output
waveform of the circuit depicted in Fig. 3.80
for an initial condition of +0.5V across C;.
Assume V, =5V.

D; Ry
Vin + I__' Vout
D1y, Rz
(b)
D1 Ry
Vin Vout
D2 R,
+
_I Vg =
(d)
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Figure 3.77

Dy
Vin Vout
Ri=1kQ
(€Y

Di R1
Vin Vout
1kQ
D>
(0

C
Figure 3.78

Dy
Vout
lin R;=1kQ

@

Di Ry
Vout
1kQ
Lin Do
(0)

C

Figure 3.79

Dy
Vin Vout
R1
D2 R,
(b)
D, Dy
N Vmo—Em:i
D2 =R R, 5
2
VOUI Vout
=R, R,
(d) ©
Dy
Vin Vout
R;=1kQ
D2
(b)
R

1
Vin Vout
1kQ
R,Z2kQ ¥ D>
(d)

Dy
VOUt
lin R;=1kQ
H D»
0 -

R1
Vout
| 1kQ
in R, =2kQ D2
(d)



3.35.

Figure 3.80

Repeat Problem 3.34 for the circuit shown
in Fig. 3.81.

Dy
Vino_Kl_F"Vout
C,=05V

Figure 3.81

Section 3.5 Applications of Diodes

3.36.

3.37.

*3.38.

3.39.

Suppose the rectifier of Fig. 3.32 drives a
100-Q21oad with a peak voltage of 3.5 V. For a
1000-uF smoothing capacitor, calculate the
ripple amplitude if the frequency is 60 Hz.

A 3-V adaptor using a half-wave rectifier
must supply a current of 0.5 A with a max-
imum ripple of 300 mV. For a frequency
of 60 Hz, compute the minimum required
smoothing capacitor.

While constructing a full-wave rectifier, a
student mistakenly has swapped the termi-
nals of D3 as depicted in Fig. 3.82. Explain
what happens.

Figure 3.82

Plot the voltage across each diode in
Fig. 3.38(b) as a function of time if
Vin = V cos wt. Assume a constant-voltage
diode model and Vp > Vp op-

3.40.

3.41.

3.42.

3.43.

3.44.
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Assume the input and output grounds in
a full-wave rectifier are shorted together.
Draw the output waveform with and with-
out the load capacitor and explain why the
circuit does not operate as a rectifier.

A full-wave rectifier is driven by a sinusoidal
input Vj, = Vj cos wt, where V) =3V and
o = 27(60 Hz). Assuming Vp ,, = 800 mV,
determine the ripple amplitude with a
1000-uF smoothing capacitor and a load
resistance of 30 Q.

Suppose the negative terminals of Vj, and
Voue in Fig. 3.38(b) are shorted together.
Plot the input-output characteristic assum-
ing anideal diode model and explaining why
the circuit does not operate as a full-wave
rectifier.

Suppose in Fig. 3.43, the diodes carry a
current of 5 mA and the load, a current
of 20 mA. If the load current increases to
21 mA, what is the change in the total volt-
age across the three diodes? Assume R; is
much greater than 3r,.

In this problem, we estimate the ripple seen
by theload in Fig. 3.43 so as to appreciate the
regulation provided by the diodes. For sim-
plicity, neglect the load. Also, fi, = 60 Hz,
C; =100 uF, Ry =1000 €2, and the peak
voltage produced by the transformer is
equalto S V.

(a) Assuming R; carries a relatively con-
stant current and Vp ,, ~ 800 mV, esti-
mate the ripple amplitude across Cj.

(b) Using the small-signal model of the
diodes, determine the ripple amplitude
across the load.
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3.45. Design the limiting circuit of Fig. 3.51 for Vout A
a negative threshold of —1.9V and a posi-
tive threshold of +2.2 V. Assume the input V] 05
peak voltage is equal to 5 V, the maximum R
allowable current through each diode is 2 _4IV _2| v : 5 >
mA, and Vp_,, ~ 800 mV. g g T2V HAV oy
“3.46.In the limiting circuit of Fig. 3.51, plot i _—— "7 -2V
the currents flowing through D; and D; 05
as a function of time if the input is given Figure 3.84
by Vocoswt and V> Vp,,+ Ve and ’
Vo> —=Vp.on — Vpa. “+3.49. Suppose a triangular waveform is applied
3.47. We wish to design a circuit that exhibits to the characteristic of Fig. 3.84 as shown
the input/output characteristic shown in Fig. in Fig. 3.85. Plot the output waveform and
3.83. Using 1-k€2 resistors, ideal diodes, and note that it is a rough approximation of a si-
other components, construct the circuit. nusoid. How should the input-output char-
v acteristic be modified so that the output be-
out comes a better approximation of a sinusoid?
+2 V| 0 . Vout

+2 V| .
2V

Figure 3.83

*3.48. “Wave-shaping” applications require the
input/output characteristicillustrated in Fig.
3.84. Using ideal diodes and other compo-
nents, construct a circuit that provides such
acharacteristic. (The value of resistors is not

unique.)
Figure 3.85
- SPICE PROBLEMS
In the following problems, assume Ig = 5x (b) Verity the result by SPICE.

1071 A,

3.50. The half-wave rectifier of Fig. 3.86 must de-
liver a current of 5mA to R, for a peak input
level of 2 V.
(a) Using hand calculations, determine the
required value of R;.

Figure 3.86




3.51.

3.52.

In the circuit of Fig. 3.87, Ry =500
and R, =1kQ. Use SPICE to con-
struct the input/output characteristic for
-2V <V, < +2V. Also, plot the current
flowing through R; as a function of V.

R1 Dy
p——o
+
F D2 =R
Vm Vout
o
Figure 3.87

The rectifier shown in Fig. 3.88 is driven by

a 60-Hz sinusoid input with a peak ampli-

tude of 5 V. Using the transient analysis in

SPICE,

(a) Determine the peak-to-peak ripple at
the output.

(b) Determine the peak current flowing
through D;.

(c) Compute the heaviest load (smallest
R;) that the circuit can drive while
maintaining aripple less than200 mV,,.

l * 0VOLII:
Vin y I %1009

Figure 3.88

2kQ

Figure 3.90

SPICE Problems 121

3.53. The circuit of Fig. 3.89 is used in some

analog circuits. Plot the input/output char-
acteristic for -2V <V, < +2V and de-
termine the maximum input range across
which |V, — V| < 5SmV.

Vee =425V

1kQ

VOLIt

Ve = 2.5V
Figure 3.89

3.54. The circuit shown in Fig. 3.90 can provide an

approximation of a sinusoid at the output
in response to a triangular input waveform.
Using the dc analysis in SPICE to plot the in-
put/output characteristic for 0 <V, <4V,
determine the values of V1 and Vg, such
that the characteristic closely resembles a
sinusoid.

Vout

(b)



Physics of
Bipolar Transistors

The bipolar transistor was invented in 1945 by Shockley, Brattain, and Bardeen at Bell
Laboratories, subsequently replacing vacuum tubes in electronic systems and paving the
way for integrated circuits.

In this chapter, we analyze the structure and operation of bipolar transistors, preparing
ourselves for the study of circuits employing such devices. Following the same thought
process as in Chapter 2 for pn junctions, we aim to understand the physics of the transistor,
derive equations that represent its I/V characteristics, and develop an equivalent model
that can be used in circuit analysis and design. The outline below illustrates the sequence
of concepts introduced in this chapter.

Voltage-Controlled Structure of Operation of Large-Signal Small-Signal
Device as Bipolar Bipolar Model Model
Amplifying ) Transistor ) Transistor ) )
Element
4.1 GENERAL CONSIDERATIONS

122

In its simplest form, the bipolar transistor can be viewed as a voltage-dependent current
source. We first show how such a current source can form an amplifier and hence why
bipolar devices are useful and interesting.

Consider the voltage-dependent current source depicted in Fig. 4.1(a), where I;
is proportional to Vi: I} = KV;. Note that K has a dimension of resistance . For
example, with K =0.001 27!, an input voltage of 1 V yields an output current of
1 mA. Let us now construct the circuit shown in Fig. 4.1(b), where a voltage source Vj,
controls /; and the output current flows through a load resistor R;,, producing V,,,;. Our
objective is to demonstrate that this circuit can operate as an amplifier, i.e., V,,, is an
amplified replica of Vj,. Since V| =V}, and V,,,, = —Rp1, we have

Vour = —KR1Vjy. 4.1)
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@ (b)

Figure 4.1 (a) Voltage-dependent current source, (b) simple amplifier.

Interestingly, if KR; > 1, then the circuit amplifies the input. The negative sign indicates
that the output is an “inverted” replica of the input circuit [Fig. 4.1(b)]. The amplification
factor or “voltage gain” of the circuit, Ay, is defined as

‘/Uul
Ay = 4.2
=y (4.2)

= KRy, (4.3)

and depends on both the characteristics of the controlled current source and the load
resistor. Note that K signifies how strongly V; controls /;, thus directly affecting the gain.

Example
4.1

Consider the circuit shown in Fig. 4.2, where the voltage-controlled current source ex-
hibits an “internal” resistance of r;,. Determine the voltage gain of the circuit.

Figure 4.2 Voltage-dependent current source with an internal resistance r;,.

Solution  Since V7 is equal to V}, regardless of the value of r;;,, the voltage gain remains unchanged.
This point proves useful in our analyses later.
Exercise  Repeat the above example if r;,, = oo.

The foregoing study reveals that a voltage-controlled current source can indeed pro-
vide signal amplification. Bipolar transistors are an example of such current sources and
can ideally be modeled as shown in Fig. 4.3.Note that the device contains three terminals
and its output current is an exponential function of V. We will see in Section 4.4.4 that
under certain conditions, this model can be approximated by that in Fig. 4.1(a).
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Figure 4.3 Exponential voltage-dependent current source.

As three-terminal devices, bipolar transistors make the analysis of circuits more dif-
ficult. Having dealt with two-terminal components such as resistors, capacitors, inductors,
and diodes in elementary circuit analysis and the previous chapters of this book, we are
accustomed to a one-to-one correspondence between the current through and the voltage
across each device. With three-terminal elements, on the other hand, one may consider the
current and voltage between every two terminals, arriving at a complex set of equations.
Fortunately, as we develop our understanding of the transistor’s operation, we discard
some of these current and voltage combinations as irrelevant, thus obtaining a relatively
simple model.

STRUCTURE OF BIPOLAR TRANSISTOR

The bipolar transistor consists of three doped regions forming a sandwich. Shown in Fig.
4.4(a) is an example comprising of a p layer sandwiched between two n regions and called
an “npn” transistor. The three terminals are called the “base,” the “emitter,” and the “col-
lector.” As explained later, the emitter “emits” charge carriers and the collector “collects”
them while the base controls the number of carriers that make this journey. The circuit
symbol for the npn transistor is shown in Fig. 4.4(b). We denote the terminal voltages by
Ve, Vg, and V¢, and the voltage differences by Vg, Vg, and Veg. The transistor is labeled
Q1 here.

Collector Collector

i ©

Base o—| p

Emitter
(E)
(@ (b)

Emitter

Figure 4.4 (a) Structure and (b) circuit symbol of bipolar transistor.

We readily note from Fig. 4.4(a) that the device contains two pn junction diodes:
one between the base and the emitter and another between the base and the collector.
For example, if the base is more positive than the emitter, Vzg > 0, then this junction is
forward-biased. While this simple diagram may suggest that the device is symmetric with
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respect to the emitter and the collector, in reality, the dimensions and doping levels of
these two regions are quite different. In other words, E and C cannot be interchanged. We
will also see that proper operation requires a thin base region, e.g., about 100 A in modern
integrated bipolar transistors.

As mentioned in the previous section, the possible combinations of voltages and cur-
rents for a three-terminal device can prove overwhelming. For the device in Fig. 4.4(a),
Ve, Ve, and Vg can assume positive or negative values, leading to 23 possibilities for
the terminal voltages of the transistor. Fortunately, only one of these eight combinations
finds practical value and comes into our focus here.

Before continuing with the bipolar transistor, it is instructive to study an interesting
effectin pn junctions. Consider the reverse-biased junction depicted in Fig. 4.5(a) and recall
from Chapter 2 that the depletion region sustains a strong electric field. Now suppose an
electron is somehow “injected” from outside into the right side of the depletion region.
What happens to this electron? Serving as a minority carrier on the p side, the electron
experiences the electric field and is rapidly swept away into the n side. The ability of
a reverse-biased pn junction to efficiently “collect” externally-injected electrons proves
essential to the operation of the bipolar transistor.

Electron injected

e
. &
—_—_—_—§8§8§+:+:+:+
Togenn
e e T
—
E
i
L
VR

Figure 45 Injection of electrons into depletion region.

OPERATION OF BIPOLAR TRANSISTOR IN ACTIVE MODE

In this section, we analyze the operation of the transistor, aiming to prove that, under
certain conditions, it indeed acts as a voltage-controlled current source. More specifically,
we intend to show that (a) the current flow from the emitter to the collector can be viewed
as a current source tied between these two terminals, and (b) this current is controlled by
the voltage difference between the base and the emitter, Vpg.

We begin our study with the assumption that the base-emitter junction is forward-
biased (Vzg > 0) and the base-collector junction is reverse-biased (Vzc < 0). Under these
conditions, we say the device is biased in the “forward active region” or simply in the
“active mode.” For example, with the emitter connected to ground, the base voltage is
set to about 0.8 V and the collector voltage to a higher value, e.g., 1 V [Fig. 4.6(a)]. The
base-collector junction therefore experiences a reverse bias of 0.2 V.

Let us now consider the operation of the transistor in the active mode. We may be
tempted to simplify the example of Fig. 4.6(a) to the equivalent circuit shown in Fig. 4.6(b).
After all, it appears that the bipolar transistor simply consists of two diodes sharing their



126 Chapter 4 Physics of Bipolar Transistors

+
Veg =+1V
+

T- B B Vgg =+0.8V

@

Figure 4.6 (a) Bipolar transistor with base and collector bias voltages, (b) simplistic view of bipolar
transistor.

anodes at the base terminal. This view implies that D carries a current and D, does not;i.e.,
we should anticipate current flow from the base to the emitter but no current through the
collector terminal. Were this true, the transistor would not operate as a voltage-controlled
current source and would prove of little value.

To understand why the transistor cannot be modeled as merely two back-to-back
diodes, we must examine the flow of charge inside the device, bearing in mind that the
base region is very thin. Since the base-emitter junction is forward-biased, electrons flow
from the emitter to the base and holes from the base to the emitter. For proper transistor
operation, the former current component must be much greater than the latter, requiring
that the emitter doping level be much greater than that of the base (Chapter 2). Thus,
we denote the emitter region with nt, where the superscript emphasizes the high dop-
ing level. Figure 4.7(a) summarizes our observations thus far, indicating that the emitter

n + Depletion
T Veg =+1V Region g
‘ Pl L ‘
+ = +
Vgg =+0.8 VJ—_ T ﬁ Vgg =+0.8 VJ—_
I_ h + I_
- n -
T
=
(@
Depletion
Region g Veg =+1V
—
Vgg =+0.8 VJI—_

T
=

©

Figure 4.7 (a) Flow of electrons and holes through base-emitter junction, (b) electrons
approaching collector junction, (c) electrons passing through collector junction.
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injects a large number of electrons into the base while receiving a small number of holes
from it.

What happens to electrons as they enter the base? Since the base region is thin, most of
the electrons reach the edge of the collector-base depletion region, beginning to experience
the built-in electric field. Consequently, as illustrated in Fig. 4.5, the electrons are swept
into the collector region (as in Fig. 4.5) and absorbed by the positive battery terminal.
Figures 4.7(b) and (c) illustrate this effect in “slow motion.” We therefore observe that
the reverse-biased collector-base junction carries a current because minority carriers are
“injected” into its depletion region.

Let us summarize our thoughts. In the active mode, an npn bipolar transistor carries
a large number of electrons from the emitter, through the base, to the collector while
drawing a small current of holes through the base terminal. We must now answer several
questions. First, how do electrons travel through the base: by drift or diffusion? Second,
how does the resulting current depend on the terminal voltages? Third, how large is the
base current?

Operating as a moderate conductor, the base region sustains but a small electric field,
i.e., it allows most of the field to drop across the base-emitter depletion layer. Thus, as
explained for pn junctions in Chapter 2, the drift current in the base is negligible,! leav-
ing diffusion as the principal mechanism for the flow of electrons injected by the emit-
ter. In fact, two observations directly lead to the necessity of diffusion: (1) redrawing
the diagram of Fig. 2.29 for the emitter-base junction [Fig. 4.8(a)], we recognize that the
density of electrons at x = x; is very high; (2) since any electron arriving at x = x, in
Fig. 4.8(b) is swept away, the density of electrons falls to zero at this point. As a result,

Ay Reverse | %
n + Biased n +
T- Vee Nl . T- Vce
| e P = | ey 2 =
L= - L1 -
VBE T X1 Vg =/ =
;_ / 2 n* E_ n*
Forward T T
Biased T T
@ (b)
| %
n +
Vee
e « T
Vee I+ """ X1
= +
Electron
Density

Figure 4.8 (a) Hole and electron profiles at base-emitter junction, (b) zero electron density near
collector, (c) electron profile in base.

"This assumption simplifies the analysis here but may not hold in the general case.
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the electron density in the base assumes the profile depicted in Fig. 4.8(c), providing a
gradient for the diffusion of electrons.

4.3.1 Collector Current

We now address the second question raised previously and compute the current flow-
ing from the collector to the emitter.? As a forward-biased diode, the base-emitter
junction exhibits a high concentration of electrons at x = x; in Fig. 4.8(c) given by

Eq. (2.96):
N, V,
An(x) = 7EV0 <eXpViTE — 1) (44)
eXp V_T
Np VBE
= — — 1. 4.5
- (exn e 1) (45)

Here, Nr and Ny denote the doping levels in the emitter and the base, respectively, and
we have utilized the relationship exp(Vo/Vr) = NgNp/n?. In this chapter, we assume
Vr =26 mV. Applying the law of diffusion [Eq. (2.42)], we determine the flow of electrons
into the collector as

dn
J,=qD,— 4.6
q ndx ( )
0— An(xy)
=qgD, - ——— 7 4.7
gD, Ws (4.7)

where Wp is the width of the base region. Multipling this quantity by the emitter cross
section area, Ag, substituting for An(x;) from Eq. (4.5), and changing the sign to obtain
the conventional current, we obtain

_ ArgD; <ex Vee _ 1).

Io = SEIAT ~BE 48
= N v, (4.8)

In analogy with the diode current equation and assuming exp (Vze/Vr) > 1, we write

Vi
Ic = I expﬁ, (4.9)
Vr
where
ApqD,n?
Iy = —21, 4.10
5= S (4.10)

Equation (4.9) implies that the bipolar transistor indeed operates as a voltage-
controlled current source, proving a good candidate for amplification. We may alternatively
say the transistor performs “voltage-to-current conversion.”

’In an npn transistor, electrons go from the emitter to the collector. Thus, the conventional direction of
the current is from the collector to the emitter.



4.3 Operation of Bipolar Transistor in Active Mode 129

2ol Determine the current Iy in Fig. 4.9(a) if Q1 and Q, are identical and operate in the
i active mode and V; = V5.

AE AE 2AE

(b)

Figure 4.9 (a) Two identical transistors drawing current from V¢, (b) equivalence to a single
transistor having twice the area.

Solution  Since Iy = Ic1 + Ic>, we have

AEanni2 . Vi

Ly ~?2 —.
XN Py

(4.11)

This result can also be viewed as the collector current of a single transistor having an
emitter area of 2Ag. In fact, redrawing the circuit as shown in Fig. 4.9(b) and noting that
0, and O, experience identical voltages at their respective terminals, we say the two
transistors are “in parallel,” operating as a single transistor with twice the emitter area
of each.

Exercise  Repeat the above example if Q; has an emitter area of Ag and O, an emitter area
of SAE
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2l n the circuit of Fig. 4.9 (a), Q; and Q, are identical and operate in the active mode.
4.3 Determine V| — V5 such that I-; = 10I5.
Solution From Eq. (4.9), we have v
1
I -1
Ic1 §EXP Vr
—_ = (4.12)
Ic2 Isexp E
S Vs
and hence ViV
exp———2 = 10. (4.13)
Vr
That is,
Vi—=V,=VrIn10 (4.14)
~ 60mV at T =300 K. (4.15)
Identical to Eq. (2.109), this result is, of course, expected because the exponential de-
pendence of I upon Vpg indicates a behavior similar to that of diodes. We therefore
consider the base-emitter voltage of the transistor relatively constant and approximately
equal to 0.8 V for typical collector current levels.
Exercise  Repeat the above example if Q; and O, have different emitter areas, i.e., Ag1 = nAgs.
2l Typical discrete bipolar transistors have a large area, e.g., 500 um x 500 um, whereas
e modern integrated devices may have an area as small as 0.5 um x 0.2 pum. Assuming
other device parameters are identical, determine the difference between the base-emitter
voltage of two such transistors for equal collector currents.
Solution From Eq. (4.9), we have Vzr = Vy In(lc /L) and hence
I
VBEine — VBEais = Vr 111%, (4.16)
where Vigin, = Ve In(le2/Is2) and Vggais = Ve In(le1/1s1) denote the base-emitter volt-
ages of the integrated and discrete devices, respectively. Since Iy o< Ag,
A
VeEin — VBEdis = Vr ln%. (4.17)
For this example, Agy/Ag = 2.5 x 10°, yielding
VBEint — VBEdis =383 mV. (418)
In practice, however, Vggir — ViEais falls in the range of 100 to 150 mV because of differ-
ences in the base width and other parameters. The key point here is that Vg = 800 mV
is a reasonable approximation for integrated transistors and should be lowered to about
700 mV for discrete devices.
Exercise  Repeat the above comparison for a very small integrated device with an emitter area of

0.15 pm x 0.15 p.




Determine the output voltage in Fig. 4.10if Iy = 5 x 10710 A.
45
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Since many applications deal with voltage quantities, the collector current generated
by a bipolar transistor typically flows through a resistor to produce a voltage.

Figure 410 Simple stage with biasing.

Solution Using Eq. (4.9), we write Ir = 1.69 mA. This current flows through R;, generating a
voltage drop of 1k x 1.69 mA = 1.69 V. Since Vcr =3V — Ic Ry, we obtain
Vour = 131 V. (4.19)
Exercise ~ What happens if the load resistor is halved?

Equation (4.9) reveals an interesting property of the bipolar transistor: the collector
current does not depend on the collector voltage (so long as the device remains in the
active mode). Thus, for a fixed base-emitter voltage, the device draws a constant current,
acting as a current source [Fig. 4.11(a)]. Plotted in Fig. 4.11(b) is the current as a function of
the collector-emitter voltage, exhibiting a constant value for Vg > V1.3 Constant current
sources find application in many electronic circuits and we will see numerous examples
of their usage in this book. In Section 4.5, we study the behavior of the transistor for
Vce < VaE.

Ic
Forward Active
Region

vy
lgexp — }----- -
Vr :

| \'/1
@ (b)

Vee

Figure 411 (a) Bipolar transistor as a current source, (b) I/V characteristic.

4.3.2 Base and Emitter Currents

Having determined the collector current, we now turn our attention to the base and emitter
currents and their dependence on the terminal voltages. Since the bipolar transistor must
satisfy Kirchoff’s current law, calculation of the base current readily yields the emitter
current as well.

3Recall that Vg > V) is necessary to ensure the collector-base junction remains reverse biased.
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N
n
H’E
)

@

Figure 412 Base current resulting from holes (a) crossing to emitter and (b) recombining with
electrons.

In the npn transistor of Fig. 4.12 (a), the base current, /g, results from the flow of holes.
Recall from Eq. (2.99) that the hole and electron currents in a forward-biased pn junction
bear a constant ratio given by the doping levels and other parameters. Thus, the number of
holes entering from the base to the emitter is a constant fraction of the number of electrons
traveling from the emitter to the base. As an example, for every 200 electrons injected by
the emitter, one hole must be supplied by the base.

In practice, the base current contains an additional component of holes. As the elec-
trons injected by the emitter travel through the base, some may “recombine” with the
holes [Fig. 4.12 (b)]; inessence, some electrons and holes are “wasted” as a result of recom-
bination. For example, on the average, out of every 200 electrons injected by the emitter,
one recombines with a hole.

In summary, the base current must supply holes for both reverse injection into the emit-
ter and recombination with the electrons traveling toward the collector. We can therefore
view I as a constant fraction of Ir or a constant fraction of /. It is common to write

Ic = Blg, (4.20)
where g is called the “current gain” of the transistor because it shows how much the base
current is “amplified.” Depending on the device structure, the 8 of npn transistors typically
ranges from 50 to 200.

In order to determine the emitter current, we apply the KCL to the transistor with the
current directions depicted in Fig. 4.12 (a):

I =1c + Ip (4.21)
1
=1Ic <1 + E) (422)
We can summarize our findings as follows:
Vi
Ic = Isexp —2£ (4.23)
Vr
1 VBE
Ip=-1I — 4.24
s = glsexp (4.24)
B+1 ViE
Ip=——I —_—. 4.25
E B S €Xp V7 (4.25)

It is sometimes useful to write Ir = [B/(B + 1)]Ir and denote /(B + 1) by . For 8 = 100,
o = 0.99, suggesting that « ~ 1 and I & [ are reasonable approximations. In this book,
we assume that the collector and emitter currents are approximately equal.
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Example
4.6

A bipolar transistor having Is = 5 x 1071% A is biased in the forward active region with
Ve = 750 mV. If the current gain varies from 50 to 200 due to manufacturing variations,

133

calculate the minimum and maximum terminal currents of the device.
Solution  For a given Vg, the collector current remains independent of f:
Vi
Ic = Iexp 2% (4.26)
Vr
= 1.685 mA. (4.27)
The base current varies from I /200 to I /50:
8.43 A < Iy < 33.7 nA. (4.28)
On the other hand, the emitter current experiences only a small variation because
(B + 1)/ is near unity for large B:
1.005Ic < Ig < 1.021¢ (4.29)
1.693mA < Ir < 1.719mA. (4.30)
Exercise  Repeat the above example if the area of the transistor is doubled.

BIPOLAR TRANSISTOR MODELS AND CHARACTERISTICS

4.4.1 Large-Signal Model

With our understanding of the transistor op-
eration in the forward active region and the
derivation of Eqgs. (4.23)—(4.25), we can now
construct a model that proves useful in the
analysis and design of circuits—in a manner
similar to the developments in Chapter 2 for
the pn junction.

Since the base-emitter junction is
forward-biased in the active mode, we can
place a diode between the base and emit-
ter terminals. Moreover, since the current

Did you know?

Thefirst bipolar transistorintroduced by Bell Labs
in 1945 was implemented in germanium rather
than silicon, had a base thickness of about 30 um,
and provided a maximum operation frequency
(called the “transit frequency™) of 10 MHz. By con-
trast, bipolar transistors realized in today's sili-
conintegrated circuits have a base thickness less
than 0.01 um and a transit frequency of several
hundred gigahertz.

drawn from the collector and flowing into the emitter depends on only the base-emitter
voltage, we add a voltage-controlled current source between the collector and the emitter,
arriving at the model shown in Fig. 4.13. As illustrated in Fig. 4.11, this current remains

independent of the collector-emitter voltage.

B o I o C

+
VBE
i Vi |—>
S exp 2E
B Vy

E

Figure 4.13

V
v) s exp _BE
VT

Large-signal model of bipolar transistor in active region.
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But how do we ensure that the current flowing through the diode is equal to 1/8
times the collector current? Equation (4.24) suggests that the base current is equal to that
of a diode having a reverse saturation current of Is/f8. Thus, the base-emitter junction
is modeled by a diode whose cross section area is 1/ times that of the actual emitter
area.

With the interdependencies of currents and voltages in a bipolar transistor, the reader
may wonder about the cause and effect relationships. We view the chain of dependen-
cies as Vg — Ic — Iz — Ig; i.e., the base-emitter voltage generates a collector current,
which requires a proportional base current, and the sum of the two flows through the
emitter.

Example
4.7

Solution

Consider the circuit shown in Fig. 4.14 (a), where Isp; =5 x 107 A and Vg =
800 mV. Assume B = 100. (a) Determine the transistor terminal currents and voltages
and verify that the device indeed operates in the active mode. (b) Determine the maxi-
mum value of R¢ that permits operation in the active mode.

Vx &
(V)
2.0

1.424

0.800

500 1041 R (Q)=
(b)

Figure 4.14 (a) Simple stage with biasing, (b) variation of collector voltage as a function of
collector resistance.

(a) Using Eq. (4.23)-(4.25), we have

Ic = 1.153mA (4.31)
Iy = 11.53 uA (4.32)
Ir = 1.165mA. (4.33)

The base and emitter voltages are equal to +800 mV and zero, respectively. We must
now calculate the collector voltage, Vx. Writing a KVL from the 2-V power supply and
across Rc and O, we obtain

Vee = Rele + Vy. (4.34)
That is,
Vi = 1.424 V. (4.35)

Since the collector voltage is more positive than the base voltage, this junction is reverse-
biased and the transistor operates in the active mode.

(b) What happens to the circuit as R¢ increases? Since the voltage drop across
the resistor, Rclc, increases while Ve is constant, the voltage at node X drops.
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The device approaches the “edge” of the forward active region if the base-collector
voltage falls to zero, i.e., as Vx — +800 mV. Rewriting Eq. (4.33) yields:

Vee =V,
Re = €~ X% (4.36)
Ic
which, for Vy = +800 mV, reduces to
Rc =1041 Q. (4.37)

Figure 4.14(b) plots Vx as a function of Rc.

This example implies that there exists a maximum allowable value of the collector
resistance, Rc, in the circuit of Fig. 4.14(a). As we will see in Chapter 5, this limits the
voltage gain that the circuit can provide.

Exercise

In the above example, what is the minimum allowable value of V¢ for transistor operation
in the active mode? Assume Ro = 500 Q.

The reader may wonder why the equivalent circuit of Fig. 4.13 is called the “large-signal
model.” After all, the above example apparently contains no signals! This terminology
emphasizes that the model can be used for arbitrarily large voltage and current changes
in the transistor (so long as the device operates in the active mode). For example, if the
base-emitter voltage varies from 800 mV to 300 mV, and hence the collector current by
many orders of magnitude,* the model still applies. This is in contrast to the small-signal
model, studied in Section 4.4.4.

4.4.2 1/V Characteristics

The large-signal model naturally leads to the I/V characteristics of the transistor.
With three terminal currents and voltages, we may envision plotting different cur-
rents as a function of the potential difference between every two terminals—an elab-
orate task. However, as explained below, only a few of such characteristics prove
useful.

The first characteristic to study is, of course, the exponential relationship inher-
ent in the device. Figure 4.15(a) plots Ic versus Vgg with the assumption that the col-
lector voltage is constant and no lower than the base voltage. As shown in Fig. 4.11,
Ic is independent of Vp; thus, different values of Vg do not alter the character-
istic.

Next, we examine /o for a given Vg but with Vg varying. Illustrated in Fig. 4.15(b),
the characteristic is a horizontal line because I is constant if the device remains in the
active mode (Vg > Vgg). On the other hand, if different values are chosen for Vg, the
characteristic moves up or down.

The two plots of Fig. 4.15 constitute the principal characteristics of interest in most
analysis and design tasks. Equations (4.24) and (4.25) suggest that the base and emitter
currents follow the same behavior.

4A 500-mV change in Vpg leads to S00mV /60 mV = 8.3 decades of change in Ic.
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Example

4.8

Solution

e Ich
V,
Isexp —2 |.... Ve = Va2
Vy
V,
Isexp —EL ... VBe = VB1
VT
Ve ”~

Vee
@ (b)

Figure 415 Collector current as a function of (a) base-emitter voltage and (b) collector-
emitter voltage.

For a bipolar transistor, Is = 5 x 10717 A and g = 100. Construct the Ic-Vzg, Ic-Vcg,
Iz-VE, and Ig-V g characteristics.

We determine a few points along the Io-Vpg characteristics, e.g.,

Veer = 700mV = Io1 = 24.6 uA (438)
Ve =750mV = Iep = 169 /LA (4.39)

The characteristic is depicted in Fig. 4.16 (a).

ich
1153 MA |eceem——— Vg =800 mV
169 PA|or—— Ve =750mV
246 WA Ve =700 MV
Vee
(b)
sk
115 PA|eo—— Vg =800 mV
0.169 MA | Vi =750mV
0.025 PA|eocm—— Vg =700mV
Vee

(d)

Figure 4.16 (a) Collector current as a function of Vg, (b) collector current as a function of Vg,
(c) base current as a function of Vg, (d) base current as a function of V.




4.4 Bipolar Transistor Models and Characteristics 137

Using the values obtained above, we can also plot the I--Vf characteristic as shown
in Fig. 4.16(b), concluding that the transistor operates as a constant current source of,
e.g., 169 nA if its base-emitter voltage is held at 750 mV. We also remark that, for equal
incrementsin Vgg, Ic jumps by increasingly greater steps: 24.6 u A to 169 nA to 1.153 mA.
We return to this property in Section 4.4.3.

For I characteristics, we simply divide the I values by 100 [Figs. 4.16(c) and (d)].

Exercise

What change in Vg doubles the base current?

The reader may wonder what exactly we learn from the I/V characteristics. After
all, compared to Egs. (4.23)-(4.25), the plots impart no additional information. How-
ever, as we will see throughout this book, the visualization of equations by means of
such plots greatly enhances our understanding of the devices and the circuits employing
them.

4.4.3 Concept of Transconductance

Our study thus far shows that the bipolar transistor acts as a voltage-dependent cur-
rent source (when operating in the forward active region). An important question
that arises here is, how is the performance of such a device quantified? In other words,
what is the measure of the “goodness” of a voltage-dependent current source?

The example depicted in Fig. 4.1 suggests that the device becomes “stronger” as K
increases because a given input voltage yields a larger output current. We must therefore
concentrate on the voltage-to-current conversion property of the transistor, particularly
as it relates to amplification of signals. More specifically, we ask, if a signal changes the
base-emitter voltage of a transistor by a small amount (Fig. 4.17), how much change is
produced in the collector current? Denoting the change in Ic by Alc, we recognize that the
“strength” of the device can be represented by Al-/AVpg. For example, if a base-emitter
voltage change of 1 mV resultsin a Al- of 0.1 mA in one transistor and 0.5 mA in another,
we can view the latter as a better voltage-dependent current source or “voltage-to-current
converter.”

The ratio Alc/AVpg approaches dI¢ /dVpg for very small changes and, in the limit, is
called the “transconductance,” g,:*

dlc

(4.41)

&m = dVgg

Figure 417 Test circuit for measurement of g,,,.

*Note that Vg is constant here.
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Note that this definition applies to any device that approximates a voltage-dependent
current source (e.g., another type of transistor described in Chapter 6). For a bipolar
transistor, Eq. (4.9) gives

d VBE
= Isexp~ZE 442
00 = g (1sexn 125 ) (4.42)
VBE

= — Jyexp-ZE 443
V7 s €Xp Vr ( )

Ic
_ < 4.44
- (4.44)

The close resemblance between this result and the small-signal resistance of diodes [Eq.
(3.58)] is no coincidence and will become clearer in the next chapter.

Equation (4.44) reveals that, as Ic increases, the transistor becomes a better amplifying
device by producing larger collector current excursions in response to a given signal level
applied between the base and the emitter. The transconductance may be expressed in Q7
or “siemens,” S. For example, if Ic = 1 mA, then with Vr = 26 mV, we have

gm =0.0385Q7! (4.45)
=0.0385S (4.46)
= O 1MD. R

38.5mS (4.47)

However, as we will see throughout this book, it is often helpful to view g, as the inverse
of a resistance; e.g., for Ir = 1 mA, we may write

1

8m
The concept of transconductance can be visualized with the aid of the transistor I/V char-
acteristics. As shown in Fig. 4.18, g,,, = dI¢ /dVpg simply represents the slope of Io-Vpg
characteristic at a given collector current, I¢o, and the corresponding base-emitter voltage,
ViEo. In other words, if Vg experiences a small perturbation £AV around Vg, then the
collector current displays a change of +g,, AV around Ir¢, where g,, = Ico/ V7. Thus, the

> -

AV

Figure 4.18 Illustration of transconductance.
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value of I must be chosen according to the required g, and, ultimately, the required gain.
We say the transistor is “biased” at a collector current of Iy, meaning the device carries a
bias (or “quiescent”) current of I in the absence of signals.’

Example
X ]

Solution

Consider the circuit shown in Fig. 4.19(a). What happens to the transconductance of O
if the area of the device is increased by a factor of n?

(b)

Figure 419 (a) One transistor and (b) n transistors providing transconductance.

Since Is o< Ag, Is is multiplied by the same factor. Thus, Ic = Iyexp (Vpg/Vr) also rises
by a factor of n because Vpg is constant. As a result, the transconductance increases
by a factor of n. From another perspective, if n identical transistors, each carrying a
collector current of I, are placed in parallel, then the composite device exhibits a
transconductance equal to » times that of each [Fig. 4.19(b)]. On the other hand, if the
total collector current remains unchanged, then so does the transconductance.

Exercise

Repeat the above example if Vg is reduced by Vr In n.

It is also possible to study the transconductance in the context of the Ic-V¢g charac-
teristics of the transistor with Vzg as a parameter. Illustrated in Fig. 4.20 for two different
bias currents Ic; and I¢», the plots reveal that a change of AV in Vg results in a greater
change in I¢ for operation around I, than around /-1 because g, > g1-

The derivation of g, in Egs. (4.42)—(4.44) suggests that the transconductance is fun-
damentally a function of the collector current rather than the base current. For example, if
Ic remains constant but g varies, then g, does not change but Iz does. For this reason, the
collector bias current plays a central role in the analysis and design, with the base current
viewed as secondary, often undesirable effect.

As shown in Fig. 4.10,the current produced by the transistor may flow through a
resistor to generate a proportional voltage. We exploit this concept in Chapter 5 to design
amplifiers.

4.4.4 Small-Signal Model

Electronic circuits, e.g., amplifiers, may incorporate a large number of transistors, thus
posing great difficulties in the analysis and design. Recall from Chapter 3 that diodes can

SUnless otherwise stated, we use the term “bias current” to refer to the collector bias current.
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Ich g

..... v Vee = Viy + AV
lea|s-- N S— Ve = VB1
9., AV
Ve

Figure 4.20 Transconductance for different collector bias currents.

be reduced to linear devices through the use of the small-signal model. A similar benefit
accrues if a small-signal model can be developed for transistors.

The derivation of the small-signal model from the large-signal counterpart is rela-
tively straightforward. We perturb the voltage difference between every two terminals
(while the third terminal remains at a constant potential), determine the changes in the
currents flowing through all terminals, and represent the results by proper circuit ele-
ments such as controlled current sources or resistors. Figure 4.21 depicts two conceptual
examples where Vpr or Vg is changed by AV and the changes in I, Iz, and I are
examined.

Figure 4.21 Excitation of bipolar transistor with small changes in (a) base-emitter and
(b) collector-emitter voltage.

Let us begin with a change in Vg while the collector voltage is constant (Fig. 4.22).We
know from the definition of transconductance that

Alc = gn AV3E, (4.49)

concluding that a voltage-controlled current source must be connected between the col-
lector and the emitter with a value equal to g,, AV. For simplicity, we denote AVzg by v,
and the change in the collector current by g, v, .
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Alc= gmAVBE Al
Vge + AV,
E:> I'sexp % tJI_VCE
B o o C B o o C o C
+ +
E:> A\CBE 9., AVge E:> V_n 9nVn Vr
E E
Figure 4.22 Development of small-signal model.
The change in Vg creates another change as well:
Al
Aly = TC (4.50)
8m
= FAVBE. (4.51)

That is, if the base-emitter voltage changes by AV, the current flowing between these
two terminals changes by (g,,/8)AVpEg. Since the voltage and current correspond to the
same two terminals, they can be related by Ohm’s Law, i.e., by a resistor placed between
the base and emitter having a value:

AVgE
= 4.52
r Al (4.52)
B
_F. (4.53)
8m

Thus, the forward-biased diode between the base and the emitter is modeled by a
small-signal resistance equal to B/g,. This result is expected because the diode carries
a bias current equal to Io/8 and, from Eq. (3.58), exhibits a small-signal resistance of
Vr/(Uc/B) = B(Vr/Ic) = B/gm-

We now turn our attention to the collector and apply a voltage change with respect to
the emitter (Fig. 4.23). As illustrated in Fig. 4.11, for a constant Vg, the collector voltage
has no effect on I or Ig because Ir = Isexp(Vpe/Vr) and Iy = Ic/B. Since AV leads to
no change in any of the terminal currents, the model developed in Fig. 4.22 need not be
altered.

How about a change in the collector-base voltage? As studied in Problem 4.18, such a
change also results in a zero change in the terminal currents.

VBE T- 1

Figure 4.23 Response of bipolar transistor to small change in V.
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The simple small-signal model developed in Fig. 4.22 serves as a powerful, versatile
tool in the analysis and design of bipolar circuits. We should remark that both parameters
of the model, g,, and r,, depend on the bias current of the device. With a high collector
bias current, a greater g,, is obtained, but the impedance between the base and emit-
ter falls to lower values. Studied in Chapter 5, this trade-off proves undesirable in some
cases.

Example
4.10

Solution

Consider the circuit shown in Fig. 4.24(a), where v; represents the signal generated by a
microphone, Iy = 3 x 1071 A, 8 = 100, and Q; operates in the active mode. (a) If v; = 0,
determine the small-signal parameters of Q1. (b) If the microphone generates a 1-mV
signal, how much change is observed in the collector and base currents?

Figure 4.24 (a) Transistor with bias and small-signal excitation, (b) small-signal equivalent circuit.

(a) Writing Io = Isexp(Vge/Vr), we obtain a collector bias current of 6.92 mA for
Ve = 800 mV. Thus,

Ic
= — 4.54
= (4.54)
1
[ — 4.
375Q° (4.55)
and
B
Fr = — (4.56)
8m
—375Q. (4.57)

(b) Drawing the small-signal equivalent of the circuit as shown in Fig. 4.24(b) and
recognizing that v, = vy, we obtain the change in the collector current as:

Ale = gmu1 (4.58)
1mV
= _—— 4.
3.75Q (4.59)

= 0.267 mA. (4.60)
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The equivalent circuit also predicts the change in the base current as
U1

Alg = . (4.61)
1mV

= —— 4.62

375 Q (4.62)

=2.67 uA, (4.63)

which is, of course, equal to Al /8.

Exercise

Repeat the above example if Is is halved.

The above example is not a useful circuit. The microphone signal produces a change
in I, but the result flows through the 1.8-V battery. In other words, the circuit generates
no output. On the other hand, if the collector current flows through a resistor, a useful
output is provided.

Example
4.11

Solution

The circuit of Fig. 4.24 (a) is modified as shown in Fig. 4.25, where resistor R¢c converts
the collector current to a voltage. (a) Verify that the transistor operates in the active
mode. (b) Determine the output signal level if the microphone produces a 1-mV signal.

= +
Rc= 100Q Vee=18V

Figure 425 Simple stage with bias and small-signal excitation.

(a) The collector bias current of 6.92 mA flows through Rc, leading to a potential drop
of Ic Rc = 692 mV. The collector voltage, which is equal to V,,,, is thus given by:

Vow = Vee — Rele (4.64)
— 1.108 V. (4.65)

Since the collector voltage (with respect to ground) is more positive than the base voltage,
the device operates in the active mode.

(b) As seen in the previous example, a 1-mV microphone signal leads to a
0.267-mA change in Ic. Upon flowing through Rc, this change yields a change of
0.267 mA x 100 2 = 26.7 mV in V,,;. The circuit therefore amplifies the input by a factor
of 26.7.

Exercise

What value of R¢ results in a zero collector-base voltage?
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Did you know?

The first revolution afforded by the transistor was
the concept of portable radios. Up to the 19403,
radios incorporated vacuum tubes, which required
very high supply voltages (e.9., 60 V) and hence
a bulky and heavy radio design. The transistor,
on the other hand, could operate with a few bat-
teries. The portable “transistor radio” was thus
introduced by Regency and Texas Instruments in
1954. Interestingly, a Japanese company called
Tsushin Kogyo had also been working on a tran-
sistor radio around that time and was eager to
enter the American market. Since the company’s
name was difficult to pronounce for westerners,
they picked the Latin word “eonus” for sound and
called themselves Sony.

The foregoing example demonstrates the amplifica-
tion capability of the transistor. We will study and quan-
tify the behavior of this and other amplifier topologies
in the next chapter.

Small-Signal Model of Supply Voltage We have
seen that the use of the small-signal model of diodes
and transistors can simplify the analysis considerably. In
such an analysis, other components in the circuit must
also be represented by a small-signal model. In partic-
ular, we must determine how the supply voltage, Vcc,
behaves with respect to small changes in the currents
and voltages of the circuit.

The key principle here is that the supply voltage
(ideally) remains constant even though various voltages
and currents within the circuit may change with time.
Since the supply does not change and since the small-
signal model of the circuit entails only changes in the

quantities, we observe that V¢ must be replaced with a zero voltage to signify the zero
change. Thus, we simply “ground” the supply voltage in small-signal analysis. Similarly, any
other constant voltage in the circuit is replaced with a ground connection. To emphasize
that such grounding holds for only signals, we sometimes say a node is an “ac ground.”

4.4.5 Early Effect

Our treatment of the bipolar transistor has thus far concentrated on the fundamental
principles, ignoring second-order effects in the device and their representation in the large-
signal and small-signal models. However, some circuits require attention to such effects if
meaningful results are to be obtained. The following example illustrates this point.

Example
4.12

Solution

Considering the circuit of Example 4.11, suppose we raise Rc to 200 Q and V¢ to 3.6 V.
Verify that the device operates in the active mode and compute the voltage gain.

The voltage drop across Rc now increases to 6.92 mA x 200 2 = 1.384 V, leading to a
collector voltage of 3.6 V — 1.384 V = 2.216 V and guaranteeing operation in the active
mode. Note that if V¢ is not doubled, then V,,,, = 1.8V —1.384 V =0.416 V and the
transistor is not in the forward active region.

Recall from part (b) of the above example that the change in the output volt-
age is equal to the change in the collector current multiplied by Rc. Since Rc is
doubled, the voltage gain must also double, reaching a value of 53.4. This result
is also obtained with the aid of the small-signal model. Illustrated in Fig. 4.26, the

Figure 4.26 Small-signal equivalent circuit of the stage shown in Fig. 4.25.

kg
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equivalent circuit yields vy = —gmvz Re = —gmv1 Rc and hence v, /v1 = —gnRc. With
gm = (3.75 Q)*1 and Rc = 200 2, we have v,,, /vy = —53.4.

Exercise

What happens if R¢ = 250 Q7?

This example points to an important trend: if R¢ increases, so does the voltage gain of
the circuit. Does this mean that, if Rc — oo, then the gain also grows indefinitely? Does
another mechanism in the circuit, perhaps in the transistor, limit the maximum gain that
can be achieved? Indeed, the “Early effect” translates to a nonideality in the device that
can limit the gain of amplifiers.

To understand this effect, we return to the internal operation of the transistor and
reexamine the claim shown in Fig. 4.11that “the collector current does not depend on the
collector voltage.” Consider the device shown in Fig. 4.27(a), where the collector voltage
is somewhat higher than the base voltage and the reverse bias across the junction creates
a certain depletion region width. Now suppose Vg is raised to Vg, [Fig. 4.27(b)], thus
increasing the reverse bias and widening the depletion region in the collector and base
areas. Since the base charge profile must still fall to zero at the edge of depletion region,
x5, the slope of the profile increases. Equivalently, the effective base width, W, in Eq. (4.8)
decreases, thereby increasing the collector current. Discovered by Early, this phenomenon
poses interesting problems in amplifier design (Chapter 5).

Figure 4.27 (a) Bipolar device with base and collector bias voltages, (b) effect of higher collector
voltage.

How is the Early effect represented in the transistor model? We must first modify Eq. (4.9)
to include this effect. It can be proved that the rise in the collector current with Vg can
be approximately expressed by a multiplicative factor:

AEqD n2 VBE VCE
Ir = —2%+ — 1)1+ -, 4.66
€= TN W (eXp Vi )( - VA) (466

VBE Vce
~ | I — )1+ ==). 4.67
<SCXP w)( +VA) (4.67)
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where Wp is assumed constant and the second factor, 1 + Vg / V4, models the Early effect.
The quantity V4 is called the “Early voltage.”

With .
Ich  Early Effect Ich Earl")‘/"glfect
: Veer _/\
' <e— Without I's exp Vo [T T without
Early Effect T Early Effect
VBe >

Vee

) (b)

Figure 4.28 Collector current as a function of (a) Vg and (b) Vg with and without
Early effect.

It is instructive to examine the I/V characteristics of Fig. 4.15 in the presence of the
Early effect. For a constant Vg, the dependence of Ic upon Vpr remains exponential but
with a somewhat greater slope [Fig. 4.28(a)]. On the other hand, for a constant Vg, the
Ic — Ve characteristic displays a nonzero slope [Fig. 4.28(b)]. In fact, differentiation of
Eq. (4.67) with respect to Vg yields

8l VsE 1
= I exp 225 ) (— 4.68
8Vee S(exp Vr ><VA> (4.68)
Ic
~ 4.69
Vi (4.69)

where it is assumed Vg < V4 and hence Ic ~ Isexp(Vpg/ V7). This is a reasonable ap-
proximation in most cases.

The variation of I with Vg in Fig. 4.28(b) reveals that the transistor in fact does
not operate as an ideal current source, requiring modification of the perspective shown in
Fig. 4.11(a). The transistor can still be viewed as a two-terminal device but with a current
that varies to some extent with Vg (Fig. 4.29).

Figure 4.29 Realistic model of bipolar transistor as a current source.
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2ol A bipolar transistor carries a collector current of 1 mA with Vg = 2 V. Determine the
— required base-emitter voltage if V4 = oo or V4 =20 V. Assume Iy =2 x 10716 A.

Solution  With V4 = oo, we have from Eq. (4.67)

I
Ve = Vrln= (4.70)
Is

=760.3mV. (4.71)

If V4 =20V, we rewrite Eq. (4.67) as

Ic 1

Ve =VrIn| ———— 4.72
BE Tin Is - @ ( )
Va
—757.8mV. (4.73)
In fact, for Vg <« V4, we have (1 + VCE/VA)f1 ~1—Veg/Va
1 V.
Vpe ~ Viln= 4+ Vrin(1 - =& (4.74)
Is Va
Ic Ve
~Vrin— — Vr——, 4.75
ringe = Ve (4.75)

where it is assumed In(1 — €) &~ —e fore < 1.

Exercise  Repeat the above example if two such transistors are placed in parallel.

Large-Signal and Small-Signal Models The presence of Early effect alters the tran-
sistor models developed in Sections 4.4.1 and 4.4.4. The large-signal model of Fig. 4.13
must now be modified to that in Fig. 4.30, where

VBE Vce
I = ([ — )1+ —= 4.
¢ <sexp VT)( * VA) (4.76)
1 VsE
In = —| I — 4.77
B B ( s EXp vy > ( )
Ir = I + Ip. (4.78)

Note that I is independent of Vg and still given by the base-emitter voltage.
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Figure 4.30 Large-signal model of bipolar transistor including Early effect.

For the small-signal model, we note that the controlled current source remains un-
changed and g, is expressed as

dlc

e 4.79
8n = Gy (4.79)
1 VaE Vee
Ic
= . 4.81
o (481)
Similarly,
rr = E (4.82)
8m
Vr
= B—. 4.83
o (483)

Considering that the collector current does vary with Vg, let us now apply a voltage
change at the collector and measure the resulting current change [Fig. 4.31(a)]:

V V. AV,
I + Al = (15 exp ﬂ) <1 + M) (4.84)
Vr Vi
It follows that
Ve \ AVce
Alc =1 —_— , 4.85
3 (SCXPVT> - (4.85)

which is consistent with Eq. (4.69). Since the voltage and current change correspond to
the same two terminals, they satisfy Ohm’s Law, yielding an equivalent resistor:

AVcE
= 4.86
0= 2% (456)
V,
__Va (4.87)
Vr
V,
~ A (4.88)
Ic

Depicted in Fig. 4.31(b), the small-signal model contains only one extra element, rop, to
represent the Early effect. Called the “output resistance,” ro plays a critical role in high-
gain amplifiers (Chapter 5). Note that both r, and r¢ are inversely proportionally to the
bias current, Ic.
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B o

+
AV 4 =
J_ 'm=Vn I Vr =

o C

WAl
-
o

m o—=

Vi
BE I_ =
() (b)

Figure 4.31 (a) Small change in V¢, and (b) small-signal model including Early effect.

2SSl A transistor is biased at a collector current of 1 mA. Determine the small-signal model
4.14 if f=100and V4 =15V.
Solution We have
Ic
= — 4.89
gm = (4.89)
1
— , 4.90
26 Q (4-90)
and
B
Fr = — 491
Sl (4.91)
= 2600 Q. (4.92)
Also,
1%
ro=-— (4.93)
Ic
=15kQ. (4.94)
Exercise ~ What early voltage is required if the output resistance must reach 25 kQ?

In the next chapter, we return to Example 4.12 and determine the gain of the amplifier
in the presence of the Early effect. We will conclude that the gain is eventually limited by
the transistor output resistance, ro. Figure 4.32 summarizes the concepts studied in this
section.

An important notion that has emerged from our study of the transistor is the concept
of biasing. We must create proper dc voltages and currents at the device terminals to
accomplish two goals: (1) guarantee operation in the active mode (Vzg > 0, Vg > 0);
e.g., the load resistance tied to the collector faces an upper limit for a given supply voltage
(Example 4.7); (2) establish a collector current that yields the required values for the small-
signal parameters g, o, and r,. The analysis of amplifiers in the next chapter exercises
these ideas extensively.

Finally, we should remark that the small-signal model of Fig. 4.31(b) does not reflect
the high-frequency limitations of the transistor. For example, the base-emitter and base-
collector junctions exhibit a depletion-region capacitance that impacts the speed. These
properties are studied in Chapter 11.
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Vi
Operation in Ic=lgexp _BE
Active Mode Vo

Large-Signal IIV Characteristrics Small-Signal
Model Model

Modified Small-Signal
Model

Figure 4.32 Summary of concepts studied thus far.

OPERATION OF BIPOLAR TRANSISTOR
IN SATURATION MODE

As mentioned in the previous section, it is desirable to operate bipolar devices in the
forward active region, where they act as voltage-controlled current sources. In this section,
we study the behavior of the device outside this region and the resulting difficulties.

Let us set Vpp to a typical value, e.g., 750 mV, and vary the collector voltage
from a high level to a low level [Fig. 4.33(a)]. As Vg approaches Vpg, and Vpe
goes from a negative value toward zero, the base-collector junction experiences less
reverse bias. For Verp = Vpg, the junction sustains a zero voltage difference, but its
depletion region still absorbs most of the electrons injected by the emitter into the
base. But what happens if Vg < Vg, i.e., Ve > 0 and the B-C junction is forward
biased? We say the transistor enters the “saturation region.” Suppose Vcr = 550 mV
and hence Vpc = +200mV. We know from Chapter 2 that a typical diode sustaining
200 mV of forward bias carries an extremely small current.! Thus, even in this case the

! About nine orders of magnitude less than one sustaining 750 mV: (750 mV — 200 mV)/
(60 mV/dec) ~ 9.2.
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Figure 4.33 (a) Bipolar transistor with forward-biased base-collector junction,
(b) flow of holes to collector.

transistor continues to operate as in the active mode, and we say the device is in “soft
saturation.”

If the collector voltage drops further, the B-C junction experiences greater forward
bias, carrying a significant current [Fig. 4.33(b)]. Consequently, a large number of holes
must be supplied to the base terminal—as if § is reduced. In other words, heavy saturation
leads to a sharp rise in the base current and hence a rapid fall in S.

Example
4.15

A bipolar transistor is biased with Vg = 750 mV and has a nominal 8 of 100. How much
B-C forward bias can the device tolerate if f must not degrade by more than 10% ? For

simplicity, assume base-collector and base-emitter junctions have identical structures
and doping levels.

Solution  If the base-collector junction is forward-biased so much that it carries a current equal to
one-tenth of the nominal base current, /3, then the 8 degrades by 10%. Since Iy = 1 /100,
the B-C junction must carry no more than /- /1000. We therefore ask, what B-C voltage
results in a current of Ic /1000 if Vg = 750 mV gives a collector current of Ic ? Assuming
identical B-E and B-C junctions, we have

I Ic /1000
Vir — Ve =V IniC — vy nic/ (4.95)
Is s
= V7 1n 1000 (4.96)
~ 180 mV. (4.97)
That is, Vge = 570 mV.
Exercise ~ Repeat the above example if Vg = 800 mV.

It is instructive to study the transistor large-signal model and I-V characteristics in
the saturation region. We construct the model as shown in Fig. 4.34(a), including the
base-collector diode. Note that the net collector current decreases as the device enters
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Figure 4.34 (a) Model of bipolar transistor including saturation effects, (b) case of open collector
terminal.

saturation because part of the controlled current Is; exp (Vg/ Vr) is provided by the B-C
diode and need not flow from the collector terminal. In fact, as illustrated in Fig. 4.34(b),
if the collector is left open, then Dpc is forward-biased so much that its current becomes
equal to the controlled current.

The above observations lead to the Io-Vg characteristics depicted in Fig. 4.35, where
Ic begins to fall for Vg less than Vi, about a few hundred millivolts. The term “saturation”
is used because increasing the base current in this region of operation leads to little change
in the collector current.

Saturation
* _ Forward
Active Region
+

IV1

Vee

Figure 4.35 Transistor I/V characteristics in different regions of operation.

In addition to a drop in 8, the speed of bipolar transistors also degrades in saturation
(Chapter 11). Thus, electronic circuits rarely allow operation of bipolar devices in this
mode. As a rule of thumb, we permit soft saturation with Ve < 400 mV because the
current in the B-Cjunction is negligible, provided that various tolerances in the component
values do not drive the device into deep saturation.

It is important to recognize that the transistor simply draws a current from any com-
ponent tied to its collector, e.g., a resistor. Thus, it is the external component that defines
the collector voltage and hence the region of operation.
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Example
4.16

For the circuit of Fig. 4.36, determine the relationship between R¢ and V¢ that guaran-
tees operation in soft saturation or active region.

Acceptable
Region

@) (b)

Figure 4.36 (a) Simple stage, (b) acceptable range of V¢ and Rc.

Solution In soft saturation, the collector current is still equal to Isexp (Vpg/Vr). The collector
voltage must not fall below the base voltage by more than 400 mV:
Vee — Rele > Ve — 400 mV. (498)
Thus,
Vee > IcRe + (VBE — 400 l’IlV) (499)
For a given value of R¢, V¢ must be sufficiently large so that Ve — Ic R still maintains
a reasonable collector voltage.
Exercise  Determine the maximum tolerable value of R¢.

In the deep saturation region, the collector-emitter voltage approaches a con-
stant value called Vg, (about 200 mV). Under this condition, the transistor bears
no resemblance to a controlled current source and can be modeled as shown in Fig.
4.37.(The battery tied between C and E indicates that Vg is relatively constant in deep
saturation.)

o C
200 mV

B 1+ L

800 mV -I-_I_-,-

E

Figure 4.37 Transistor model in deep saturation.

THE PNP TRANSISTOR

We have thus far studied the structure and properties of the npn transistor, i.e., with the
emitter and collector made of n-type materials and the base made of a p-type material.
We may naturally wonder if the dopant polarities can be inverted in the three regions,
forming a “pnp” device. More importantly, we may wonder why such a device would be
useful.
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4.6.1 Structure and Operation

Figure 4.38(a) shows the structure of a pnp transistor, emphasizing that the emitter is heav-
ily doped. As with the npn counterpart, operation in the active region requires forward-
biasing the base-emitter junction and reverse-biasing the collector junction. Thus, Vzr < 0
and Vpc > 0. Under this condition, majority carriers in the emitter (holes) are injected
into the base and swept away into the collector. Also, a linear profile of holes is formed
in the base region to allow diffusion. A small number of base majority carriers (electrons)
are injected into the emitter or recombined with the holes in the base region, thus creating
the base current. Figure 4.38(b) illustrates the flow of the carriers. All of the operation
principles and equations described for npn transistors apply to pnp devices as well.

L
=T

Hole
Density

— Ve e

+|II

Vee T3

©

(d)

Figure 4.38 (a) Structure of pnp transistor, (b) current flow in pnp transistor, (c) proper biasing,
(d) more intuitive view of (c).

Figure 4.38(c) depicts the symbol of the pnp transistor along with constant voltage
sources that bias the device in the active region. In contrast to the biasing of the npn
transistor in Fig. 4.6, here the base and collector voltages are lower than the emitter voltage.
Following our convention of placing more positive nodes on the top of the page, we redraw
the circuit as in Fig. 4.38(d) to emphasize Vgp > 0 and Vpc > 0 and to illustrate the actual
direction of current flow into each terminal.

4.6.2 Large-Signal Model

The current and voltage polarities in npn and pnp transistors can be confusing. We address
thisissue by making the following observations. (1) The (conventional) current always flows
from a positive supply (i.e., top of the page) toward a lower potential (i.e., bottom of the
page). Figure 4.39(a) shows two branches employing npn and pnp transistors, illustrating
that the (conventional) current flows from collector to emitter in npn devices and from
emitter to collector in pnp counterparts. Since the base current must be included in the
emitter current, we note that Iz, and o1 add up to Ig;, whereas g “loses” Ip, before
emerging as Iry. (2) The distinction between active and saturation regions is based on the
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Figure 4.39 (a) Voltage and current polarities in npn and pnp transistors, (b) illustration of active
and saturation regions.

B-C junction bias. The different cases are summarized in Fig. 4.39(b), where the relative
position of the base and collector nodes signifies their potential difference. We note that
an npn transistor is in the active mode if the collector (voltage) is not lower than the base
(voltage). For the pnp device, on the other hand, the collector must not be higher than the
base. (3) The npn current equations (4.23)—(4.25) must be modified as follows for the pnp
device:

Vi
Ic = Isexp—2 (4.100)
Vr
Is VEs
L5 4101
5= exXp ( )
B+1 Ve
Iy = I —_— 4.102
E 3 sexp s ( )

where the current directions are defined in Fig. 4.40. The only difference between
the npn and pnp equations relates to the base-emitter voltage that appears in the

Figure 4.40 Large-signal model of pnp transistor.
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exponent, an expected result because Vpr < 0 for pnp devices and must be changed to
Vg to create a large exponential term. Also, the Early effect can be included as

%
I = (15 exp ‘%{*) (1 + V%f) (4.103)

2l n the circuit shown in Fig. 4.41, determine the terminal currents of Q; and verify oper-
4.17 ation in the forward active region. Assume Is =2 x 1071% A and 8 = 50, but V4 = oo.

1.2 V=L

Figure 441 Simple stage using a pnp transistor.

Solution We have Vg =2V — 1.2V =0.8V and hence

Ic = Isexp V7ETB (4.104)
=4.61 mA. (4.105)
It follows that
Is =922 uA (4.106)
Iz =470 mA. (4.107)

We must now compute the collector voltage and hence the bias across the B-C junction.
Since R¢ carries I,

Vy = Rele (4.108)
=0.922V, (4.109)

which is lower than the base voltage. Invoking the illustration in Fig. 4.39(b), we conclude
that O operates in the active mode and the use of equations (4.100)—(4.102) is justified.

Exercise ~ What is the maximum value of R if the transistor must remain in soft saturation?

We should mention that some books assume all of the transistor terminal currents
flow into the device, thus requiring that the right-hand side of Egs. (4.100) and (4.101) be
multiplied by a negative sign. We nonetheless continue with our notation as it reflects the
actual direction of currents and proves more efficient in the analysis of circuits containing
many npn and pnp transistors.
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Example
4.18

In the circuit of Fig. 4.42,V;, represents a signal generated by a microphone. Determine
Vou for Vi, =0and Vj,, = +5mVif Iy = 1.5 x 1071° A,

+
Vcc_____ 25V
Figure 442 PNP stage with bias and small-signal voltages.
Solution For Vj,, =0, Vg = +800mV and we have
Vi
Iely,=0 = Isexp—=2 (4.110)
Vr
=3.46mA, (4.111)
and hence
Vour = 1.038 V. (4.112)
If V;, increases to +5mV, Vig = +795 mV and
IC |Vm:+5 mV = 2.85 l’IlA, (4113)
yielding
Vour = 0.856 V. (4.114)
Note that as the base voltage rises, the collector voltage falls, a behavior similar to that
of the npn counterparts in Fig. 4.25. Since a 5-mV change in Vj, gives a 182-mV change
in V,,, the voltage gain is equal to 36.4. These results are more readily obtained through
the use of the small-signal model.
Exercise  Determine V,,, if V;, = —5mV.

4.6.3 Small-Signal Model

Since the small-signal model represents
changes in the voltages and currents, we ex-
pect npn and pnp transistors to have similar
models. Depicted in Fig. 4.43(a), the small-
signal model of the pnp transistor is indeed
identical to that of the npn device. Following
the convention in Fig. 4.38(d), we sometimes
draw the model as shown in Fig. 4.43(b).
The reader may notice that the terminal
currents in the small-signal model bear an

Did you know?

Some of the early low-cost radios used only two
germanium (rather than silicon) pnp transistors
to form two amplifier stages. (Silicon transistors
became manufacturable later.) However, these ra-
dios had poor performance and could receive only
ohe or two stations. For this reason, many man-
ufacturers would proudly print the humber of the
transistors inside a radio on its front panel along
with the brand name, e.g., “Admiral—Eight Tran-
sistors.”

opposite direction with respect to those in the large-signal model of Fig. 4.40. This is not

an inconsistency and is studied in Problem 4.50.
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(b)

Figure 4.43 (a) Small-signal model of pnp transistor, (b) more intuitive view of (a).

The small-signal model of pnp transistors may cause confusion, especially if drawn
as in Fig. 4.43(b). In analogy with npn transistors, one may automatically assume that the
“top” terminal is the collector and hence the model in Fig. 4.43(b) is not identical to that
in Fig. 4.31(b). We caution the reader about this confusion. A few examples prove helpful
here.

Example
4.19

If the collector and base of a bipolar transistor are tied together, a two-terminal de-
vice results. Determine the small-signal impedance of the devices shown in Fig. 4.44(a).

Assume V4 = oo.
Ix
Q2
Q1 vx(O OLMN
(@) (b)
Figure 4.44
Solution We replace the bipolar transistor Q; with its small-signal model and apply a small-signal
voltage across the device [Fig. 4.44(b)]. Noting that r,; carries a current equal to vy/ry,
we write a KCL at the input node:
Lo A —— (4.115)
r7T
Since g,,r, = B > 1, we have
1
e (4.116)
lx gmt+r;
1
N~ (4.117)
8m
%
- T (4.118)
Ie
Interestingly, with a bias current of /-, the device exhibits an impedance similar to that
of a diode carrying the same bias current. We call this structure a “diode-connected
transistor.” The same results apply to the pnp configuration in Fig. 4.44(a).
Exercise ~ What is the impedance of a diode-connected device operating at a current of 1 mA?
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2ol Draw the small-signal equivalent circuits for the topologies shown in Figs. 4.45(a)—(c)
— and compare the results.

(d)

o
+
v
1] out
* +
Vout L =
+
(e)
0
+
vV,
1] out
" +
Vout L =
= +

)

Figure 445 (a) Simple stage using an npn transistor, (b) simple stage using a pnp transistor,
(c) another pnp stage, (d) small-signal equivalent of (a), (¢) small-signal equivalent of (b),
(f) small-signal equivalent of (f).

Solution  As illustrated in Figs. 4.45(d)—(f), we replace each transistor with its small-signal model
and ground the supply voltage. It is seen that all three topologies reduce to the same
equivalent circuit because V¢ is grounded in the small-signal representation.

Exercise  Repeat the preceding example if a resistor is placed between the collector and base of
each transistor.
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Draw the small-signal equivalent circuit for the amplifier shown in Fig. 4.46(a).
4.21

VCC
—in l_hl

I'm2 % Vi2 é)gmzvnz =rop
- L 2 O

=101
S Rea

Ry
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Figure 4.46 (a) Stage using npn and pnp devices, (b) small-signal equivalent of (a).

Solution  Figure 4.46(b) depicts the equivalent circuit. Note that o1, Rc1,and r,; appear in parallel.
Such observations simplify the analysis (Chapter 5).

Show that the circuit depicted in Fig. 4.47 has the same small-signal model as the above
amplifier.

Exercise

Figure 447 Stage using two npn devices.

CHAPTER SUMMARY

e A voltage-dependent current source can form an amplifier along with a load resis-
tor. Bipolar transistors are electronic devices that can operate as voltage-dependent

current sources.

e The bipolar transistor consists of two pn junctions and three terminals: base, emitter,
and collector. The carriers flow from the emitter to the collector and are controlled
by the base.

e For proper operation, the base-emitter junction is forward-biased and the base-
collector junction reverse-biased (forward active region). Carriers injected by the
emitter into the base approach the edge of collector depletion region and are swept
away by the high electric field.
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The base terminal must provide a small flow of carriers, some of which go to the
emitter and some others recombine in the base region. The ratio of collector current
and base current is denoted by B.

In the forward active region, the bipolar transistor exhibits an exponential relationship
between its collector current and base-emitter voltage.

In the forward active region, a bipolar transistor behaves as a constant current source.
The large-signal model of the bipolar transistor consists of an exponential voltage-
dependent current source tied between the collector and emitter, and a diode (ac-

counting for the base current) tied between the base and emitter.

e The transconductance of a bipolar transistor is given by g, = Ic/Vr and remains

independent of the device dimensions.

e The small-signal model of bipolar transistors consists of a linear voltage-dependent
current source, a resistance tied between the base and emitter, and an output resis-

tance.

e Ifthe base-collector junction is forward-biased, the bipolar transistor enters saturation

and its performance degrades.

e The small-signal models of npn and pnp transistors are identical.

PROBLEMS

In the following problems, unless otherwise
stated, assume the bipolar transistors operate
in the active mode.

Section 4.1 General Considerations

4.1.

4.2,

4.3.

Suppose the voltage-dependent current
source of Fig. 4.1(a) is constructed with
K =20mA/V. What value of load resis-
tance in Fig. 4.1(b) is necessary to achieve a
voltage gain of 15?

A resistance of Ry is placed in series with the
input voltage source in Fig. 4.2. Determine
‘/{)Lt[/ ‘/in .

Repeat Problem 4.2 but assuming that r;,
and K are related: r;;, = a/x and K = bx.
Plot the voltage gain as a function of x.

Section 4.3 Operation of Bipolar Transistor
in Active Mode

4.4.

Due to a manufacturing error, the base
width of a bipolar transistor has increased
by a factor of two. How does the collector
current change?

4.5. In the circuit of Fig. 4.48,

I = I =3 % 10710 A.

(a) Calculate Vp such that Iy = 1 mA.

(b) With the value of Vp found in (a),
choose Ig3 such that Iy = 2.5 mA.

Figure 4.48

4.6. In the circuit of Fig. 4.49, it is observed that

the collector currents of Q1 and O, are equal
if Vge1 — Vaer = 20mV. Determine the ra-
tio of transistor cross section areas if the
other device parameters are identical.

lc1 lc2

Q1 Q2

+ +
VBE1 T VBE2 T =

Figure 4.49
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4.7. Consider the circuit shown in Fig. 4.50.
(a) If Is1 =2 =5 x 10-1° A, determine
Vg such that Iy = 1.2 mA.
(b) What value of R¢ places the transistors
at the edge of the active mode?
ReZ "_LI Vee=25V
Y /x 5

Q1 ] Q2

Figure 4.50

4.8. Repeat Problem 4.7 if V¢ is lowered to
1.5V.

4.9. Calculate Vy in Fig. 4.51if Is = 6 x 1071© A,

Figure 4.51

4.10.In the circuit of Fig. 4.52, determine
the maximum value of V¢ that places

Q; at the edge of saturation. Assume
Is=3x10"10 A,

RcE 1kQ
Vee =2V

T

R1

10k Q

Figure 4.52

4.11. Consider the circuit shown in Fig. 4.53.
Calculate the value of Vp that places O
at the edge of the active region. Assume
Is=5x10"1° A,

Vs

Figure 4.53

4.12. An integrated circuit requires two current
sources: I = 1mA and I, = 1.5mA. As-
suming that only integer multiples of a unit
bipolar transistor having Iy =3 x 10716 A
can be placed in parallel, and only a single
voltage source, V3, is available (Fig. 4.54),
construct the required circuit with minimum
number of unit transistors.

Unit
Transistor

Figure 4.54

4.13. Repeat Problem 4.12 for three current
sources [; =02mA, L, =03mA, and
I; = 0.45mA.

4.14. Consider the circuit shown in Fig. 4.55,
assuming B =100 and Ig =7 x 1071° A.
If Ri =10k, determine Vp such that
IC = 1 mA.

R1

+

Vs
I_ =
Figure 4.55

4.15. In the circuit of Fig. 4.55, V = 800 mV and
Rp = 10kQ. Calculate the collector cur-
rent.

4.16.In the circuit depicted in Fig. 4.56,
Iy =2I =4 x 10_16 A If BL=pH = 100
and R; =5kQ, compute Vp such that
IX = 1 mA.

Wl

;.

Figure 4.56
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4.17. In the circuit of Fig. 4.56,Is; =3 x 10719 A,  4.23. A fictitious bipolar transistor exhibits an

4.18.

Iy = 5 x 10_16 A,ﬂ1 =B = 100,Ry =5k,
and Vp = 800 mV. Calculate Iy and Iy.

The base-emitter junction of a transistor is
driven by a constant voltage. Suppose a volt-
age source is applied between the base and
collector. If the device operates in the for-
ward active region, prove that a change in
base-collector voltage results in no change
in the collector and base currents. (Neglect
the Early effect.)

Section 4.4 Bipolar Transistor Models and
Characteristics

4.19.

4.20.

4.21.

4.22,

Most applications require that the transcon-
ductance of a transistor remain relatively
constant as the signal level varies. Of course,
since the signal changes the collector cur-
rent, g, = Ic/Vr, does vary. Nonetheless,
proper design ensures negligible variation,
e.g., £10%. If a bipolar device is biased at
Ic = 1mA, whatisthelargest change in Vg
that guarantees only £10% variation in g,,?

A transistor with Iy =6 x 1071® A must
provide a transconductance of 1/(13 Q).
What base-emitter voltage is required?

Determine the operating point and the
small-signal model of Q; for each of
the circuits shown in Fig. 4.57. Assume
Is =8 x 107 A, 8 =100, and V4 = oo.

Determine the operating point and the
small-signal model of Q; for each of
the circuits shown in Fig. 4.58. Assume
Is =8x 10719 A, B =100, and V4 = oo.

Ic-VpE characteristic given by

v,
Ic = Isexp ﬁ (4.119)

where n is a constant coefficient. Construct
the small-signal model of the device if I is
still equal to B1p.

Figure 4.58

“4,24. A fictitious bipolar transistor exhibits the

4.25.

following relationship between its base and
collector currents:

(4.120)

where a is a constant coefficient. Construct
the small-signal model of the device if I is
still equal to Isexp (Vge/ Vr).

Ic = al%,

The collector voltage of a bipolar transistor
varies from 1 V to3V while the base-emitter
voltage remains constant. What Early volt-
age is necessary to ensure that the collector
current changes by less than 5%?

Figure 4.57
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*“4.26. In the circuit of Fig. 4.59, Iy = 5 x 1077 A. *4.31. Consider the circuit shown in Fig. 4.62,
Determine Vy for (a) V4 = oo, and (b) where /; is a 1-mA ideal current source and
Vi=5V. I =3 %1017 A,

Vg=08V Vg

Figure 4.59 Figure 4.62
4.27. In the circuit of Fig. 4.60, V¢ changes from
2.5to 3 V. Assuming Is = 1 x 1077 A and (a) Assuming V4 = oo, determine Vp such
V4 = 5V, determine the change in the col- that Ic = 1 mA.
lector current of Q. (b) If V4 =5V, determine Vp such that
4.28. In Problem 4.27, we wish to decrease Vi to Ic = 1mA for a collector-emitter volt-
compensate for the change in . Determine ageof LS V.
the new value of V3. 4.32. Consider the circuit shown in Fig. 4.63,

where Iy = 6 x 1071° A and V4 = oo.

(a) Determine Vg such that Q; operates at
the edge of the active region.

(b) If we allow soft saturation, e.g., a
collector-base forward bias of 200 mV,
by how much can Vp increase?

Figure 4.60

4.29.In the circuit of Fig. 4.61, n identi-
cal transistors are placed in parallel. If
Iy =5x%x 107 A and V4, = 8V for each de-
vice, construct the small-signal model of the
equivalent transistor.

Vg

Figure 4.63

ees 4.33. For the circuit depicted in Fig. 4.64, calculate
the maximum value of V¢ that produces a
collector-base forward bias of 200 mV. As-

Vg=08V sume Is = 7 x 1071 A and V4 = cc.

Figure 4.61

4.30. A bipolar current source is designed for
an output current of 2 mA. What value of
V4 guarantees an output resistance greater
than 10 kQ2? Figure 4.64




4.34. Consider the circuit shown in Fig. 4.65,
where Iy = 5 x 1071 A and V, = co. If Vp
is chosen to forward-bias the base-collector
junction by 200 mV, what is the collector
current?

Figure 4.65

“4,35. Assume Iy =2 x 1077 A, V4, =00, and
B =100 in Fig. 4.66. What is the maximum
value of R if the collector-base must expe-
rience a forward bias of less than 200 mV?

100k Q =

Figure 4.66

4.36. In the circuit of Fig. 4.67, g =100 and
V4 = oo. Calculate the value of I such
that the base-collector junction is forward-

biased by 200 mV.
RcZE9kQ
T Vee=2.5V
Rp = 1kQ -
iy
Figure 4.67

Section 4.6 pnp Transistor

4.37.1f Iy, =315, = 6 x 1071° A, calculate Iy in
Fig. 4.68.

+—I—O.82 \%

Figure 4.68

“4.43. Determine the operating point
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4.38. In the circuit of Fig. 4.69, it is observed that
Ic =3mA.If 8 = 100, calculate Is.

Figure 4.69

4.39. Determine the collector current of O in Fig.
4.70if Iy =2 x 1077 A and B8 = 100.

Figure 4.70

4.40. Determine the value of Is in Fig. 4.71 such
that Q; operates at the edge of the active
mode.

+
Vg=12V =

Figure 4.71

What is the value of g that places O at the
edge of the active mode in Fig. 4.72?7 As-
sume Is = 8 x 10710 A.

4.41.

Figure 4.72

4.42. Calculate the collector current of Qp in
Fig. 4.73if I = 3 x 10717 A.

Figure 4.73

and the
small-signal model of Q; for each of
the circuits shown in Fig. 4.74. Assume
Is =3 x 1077 A, p =100, and V4 = oo.
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Figure 4.74

4.44. In the circuit of Fig. 4.75, g =5 x 10717 A.
Calculate Vy for (a) V4 =o0, and (b)
Vy=6V.

Figure 4.75

“4.45. Determine the operating point and the
small-signal model of Q; for each of
the circuits shown in Fig. 4.76. Assume
Is =3 x 107" A, B =100, and V4 = oo.

Figure 4.76

4.46. A pnp current source must provide an out-
put current of 2 mA with an output resis-

tance of 60 k2. What is the required Early
voltage?

4.47. Repeat Problem 4.46 for a current of 1 mA

and compare the results.

“4.48. Suppose V4 = 5 Vin the circuit of Fig. 4.77.

Figure 4.77

(a) What value of s places Q; at the edge
of the active mode?

(b) How does the result in (a) change if
VA = 00?

“4.49. Consider the circuit depicted in Fig.

4,78, where Iy = 6 x 1071° A, V4 =5V, and
I, =2mA.

Figure 4.78

(a) What value of Vj yields Vxy = 1V?

(b) If Vi changes from the value found in
(a) by 0.1 mV, what is the change in Vx?

(c) Construct the small-signal model of the
transistor.

*4.50. The terminal currents in the small-signal

model of Fig. 4.43 do not seem to agree with
those in the large-signal model of Fig. 4.40.
Explain why this is not an inconsistency.
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4.51.1In the circuit of Fig. 4.79, B =100 and Assume Iy =5x10"10 A, B = 100,
VA = OQ. VA = OQ.

(a) Determine I such that Q; experiences .., 4.53. Consid . . .

4,53, th t sh Fig. 4.81

a collector-base forward bias of 200 mV. onsider the circuit Shown 1 Flg ’

where I = 31, = 5 x 10716 A, B = 100,
(b) Calculate the transconductance of the B = 50, V4 = 00, and Re = 500 €.

transistor. (a) We wish to forward-bias the collector-

base junction of O, by no more than
200 mV. What is the maximum allow-
able value of V;,,?
25V (b) With the value found in (a), calculate
the small-signal parameters of Q; and
= (0, and construct the equivalent circuit.

360 kQ

Figure 4.79 “+4.54. Repeat Problem 4.53 for the circuit depicted

in Fig. 4.82 but for part (a), determine the

*%4.52, Determine the region of operation of O minimum allowable value of Vj,,. Verify that
in each of the circuits shown in Fig. 4.80. QO operates in the active mode.

Figure 4.80

Figure 4.81 Figure 4.82
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*+4.55. Repeat Problem 4.53 for the circuit illus- T L, —osy
trated in Fig. 4.83. Re T
Q1 Vou
+ +
Re T Vee=25V Vin(). Q>
Q1 Vou ) b ;
Vi i 0, Figure 4.84
= = (a) What value of V;, yields a collector cur-
Figure 4.83 rent of 2 mA for Q,?
++4,56. In the circuit of Fig. 4.84, (b) With the value found in (a), calculate
Iy =215, = 6 x 10717 A, the small-signal parameters of O and
B1 = 80 and B, = 100. (0, and construct the equivalent circuit.

SPICE PROBLEMS

In the following problems, assume Is ,,, = 4.58. Repeat Problem 4.57 for the stage depicted
5x 10710 A, Bupn =100, V4 o =5V, Is ppp = in Fig. 4.86. At what value of Vj, does O
8 x 1071 A, By =50, VA pup = 3.5 V. carry a collector current of 1 mA?

4.57. Plot the input/output characteristic of the cir-
cuit shown in Fig. 4.85 for 0 < V},, <2.5 V.
What value of V, places the transistor at the
edge of saturation?

Figure 4.86

Vg=09V
B 4.59.Plot Iy and I, as a function of

Vin for the circuits shown in Fig. 4.87
for0 < Vi, < 1.8 V. Explain the dramatic
difference between the two.

Figure 4.85

) (b)

Figure 4.87
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4.60.Plot the input/output characteristic 4.61.Plot the input/output characteristic of the

of the circuit illustrated in Fig. 4.88 stage shown in Fig. 4.89 for0 < V;, <2.5V.
for 0 <V, <2V. What value of V,, At what value of V;, do Oy and Q; carry
yields a transconductance of (50 Q)_1 equal collector currents? Can you explain
for 01? this result intuitively?

Figure 4.88 Figure 4.89



Bipolar Amplifiers

With the physics and operation of bipolar transistors described in Chapter 4, we
now deal with amplifier circuits employing such devices. While the field of microelec-
tronics involves much more than amplifiers, our study of cellphones and digital cameras
in Chapter 1 indicates the extremely wide usage of amplification, motivating us to master
the analysis and design of such building blocks. This chapter proceeds as follows.

General Concepts Operating Point Analysis Amplifier Topologies
¢ Input and Output ) e Simple Biasing ) e Common-Emitter
Impedances « Emitter Degeneration Stage
* Biasing « Self-Biasing » Common-Base Stage
¢ DC and Small-Signal « Biasing of PNP Devices ¢ Emitter Follower
Analysis

5.1

170

Building the foundation for the remainder of this book, this chapter is quite long. Most
of the concepts introduced here are invoked again in Chapter 7 (MOS amplifiers). The
reader is therefore encouraged to take frequent breaks and absorb the material in small
doses.

GENERAL CONSIDERATIONS

Recall from Chapter 4 that a voltage-controlled current source along with a load resistor
can form an amplifier. In general, an amplifier produces an output (voltage or current) that
is a magnified version of the input (voltage or current). Since most electronic circuits both
sense and produce voltage quantities,! our discussion primarily centers around “voltage
amplifiers” and the concept of “voltage gain,” v,/ viy-

What other aspects of an amplifier’s performance are important? Three parameters
that readily come to mind are (1) power dissipation (e.g., because it determines the bat-
tery lifetime in a cellphone or a digital camera); (2) speed (e.g., some amplifiers in a cell-
phone or analog-to-digital converters in a digital camera must operate at high frequencies);

'Exceptions are described in Chapter 12.
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(3) noise (e.g., the front-end amplifier in a cellphone or a digital camera processes small
signals and must introduce negligible noise of its own).

5.1.1 Input and Output Impedances

In addition to the above parameters, the input and output (I/O) impedances of an ampli-
fier play a critical role in its capability to interface with preceding and following stages.
To understand this concept, let us first determine the I/O impedances of an ideal
voltage amplifier. At the input, the circuit must operate as a voltmeter, i.e., sense a voltage
without disturbing (loading) the preceding stage. The ideal input impedance is therefore
infinite. At the output, the circuit must behave as a voltage source, i.e., deliver a cons-
tant signal level to any load impedance. Thus, the ideal output impedance is equal to
Zero.

In reality, the I/O impedances of a voltage amplifier may considerably depart from the
ideal values, requiring attention to the interface with other stages. The following example
illustrates the issue.

An amplifier with a voltage gain of 10 senses a signal generated by a microphone and
applies the amplified output to a speaker [Fig. 5.1(a)]. Assume the microphone can be
modeled with a voltage source having a 10-mV peak-to-peak signal and a series resistance
of 200 2. Also assume the speaker can be represented by an 8- resistor.

Microphone Amplifier Speaker

Ay=10 \

8Q

@)

(b) ©

Figure 5.1 (a) Simple audio system, (b) signal loss due to amplifier input impedance,
(c) signal loss due to amplifier output impedance.
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(a) Determine the signal level sensed by the amplifier if the circuit has an input
impedance of 2 k2 or 500 .

(b) Determine the signal level delivered to the speaker if the circuit has an output
impedance of 10 © or 2 Q.

Solution  (a) Figure 5.1(b) shows the interface between the microphone and the amplifier. The
voltage sensed by the amplifier is therefore given by
Rin
V= ————— . 5.1
! Rin + Rm ( )
For R;, = 2k,

v = 0.91v,, (5.2)
only 9% less than the microphone signal level. On the other hand, for R;, =
500 €,

vi = 0.71v,, (53)
i.e., nearly 30% loss. It is therefore desirable to maximize the input impedance in this
case.

(b) Drawing the interface between the amplifier and the speaker as in Fig. 5.1(c),
we have
R
Vour = 7Lvamp~ (54)
RL + Ramp
For Rymp =10,
Vour = 0.440,4p, (5.5)
a substantial attenuation. For R, =2 €,
Vour = 0.8Vzmp. (5.6)
Thus, the output impedance of the amplifier must be minimized.
Exercise  If the signal delivered to the speaker is equal to 0.2v,,, find the ratio of R, and R; ..

The importance of I/O impedances encourages us to carefully prescribe the method
of measuring them. As with the impedance of two-terminal devices such as resistors and
capacitors, the input (output) impedance is measured between the input (output) nodes of
the circuit while all independent sources in the circuit are set to zero.? Illustrated in Fig. 5.2,
the method involves applying a voltage source to the two nodes (also called “ports”)
of interest, measuring the resulting current, and defining vy/ix as the impedance. Also
shown are arrows to denote “looking into” the input or output port and the corresponding
impedance.

The reader may wonder why the output port in Fig. 5.2(a) is left open whereas the
input port in Fig. 5.2(b) is shorted. Since a voltage amplifier is driven by a voltage source
during normal operation, and since all independent sources must be set to zero, the input

2Recall that a zero voltage source is replaced by a short and a zero current source by an open.
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—o
Short.
—o

@) (b)

Figure 5.2 Measurement of (a) input and (b) output impedances.

Output
Port
X

portin Fig. 5.2(b) must be shorted to represent a zero voltage source. That is, the procedure
for calculating the output impedance is identical to that used for obtaining the Thevenin
impedance of a circuit (Chapter 1). In Fig. 5.2(a), on the other hand, the output remains
open because it is not connected to any external sources.

Determining the transfer of signals from one stage to the next, the I/O impedances
are usually regarded as small-signal quantities—with the tacit assumption that the sig-
nal levels are indeed small. For example, the input impedance is obtained by apply-
ing a small change in the input voltage and measuring the resulting change in the in-
put current. The small-signal models of semiconductor devices therefore prove crucial
here.

Assuming that the transistor operates in the forward active region, determine the input
impedance of the circuit shown in Fig. 5.3(a).

v, "
cc
Rc=
Re iy
+
aF r
Vy 'n=Vn é}g i =r
Vin Q1 4 _ o

@

Figure 5.3 (a) Simple amplifier stage, (b) small-signal model.

Solution  Constructing the small-signal equivalent circuit depicted in Fig. 5.3(b), we note that the
input impedance is simply given by
LR (5.7)
Iy
Since r, = 8/gm = BVr/Ic, we conclude that a higher g or lower I¢ yield a higher input
impedance.
Exercise ~ What happens if R¢ is doubled?
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o I o O
|_> Short <—I
Ri, Rout

(@) (b)

Figure 5.4 Concept of impedance seen at a node.

To simplify the notations and diagrams, we often refer to the impedance seen at a node
rather than between two nodes (i.e., at a port). As illustrated in Fig. 5.4, such a convention
simply assumes that the other node is the ground, i.e., the test voltage source is applied
between the node of interest and ground.

Calculate the impedance seen looking into the collector of Q; in Fig. 5.5(a).

l_f p——o

<—| = rnigv-:t 9.Vn =r <—|

Vin Ql Rout —I - © Rout
@ (b)

Figure 5.5 (a) Impedance seen at collector, (b) small-signal model.

Solution  Setting the input voltage to zero and using the small-signal model in Fig. 5.5(b), we note
that v, =0, g,v, = 0, and hence R,,; = ro.
Exercise ~ What happens if a resistance of value R; is placed in series with the base?

Example
5.4

Calculate the impedance seen at the emitter of O in Fig. 5.6(a). Neglect the Early effect
for simplicity.

@ (b)

Figure 56 (a) Impedance seen at emitter, (b) small-signal model.
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Setting the input voltage to zero and replacing V¢ with ac ground, we arrive at the
small-signal circuit shown in Fig. 5.6(b). Interestingly, v, = —vy and
Ur .
8mVx + — = —lx. (58)
rﬂ
That is,
1
Lo G (5.9)
lx 1
8m + —
I'n

Since r, = B/gm > 1/gm, we have Ry, = 1/gp.

Exercise

What happens if a resistance of value R; is placed in series with the collector?

The above three examples provide three important rules that will be used throughout
this book (Fig. 5.7): Looking into the base, we see r, if the emitter is (ac) grounded.
Looking into the collector, we see ro if the emitter is (ac) grounded. Looking into the
emitter, we see 1/g,, if the base is (ac) grounded and the Early effect is neglected. It is
imperative that the reader master these rules and be able to apply them in more complex

circuits.?
i
=t ,—él mos
I'n ;c a:c a:c a=c 4— .

9m

Figure 5.7 Summary of impedances seen at terminals of a transistor.

5.1.2 Biasing

Recall from Chapter 4 that a bipolar transistor operates as an amplifying device if it is bi-
ased in the active mode; that is, in the absence of signals, the environment surrounding the
device must ensure that the base-emitter and base-collector junctions are forward- and
reverse-biased, respectively. Moreover, as explained in Section 4.4, amplification prop-
erties of the transistor such as g, r, and ro depend on the quiescent (bias) collector
current. Thus, the surrounding circuitry must also set (define) the device bias currents

properly.

5.1.3 DC and Small-Signal Analysis

The foregoing observations lead to a procedure for the analysis of amplifiers (and many
other circuits). First, we compute the operating (quiescent) conditions (terminal voltages
and currents) of each transistor in the absence of signals. Called the “dc analysis” or “bias

3While beyond the scope of this book, it can be shown that the impedance seen at the emitter is
approximately equal to 1/g,, only if the collector is tied to a relatively low impedance.
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v,
BE Bias (dc)
M/ Value

I Bias (dc)
TT\J U value

_—
t

Figure 5.8 Bias and signal levels for a bipolar transistor.

analysis,” this step determines both the region of operation (active or saturation) and the
small-signal parameters of each device. Second, we perform “small-signal analysis,” i.e.,
study the response of the circuit to small signals and compute quantities such as the voltage
gain and I/O impedances. As an example, Fig. 5.8 illustrates the bias and signal components
of a voltage and a current.

Itisimportant to bear in mind that small-signal analysis deals with only (small) changes
in voltages and currents in a circuit around their quiescent values. Thus, as mentioned in
Section 4.4.4, all constant sources, i.e., voltage and current sources that do not vary with
time, must be set to zero for small-signal analysis. For example, the supply voltage is
constant and, while establishing proper bias points, plays no role in the response to small
signals. We therefore ground all constant voltage sources* and open all constant current
sources while constructing the small-signal equivalent circuit. From another point of view,
the two steps described above follow the superposition principle: first, we determine the
effect of constant voltages and currents while signal sources are set to zero, and second,
we analyze the response to signal sources while constant sources are set to zero. Figure 5.9
summarizes these concepts.

DC Analysis Small-Signal Analysis

Short

Open

o
= 3

Figure 5.9 Steps in a general circuit analysis.

We should remark that the design of amplifiers follows a similar procedure. First, the
circuitry around the transistor is designed to establish proper bias conditions and hence
the necessary small-signal parameters. Second, the small-signal behavior of the circuit is
studied to verify the required performance. Some iteration between the two steps may
often be necessary so as to converge toward the desired behavior.

How do we differentiate between small-signal and large-signal operations? In other
words, under what conditions can we represent the devices with their small-signal models?

4We say all constant voltage sources are replaced by an “ac ground.”
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If the signal perturbs the bias point of the device only negligibly, we say the circuit operates
in the small-signal regime. In Fig. 5.8, for example, the change in /- due to the signal must
remain small. This criterion is justified because the amplifying properties of the transistor
such as g,,, and r,, are considered constant in small-signal analysis even though they in fact
vary as the signal perturbs Ic. That is, a linear representation of the transistor holds only
if the small-signal parameters themselves vary negligibly. The definition of “negligibly”
depends somewhat on the circuit and the application, but as a rule of thumb, we consider
10% variation in the collector current as the upper bound for small-signal operation.

In drawing circuit diagrams hereafter, we will employ some simplified notations and
symbols. Illustrated in Fig. 5.10 is an example where the battery serving as the supply
voltage is replaced with a horizontal bar labeled Vc¢.> Also, the input voltage source is
simplified to one node called V;,, with the understanding that the other node is ground.

Figure 510 Notation for supply voltage.

In this chapter, we begin with the DC analysis and design of bipolar stages, developing
skills to determine or create bias conditions. This phase of our study requires no knowledge
of signals and hence the input and output ports of the circuit. Next, we introduce various
amplifier topologies and examine their small-signal behavior.

OPERATING POINT ANALYSIS AND DESIGN

It is instructive to begin our treatment of operating points with an example.

A student familiar with bipolar devices constructs the circuit shown in Fig. 5.11 and
attempts to amplify the signal produced by a microphone. If Is = 6 x 107'® A and the
peak value of the microphone signal is 20 mV, determine the peak value of the output
signal.

Figure 511 Amplifier driven directly by a microphone.

3The subscript CC indicates supply voltage feeding the collector.
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Solution Unfortunately, the student has forgotten to bias the transistor. (The microphone does
not produce a dc output.) If Vj, (= Vpg) reaches 20 mV, then
AVj
Alc = Is exp—2E (5.10)
Vi
=129 x 107 A. (5.11)
This change in the collector current yields a change in the output voltage equal to
RcAle =129 x 10712 V. (5.12)
The circuit generates virtually no output because the bias current (in the absence of the
microphone signal) is zero and so is the transconductance.
Exercise ~ Repeat the above example if a constant voltage of 0.65 V is placed in series with the

microphone.

As mentioned in Section 5.1.2, biasing seeks to fulfill two objectives: ensure operation
in the forward active region, and set the collector current to the value required in the
application. Let us return to the above example for a moment.

Example
5.6

Solution

Having realized the bias problem, the student in Example 5.5 modifies the circuit as
shown in Fig. 5.12, connecting the base to V¢ to allow dc biasing for the base-emitter
junction. Explain why the student needs to learn more about biasing.

- Vee=25V

RcE 1kQ

W‘ _Ql

Vout

Figure 512 Amplifier with base tied to Vec.

The fundamental issue here is that the signal generated by the microphone is shorted to
Vee. Acting as an ideal voltage source, V¢ maintains the base voltage at a constant value,
prohibiting any change introduced by the microphone. Since Vpg remains constant, so
does V,,;, leading to no amplification.

Another important issue relates to the value of Vzg: with Vgr = Ve = 2.5V, enor-
mous currents flow into the transistor.

Exercise

Does the circuit operate better if a resistor is placed in series with the emitter of Q1?

5.2.1 Simple Biasing

Now consider the topology shown in Fig. 5.13, where the base is tied to V¢¢ through
a relatively large resistor, Rp, so as to forward-bias the base-emitter junction. Our
objective is to determine the terminal voltages and currents of (; and obtain the
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Figure 5.13 Use of base resistance for base current path.

conditions that ensure biasing in the active mode. How do we analyze this circuit?
One can replace Q; with its large-signal model and apply KVL and KCL, but the
resulting nonlinear equation(s) yield little intuition. Instead, we recall that the base-
emitter voltage in most cases falls in the range of 700 to 800 mV and can be
considered relatively constant. Since the voltage drop across Rp is equal to Rgplp,
we have

Rplp + Ve = Vec (5.13)

and hence

_ Vee — Ve

1
B Ra

(5.14)

With the base current known, we write

Vee — Vi
Ic = ﬁiccRB °E (5.15)

note that the voltage drop across R¢ is equal to Rc ¢, and hence obtain V¢r as

Ver = Vee — Rele (5.16)

Vee — Ve
=Vece— B———Rc. (5.17)
Rp
Calculation of V¢ is necessary as it reveals whether the device operates in the active mode
or not. For example, to avoid saturation completely, we require the collector voltage to
remain above the base voltage:
Vee — Vee
Vec — B————Rc > VgE. (5.18)
Rp
The circuit parameters can therefore be chosen so as to guarantee this condition.

In summary, using the sequence /g — Ic — Vg, we have computed the important
terminal currents and voltages of Q1. While not particularly interesting here, the emitter
current is simply equal to I¢ + I.

The reader may wonder about the error in the above calculations due to the assumption
of a constant Vzg in the range of 700 to 800 mV. An example clarifies this issue.

For the circuit shown in Fig. 5.14, determine the collector bias current. As-
sume B =100 and Is =10"'7 A. Verify that Q; operates in the forward active
region.
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Solution
100k Q =
Ig L»
Figure 5.14 Simple biased stage.
Since Is is relatively small, we surmise that the base-emitter voltage required to
carry typical current level is relatively large. Thus, we use Vzrp =800mV as an
initial guess and write Eq. (5.14) as
Vee — Vi
Ip = € "BE (5.19)
Rp
~ 17 nA. (5.20)
It follows that
Ic = 1.7mA. (5.21)
With this result for I, we calculate a new value for Vzg:
Ic
VBE = VT In— (5.22)
Is
=852mV, (5.23)
and iterate to obtain more accurate results. That is,
Vee — Vi
Ip = —C€_ "BE (5.24)
Rp
=165 uA (5.25)
and hence
Ic = 1.65mA. (5.26)
Since the values given by (5.21) and (5.26) are quite close, we consider Io =
1.65 mA accurate enough and iterate no more.
Writing (5.16), we have
Vee = Vee — Rele (5.27)
=085V, (5.28)
a value nearly equal to Vzg. The transistor therefore operates near the edge of active
and saturation modes.
Exercise ~ What value of Rp provides a reverse bias of 200 mV across the base-collector junction?
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The biasing scheme of Fig. 5.13 mer-
its a few remarks. First, the effect of Vg
“uncertainty” becomes more pronounced at
low values of V¢ because Ve — Ve deter-
mines the base current. Thus, in low-voltage
design—an increasingly common paradigm
in modern electronic systems—the bias is
more sensitive to Vg variations among tran-
sistors or with temperature. Second, we rec-
ognize from Eq. (5.15) that /- heavily de-
pends on B, a parameter that may change
considerably. In the above example, if
increases from 100 to 120, then I rises to
1.98 mA and Vg falls to 0.52, driving the
transistor toward heavy saturation. For these
reasons, the topology of Fig. 5.13 is rarely
used in practice.

5.2.2 Resistive Divider Biasing

In order to suppress the dependence of I¢
upon S, we return to the fundamental rela-
tionship I = Iy exp(Vpe/ Vr) and postulate

Did you know?

Even in the first transistor radio introduced
by Regency and Texas Instruments, it was
recoghnized that the simple biasing technique
would be a poor choice for production. The four
transistors in this radio would need to maintain
a relatively constant bias despite manufacturing
variations and extreme temperatures in different
places around the globe. For this reason, each
stage incorporated “emitter degeneration” to
stabilize the bias point.

AL

Coil acts as
antenna

{2 Emitter
“.J-" Degeneration

Simplified front end of Regency’s TR1 radio.

that /- must be set by applying a well-defined V. Figure 5.15 depicts an example, where
R; and R; act as a voltage divider, providing a base-emitter voltage equal to

R+ R

Vx

if the base current is negligible. Thus,

Ic = I exp(

Ri+R, V¢ )

Vee, (5.29)

(5.30)

a quantity independent of 8. Nonetheless, the design must ensure that the base current

remains negligible.

Figure 5.15 Use of resistive divider to define V3.
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2ol Determine the collector current of Q in Fig. 5.16 if Iy = 1077 A and g = 100. Verify
5.8 that the base current is negligible and the transistor operates in the active mode.

Vee=25V

5kQ

Figure 516 Example of biased stage.

Solution Neglecting the base current of O, we have

Vx = Rllj—sz Vee (5.31)
=800 mV. (5.32)
It follows that
Ie = I expV%TE (5.33)
=231 uA (5.34)
and
Ip =231 pA. (5.35)

Is the base current negligible? With which quantity should this value be compared?
Provided by the resistive divider, Iz must be negligible with respect to the current flowing
through R; and R;:

? Vee
I . 5.36
5 < Ri+ R, (5.36)

This condition indeed holds in this example because Voc/(R1+ Ry) =
100 uA =~ 431p.
We also note that

Vep = 1345V, (5.37)

and hence Q; operates in the active region.

Exercise ~ What is the maximum value of R¢ if Q1 must remain in soft saturation?

The analysis approach taken in the above example assumes a negligible base current,
requiring verification at the end. But what if the end result indicates that I is not negligible?
We now analyze the circuit without this assumption. Let us replace the voltage divider
with a Thevenin equivalent (Fig. 5.17), noting that Vqy,, is equal to the open-circuit output
voltage (Vxy when the amplifier is disconnected):

Ry
Viter = ————Vee. 5.38
Th RIR (5.38)



Example
5.9

Solution
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Ry Vee
A °
Yy
d R
R, = c
Ic
Q1
VThev
R1 A E
o
N pa

Vee Ry = Vipey

——O

Figure 517 Use of Thevenin equivalent to calculate bias.

Moreover, Ry, is given by the output resistance of the network if V¢ is set to zero:

Ripey = R1|Ry. (5:39)
The simplified circuit yields:
Vx = Vinev — IBRThev (5.40)
and
Vinev — IBR Thev
Io = Ig exp—ther — B They, (5.41)

Vr

This result along with I = g1 forms the system of equations leading to the values of
Ic and I. As in the previous examples, iterations prove useful here, but the exponential
dependence in Eq. (5.41) gives rise to wide fluctuations in the intermediate solutions. For
this reason, we rewrite Eq. (5.41) as

I 1
IB = (VT;,@V — VT 1I1—C) . s (542)
IS RThev

and begin with a guess for Vg = Vy In(I¢ /Is). The iteration then follows the sequence
‘/BE—>IB—>Ic—) ‘/BE—>

Calculate the collector current of Q; in Fig. 5.18(a). Assume B =100 and Is =
10717 A.

Constructing the equivalent circuit shown in Fig. 5.18(b), we note that

Viner = Rllj_z & Vee (5.43)
— 800mV (5.44)

and
Rinev = Ri||Ry (5.45)

= 54.4KkQ. (5.46)
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We begin the iteration with an initial guess Vzg = 750 mV (because we know that the
voltage drop across Ry, makes Vg less than Vi, ), thereby arriving at the base current:

Viher — Vi
IB _ Thev BE (547)
RThev
=0.919 uA. (5.48)
- Vee=25V
170k Q = 5kQ
Ic
Q1
80k Q =

Figure 518 (a) Stage with resistive divider bias, (b) stage with Thevenin equivalent for the
resistive divider and Vc.

Thus, Ic = BIg = 91.9 uA and

I

Vip = VrIn- (5.49)
Is

=776 mV. (5.50)

It follows that I/p =0.441 uA and hence Ir =44.1 nA, still a large fluctuation
with respect to the first value from above. Continuing the iteration, we ob-
tain Vg =757mV, Ig =0.79 uA and Ic =79.0 nA. After many iterations, Vzg =
766 mV and Ic = 63 nA.

Exercise

How much can R, be increased if Q1 must remain in soft saturation?

While proper choice of R; and R; in the topology of Fig. 5.15 makes the bias relatively
insensitive to B, the exponential dependence of I- upon the voltage generated by the
resistive divider still leads to substantial bias variations. For example, if R, is 1 % higher than
itsnominal value, sois Vi, thus multiplying the collector current by exp(0.01Vzg/ Vy) =~ 1.36
(for Vg = 800 mV). In other words, a 1% error in one resistor value introduces a 36%
error in the collector current. The circuit is therefore still of little practical value.

5.2.3 Biasing with Emitter Degeneration

A biasing configuration that alleviates the problem of sensitivity to § and Vpg is shown
in Fig. 5.19. Here, resistor Ry appears in series with the emitter, thereby lowering the
sensitivity to Vzg. From an intuitive viewpoint, this occurs because Rr exhibits a linear
(rather than exponential) I-V relationship. Thus, an error in Vy due to inaccuracies in Ry,
R,, or V¢ is partly “absorbed” by Rp, introducing a smaller error in Vg and hence Ic.
Called “emitter degeneration,” the addition of Rg in series with the emitter alters many
attributes of the circuit, as described later in this chapter.

To understand the above property, let us determine the bias currents of the transis-
tor. Neglecting the base current, we have Vxy = VoeRy/(R1 4+ Ry). Also, Vp = Vy — Vi,
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B
N
—MA

WY

Figure 519 Addition of degeneration resistor to stabilize bias point.

yielding
Vp
Ip=— 5.51
E= g (5:51)
1 R
=—\Vece——F WV 5.52
- (Vee g = Vi (552)
~ Ic, (5.53)

if 8 > 1. How can this result be made less sensitive to Vy or Vg variations? If the voltage
drop across Rg, i.e., the difference between VocR,/(R; + R;) and Vpg, is large enough to
absorb and swamp such variations, then /g and /¢ remain relatively constant. An example
illustrates this point.

Example
5.10

Solution

Calculate the bias currents in the circuit of Fig. 5.20 and verify that O operates in
the forward active region. Assume B = 100 and Is = 5 x 10~!7 A. How much does the
collector current change if R; is 1% higher than its nominal value?
Vee =25V
16k Q = 1kQ
Q1
9kQ =
100 Q
Figure 5.20 Example of biased stage.
We neglect the base current and write
Ry
Vx =V 5.54
x=Veep T (5.54)
=900 mV. (5.55)
Using Vzr = 800 mV as an initial guess, we have
Ve=Vx — Ve (5.56)
=100mV, (5.57)
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and hence

With this result, we must reexamine the assumption of Vzr = 800 mV. Since

I

Vir = VpIn—= (5.59)
Is

=796 mV, (5.60)

we conclude that the initial guess is reasonable. Furthermore, Eq. (5.57) suggests that a
4-mV error in Vpg leads to a 4% error in Vp and hence I, indicating a good approxima-

tion.
Let us now determine if QO operates in the active mode. The collector voltage is
given by
W =Vee — IcRe (5.61)
=15V. (5.62)

With the base voltage at 0.9 V, the device is indeed in the active region.

Is the assumption of negligible base current valid? With I ~ 1mA, Iz~
10 nA whereas the current flowing through R; and R; is equal to 100 nA. The as-
sumption is therefore reasonable. For greater accuracy, an iterative procedure similar to
that in Example 5.9 can be followed.

If R, is 1.6% higher than its nominal value, then Eq. (5.54) indicates that Vy rises to
approximately 909 mV. We may assume that the 9-mV change directly appears across
Rp, raising the emitter current by 9mV /100 Q = 90 nA. From Eq. (5.56), we note that
this assumption is equivalent to considering Vg constant, which is reasonable because
the emitter and collector currents have changed by only 9%.

Exercise ~ What value of R, places Q1 at the edge of saturation?

The bias topology of Fig. 5.19 is used extensively in discrete circuits and occasionally
in integrated circuits. Illustrated in Fig. 5.21, two rules are typically followed: (1) I; > I
to lower sensitivity to 8, and (2) Vgg must be large enough (100 mV to several hundred
millivolts) to suppress the effect of uncertainties in Vy and V.

VC C

R~ Small Enough to
Avoid Saturation

Figure 5.21 Summary of robust bias conditions.
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Design Procedure It is possible to prescribe a design procedure for the bias topol-
ogy of Fig. 521 that serves most applications: (1) decide on a collector bias cur-
rent that yields proper small-signal parameters such as g, and r,; (2) based on
the expected variations of R;, Ry, and Vpg, choose a value for Vir ~ IcRE, e.g.,
200 mV; (3) calculate Vx = Vg + IcRg with Vgg = Vi In(lc/Is); (4) choose Ry and
R, so as to provide the necessary value of Vx and establish I > Ig. Determined
by small-signal gain requirements, the value of R¢ is bounded by a maximum
that places Q; at the edge of saturation. The following example illustrates these
concepts.

Design the circuit of Fig. 5.21 so as to provide a transconductance of 1/(52 ) for Q.
Assume Voe =2.5V, B =100, and Is = 5 x 10~'7 A. What is the maximum tolerable
value of R¢?

Solution A g, of (52 Q)f1 translates to a collector current of 0.5 mA and a Vg of
778 mV. Assuming Rplc =200mV, we obtain Rrp =400Q. To establish Vy =
Vee + Relc = 978 mV, we must have

R Ve = Vi + Rel (5.63)
RI1 R, €€~ VBE Elc, .
where the base current is neglected. For the base current Iz = 5 £ A to be negligible,
Vee
> Ip, 5.64
Ri+ R, b (5.64)
e.g., by afactor of 10. Thus, Ry + R, = 50 k2, which in conjunction with Eq. (5.63) yields
Ry =30.45kQ (5.65)
Ry =19.55kQ. (5.66)
How large can R¢ be? Since the collector voltage is equal to Vec — Relc, we pose the
following constraint to ensure active mode operation:
VCC — Rclc > VX; (567)
that is,
Rele < 1.522V. (5.68)
Consequently,
Re < 3.044 k. (5.69)
If Rc exceeds this value, the collector voltage falls below the base voltage. As men-
tioned in Chapter 4, the transistor can tolerate soft saturation, i.e., up to about 400 mV
of base-collector forward bias. Thus, in low-voltage applications, we may allow
Wy &~ Vy —400 mV and hence a greater value for Rc.
Exercise  Repeat the above example if the power budget is only 1 mW and the transconductance of

Q1 is not given.
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The two rules depicted in Fig. 5.21 to lower sensitivities do impose some trade-offs.
Specifically, an overly conservative design faces the following issues: (1) if we wish I; to
be much much greater than /3, then Ry + R, and hence R; and R, are quite small, leading
to a low input impedance; (2) if we choose a very large Vi, then Vi ( = Vpg + Vrg) must
be high, thereby limiting the minimum value of the collector voltage to avoid saturation.
Let us return to the above example and study these issues.

Example Repeat Example 5.11 but assuming Vizg = 500mV and /; > 100/p.
5.12
Solution The collector current and base-emitter voltage remain unchanged. The value of Rg is
now given by 500 mV/0.5 mA = 1kQ. Also, Vy = Vgg + Relc = 1.278 V and Eq. (5.63)
still holds. We rewrite Eq. (5.64) as
Vee
> 1001, 5.70
Ri+R — b (5:70)
obtaining R; + R, = 5kQ. It follows that
Ry =145kQ (5.71)
R, =3.55kQ. (5.72)
Since the base voltage has risen to 1.278 V, the collector voltage must exceed this value
to avoid saturation, leading to
Vee — Vi
Re < £ - XX (5.73)
Ic
< 1.044 k<. (5.74)
As seen in Section 5.3.1, the reduction in R¢ translates to a lower voltage gain. Also,
the much smaller values of R; and R, here than in Example 5.11 introduce a low input
impedance, loading the preceding stage. We compute the exact input impedance of this
circuit in Section 5.3.1.
Exercise  Repeat the above example if Vzg is limited to 100 mV.

5.2.4 Self-Biased Stage

Another biasing scheme commonly used in discrete and integrated circuits is shown in
Fig. 5.22. Called “self-biased” because the base current and voltage are provided from the
collector, this stage exhibits many interesting and useful attributes.

Let us begin the analysis of the circuit with the observation that the base voltage
is always lower than the collector voltage: Vx = Vy — IgRp. A result of self-biasing, this
important property guarantees that Q1 operates in the active mode regardless of device
and circuit parameters. For example, if R¢ increases indefinitely, Q1 remains in the active
region, a critical advantage over the circuit of Fig. 5.21.
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<
Q
iy

Figure 5.22 Self-biased stage.

We now determine the collector bias current by assuming /p < I¢; i.e., R¢ carries a
current equal to ¢, thereby yielding

Vo = Vee — Rele. (5.75)
Also,
Vv = Rplp + Ve (5.76)
Rgl
=25 | Ve (5.77)
p
Equating the right-hand sides of Egs. (5.75) and (5.77) gives
Vee — Vi
Ic = LRBE. (5.78)
Re+—
‘7B

As usual, we begin with an initial guess for Vpg, compute I-, and utilize Vg =
VrIn(Ic /Is) to improve the accuracy of our calculations.

Determine the collector current and voltage of O in Fig. 5.22if Rc = 1kQ, Rp = 10k,
Vee =2.5V,Is =5 x 1077 A, and 8 = 100. Repeat the calculations for Rc = 2 k.

Solution  Assuming Vzr = 0.8 V, we have from Eq. (5.78):
Ic = 1.545 mA, (5.79)
and hence Vg = Vy In(I¢c /Is) = 807.6 mV, concluding that the initial guess for Vg and
the value of I given by it are reasonably accurate. We also note that Rglp = 154.5 mV
and Vy = Rplp + Ve ~ 0.955 V.
If Re = 2k€, then with Vzr = 0.8V, Eq. (5.78) gives
Ic = 0.810 mA. (5.80)
To check the validity of the initial guess, we write Vzr = V7 In(I¢ /Is) = 791 mV. Com-
pared with Voc — Vg in the numerator of Eq. (5.78), the 9-mV error is negligible and
the value of /¢ in Eq. (5.80) is acceptable. Since Rglp = 81 mV, Vy ~ 0.881 V.
Exercise ~ What happens if the base resistance is doubled?

Equation (5.78) and the preceding example suggest two important guidelines for the
design of the self-biased stage: (1) Voc — Ve must be much greater than the uncertainties
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in the value of Vzg; (2) Rc must be much greater than Rg /B to lower sensitivity to 8. In
fact, if Rc > Rp/pB, then

_ Vec — Ve

I
C Re

(5.81)

and Vy = Ve — Ic Re =~ V. This result serves as a quick estimate of the transistor bias
conditions.

Design Procedure Equation (5.78) together with the condition R¢ > Rgp/fB
provides the basic expressions for the design of the circuit. With the required value
of Ic known from small-signal considerations, we choose Rc = 10Rp/f and rewrite
Eq. (5.78) as

Vee — Ve
e = ———, 5.82
“7 T1IRc (582)

where Vg = Vi In(I¢ /1I5). That is,

Vee — Ve
R = ——— 5.83
¢ 1.11c (5:83)

_ BRc

Ry =", (5.84)

The choice of Rp also depends on small-signal requirements and may deviate from this
value, but it must remain substantially lower than SRc.

2ol Design the self-biased stage of Fig. 5.22 for g, = 1/(13 Q) and Ve = 1.8 V. Assume
5.14 Is =5 %1071 A and 8 = 100.
Solution  Since g, = Ic/Vy = 1/(13 Q), we have I = 2mA, Vg = 754 mV, and
Vee — Ve
Re ~ ——— 5.85
< 111 (5:85)
~ 475 Q. (5.86)
Also,
BRc
Ry="2¢ .
B= o (5.87)
= 475k. (5.88)
Note that Rplp =95mV, yielding a collector voltage of 754mV +95mV =
849 mV.
Exercise  Repeat the above design with a supply voltage of 2.5 V.
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Q1 = = A Rc
R2 == - RB
h = Always in
Sensitive Sensitive 1 Active Mode
to B to Resistor Errors =

Figure 5.23 Summary of biasing techniques.

. . o Did you know?

Figure 5.23 summarizes the biasing prin- The self-biased stage incorporates “negative
ciples studied in this section. feedback” to stabilize the bias. For example, if the
collector voltage tends to increase due to a tem-
perature change, then resistor Rp passes this

5.2.5 Biasing of PNP Transistors i o
voltage increase to the base, raising the Vgg and

The dc bias topologies studied thus far in- hence the collector current. The collector voltage
corporate npn transistors. Circuits using pnp thus falls back to nearly its original value.

devices follow the same analysis and de- The use of negative feedback also improves
sign procedures while requiring attention to the speed of the circuit. I fact, optical communi-
voltage and current polarities. We illustrate cation links used in the backbone of the Internet
these points with the aid of some examples. often employ this type of amplifier topology so a5

to accommodate data rates as high as 40 Gb/s.
Next time you send an email, bear in mind that
your data may go through a self-biased stage.

Solution

Calculate the collector and voltage of O in the circuit of Fig. 5.24 and determine the
maximum allowable value of R¢ for operation in the active mode.

Figure 5.24 Simple biasing of pnp stage.

The topology is the same as that in Fig. 5.13 and we have
IgRg + Ve = Vec. (589)

That is,
_ Vec — Ves

1
B Rp

(5.90)
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and Vee — Ves

le=p—% (5.91)

The circuit suffers from sensitivitv to B.

If Rc is increased, Vy rises, thus approaching Vx (= Vec — Vig) and bringing O closer
to saturation. The transistor enters saturation at Vy = Vy, i.e.,

ICRC,mux = VCC - VEB (592)
and hence
Vee — V4
RC,max - u (593)
Ic
Rp
E———— 5.94
; (594)

From another perspective, since Vy = IpRp and Wy = IcRc, we have IgRp =
Ic Rc max as the condition for edge of saturation, obtaining Rz = BRc max-

Exercise

For a given R¢, what value of Rp places the device at the edge of saturation?

Example
5.16

Solution

Determine the collector current and voltage of Q1 in the circuit of Fig. 5.25(a).

Figure 525 (a) PNP stage with resistive divider biasing, (b) Thevenin equivalent of divider
and Vc.

As a general case, we assume [ is significant and construct the Thevenin equivalent of
the voltage divider as depicted in Fig. 5.25(b):

Viher = ﬁvcc (5.95)
Rinev = R1l|R;. (5.96)

Adding the voltage drop across Ry, and Vg to Vi, yields
Viner + IgR1nev + Vep = Vec; (5.97)

that is,
Iy — Vee — Viney — Ves (5.98)
Riney
Ry Vee — Ves

_Rit+R (5.99)

RTheV
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It follows that

R e v
R1+R2 CcC EB

R Thev

Ic=8 (5.100)

As in Example 5.9, some iteration between /¢ and Vg may be necessary.

Equation (5.100) indicates that if /5 is significant, then the transistor bias heavily
depends on 8. On the other hand, if /g « I}, we equate the voltage drop across R, to
Ves, thereby obtaining the collector current:

Ry
Ri+ R,

Vee = Vis (5.101)

Ry Vcc)

T Tee (5.102)
Ri+Ry, Vrr

Ic =1 exp(

Note that this result is identical to Eq. (5.30).

Exercise

What is the maximum value of R¢ if O must remain in soft saturation?

Example
5.17

Solution

Assuming a negligible base current, calculate the collector current and voltage of O in
the circuit of Fig. 5.26. What is the maximum allowable value of R¢ for O to operate in
the forward active region?

Figure 5.26 PNP stage with degeneration resistor.

With Iy « I, we have Vy = VeeR1/(Ry + Rz). Adding to Vy the emitter-base voltage
and the drop across Rg, we obtain

Vx + Ve + Relp = Ve (5103)
and hence
1 R,
Ip=—|—"Vec— Veg ). 5.104
b= (i Vee — Vin) (5.104

Using Ic ~ I, we can compute a new value for Vgp and iterate if necessary. Also, with
Ip = Ic /B, we can verify the assumption Ip < 1.
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In arriving at Eq. (5.104), we have written a KVL from V¢ ¢ to ground, Eq. (5.103).
But a more straightforward approach is to recognize that the voltage drop across R; is
equal to Vgg + IgRE, i€,

Ry

Ve
“Ri+R,

= Vip + IERE, (5.105)

which yields the same result as in Eq. (5.104).
The maximum allowable value of R¢ is obtained by equating the base and collector
voltages:

Ry
1% =R I 5.106
CR TR ¢ maxlc ( )
RC max ( RZ )
A — Vee — Veg ). 5.107
o (e Vee = Ve (5.107)
It follows that
Ry 1
R = RV . . 5.108
C,max E CCR1 +R2 R2 VCC - VEB ( )
Ri+R;

Exercise

Repeat the above example if R, = oo.

Example
5.18

Solution

Determine the collector current and voltage of Q; in the self-biased circuit of
Fig. 5.27.

Figure 5.27 Self-biased pnp stage.

We must write a KVL from V¢ through the emitter-base junction of Q1, Rp, and R¢
to ground. Since B > 1 and hence I¢c >>> I, Rc carries a current approximately equal to
Ic, creating Vy = Rclc. Moreover, Vy = Rplp + Vy = Rplp + Rclc, yielding

Vee = Ves + Vx (5.109)

= Vi + Rplp + IcRe (5.110)

R
= Vg + (FB + RC>IC. (5.111)
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Thus,
Vee — Vi
le = 5 ——=, (5.112)
B
— +Rc
B

a result similar to Eq. (5.78). As usual, we begin with a guess for Vzp, compute /¢, and
determine a new value for V3, etc. Note that, since the base is higher than the collector
voltage, Q1 always remains in the active mode.

Exercise

How far is Q| from saturation?

BIPOLAR AMPLIFIER TOPOLOGIES

Following our detailed study of biasing, we can now delve into different amplifier topologies
and examine their small-signal properties.®

Since the bipolar transistor contains three terminals, we may surmise that three pos-
sibilities exist for applying the input signal to the device, as conceptually illustrated in
Figs. 5.28(a)—(c). Similarly, the output signal can be sensed from any of the terminals (with
respect to ground) [Figs. 5.28(d)—(f)], leading to nine possible combinations of input and
output networks and hence nine amplifier topologies.

Vin
Y +
V.
in
— Vin

@ (b) ©
Q]

Vout

:' °Vout

(d) ®

Figure 5.28 Possible input and output connections to a bipolar transistor.

Vout

However, as seen in Chapter 4, bipolar transistors operating in the active mode
respond to base-emitter voltage variations by varying their collector current. This
property rules out the input connection shown in Fig. 5.28(c) because here Vj, does
not affect the base or emitter voltages. Also, the topology in Fig. 5.28(f) proves of
no value as V,, is not a function of the collector current. The number of possibil-
ities therefore falls to four. But we note that the input and output connections in

®While beyond the scope of this book, the large-signal behavior of amplifiers also becomes important in
many applications.
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Figs. 5.28(b) and (e) remain incompatible because V,,, would be sensed at the input node
(the emitter) and the circuit would provide no function.

The foregoing observations reveal three possible amplifier topologies. We study each
carefully, seeking to compute its gain and input and output impedances. In all cases, the
bipolar transistors operate in the active mode. The reader is encouraged to review Ex-
amples (5.2)-(5.4) and the three resulting rules illustrated in Fig. 5.7 before proceeding
further.

5.3.1 Common-Emitter Topology

Our initial thoughts in Section 4.1 pointed to the circuit of Fig. 4.1(b) and hence the topol-
ogy of Fig. 4.25 as an amplifier. If the input signal is applied to the base [Fig. 5.28(a)] and
the output signal is sensed at the collector [Fig. 5.28(d)], the circuit is called a “common-
emitter” (CE) stage (Fig. 5.29). We have encountered and analyzed this circuit in different
contexts without giving it a name. The term “common-emitter” is used because the emitter
terminal is grounded and hence appears in common to the input and output ports. Never-
theless, we identify the stage based on the input and output connections (to the base and
from the collector, respectively) so as to avoid confusion in more complex topologies.

VOUI

Output Sensed
at Collector

Q1

Input Applied
to Base

Figure 5.29 Common-emitter stage.

We deal with the CE amplifier in two phases: (a) analysis of the CE core to understand
its fundamental properties, and (b) analysis of the CE stage including the bias circuitry as
a more realistic case.

Analysis of CE Core Recall from the definition of transconductance in Section 4.4.3
that a small increment of AV applied to the base of O in Fig. 5.29 increases the collector
current by g,,AV and hence the voltage drop across R¢ by g,,AVRc. In order to examine
the amplifying properties of the CE stage, we construct the small-signal equivalent of the
circuit, shown in Fig. 5.30. As explained in Chapter 4, the supply voltage node, Vi¢, acts

in +—o Vout
r R
'nm=Vg 9 Vr Vout c

Figure 5.30 Small-signal model of CE stage.
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5.19

Solution
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as an ac ground because its value remains constant with time. We neglect the Early effect
for now.

Let us first compute the small-signal voltage gain A, = v, /viy. Beginning from the
output port and writing a KCL at the collector node, we have

v
- I;’Z’ = gmUn, (5.113)
and v, = v;,. It follows that
Ay, = —gmRc. (5.114)

Equation (5.114) embodies two interesting and important properties of the CE stage.
First, the small-signal gain is negative because raising the base voltage and hence the
collector current in Fig. 5.29 lowers V,,,,. Second, A, is proportional to g, (i.e., the collector
bias current) and the collector resistor, Rc.

Interestingly, the voltage gain of the stage is limited by the supply voltage. A higher
collector bias current or a larger Rc demands a greater voltage drop across Rc, but this
drop cannot exceed Vic. In fact, denoting the dc drop across Rc with Vge and writing
gm = Ic/ Vr, we express Eq. (5.113) as

IcRc

Ayl = 5.115
|A,| 7 ( )
Vre

= —. 5.116
v ( )
Since VRC < Vcc,
1%
1A,| < =<, (5.117)
Vr

Furthermore, the transistor itself requires a minimum collector-emitter voltage of about
VpE to remain in the active region, lowering the limit to

Vee — Vae

[A,] <
Vr

(5.118)

Design a CE core with Vo¢ = 1.8 V and a power budget, P, of 1 mW while achieving
maximum voltage gain.

Since P = I¢ - Vec = 1 mW, we have Ic = 0.556 mA. The value of R¢ that places O at
the edge of saturation is given by

Vee — Rele = Vg, (5.119)
which, along with Vg ~ 800 mV, yields
_ Vec = Vie
=
< 1.8kQ. (5.121)

Re (5.120)
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The voltage gain is therefore equal to
A, = —gmRc (5.122)
= —38.5. (5.123)

Under this condition, an input signal drives the transistor into saturation. As illustrated
in Fig. 5.31(a), a 2-mV,,, input results in a 77-mV,,, output, forward-biasing the base-
collector junction for half of each cycle. Nevertheless, so long as Q1 remains in soft
saturation (Vzc > 400 mV), the circuit amplifies properly.

A more aggressive design may allow Q; to operate in soft saturation, e.g.,
Ver = 400 mV and hence

- VCC — 400 mV

Re < (5.124)
Ic
<2.52kQ. (5.125)
In this case, the maximum voltage gain is given by
A, = —=53.9. (5.126)

Of course, the circuit can now tolerate only very small voltage swings at the output. For
example, a 2-mV,, input signal gives rise to a 107.8-mV,, output, driving O into heavy
saturation [Fig. 5.31(b)]. We say the circuit suffers from a trade-off between voltage gain
and voltage “headroom.”

2mVpp
800 MV NNy

-
t

(b)

Figure 5.31 CE stage (a) with some signal levels, (b) in saturation.

Exercise

Repeat the above example if Ve = 2.5V and compare the results.
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Figure 5.32 (a) Input and (b) output impedance calculation of CE stage.

Let us now calculate the I/O impedances of the CE stage. Using the equivalent circuit
depicted in Fig. 5.32(a), we write

Rin = —~ (5.127)

= ry. (5.128)

Thus, the input impedance is simply equal to 8/g,, = 8Vr/Ic and decreases as the collector
bias increases.

The output impedance is obtained from Fig. 5.32(b), where the input voltage source
is set to zero (replaced with a short). Since v, = 0, the dependent current source also
vanishes, leaving R¢ as the only component seen by vy. In other words,

Row = X (5.129)
ix
— Re. (5.130)

The output impedance therefore trades with the voltage gain, —g,,Rc.

Figure 5.33 summarizes the trade-offs in the performance of the CE topology along
with the parameters that create such trade-offs. For example, for a given value of output
impedance, R¢ is fixed and the voltage gain can be increased by increasing Ic, thereby
lowering both the voltage headroom and the input impedance.

Voltage
Headroom
(Swings)
Voltage
Input Output
Impedance Impedance
B Re

m

Figure 5.33 CE stage trade-offs.
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Example

5.20

A CE stage must achieve an input impedance of R;, and an output impedance of R,,;.
What is the voltage gain of the circuit?

Solution Since R;, = r, = 8/gn and R,,, = R¢, we have
Ay = —gmRc (5.131)
Rous
=-p . 5132
R, (5.132)
Interestingly, if the I/O impedances are specified, then the voltage gain is automatically
set. We will develop other circuits in this book that avoid this “coupling” of design
specifications.
Exercise ~ What happens to this result if the supply voltage is halved?

Inclusion of Early Effect Equation (5.114) suggests that the voltage gain of the CE
stage can be increased indefinitely if Rc — oo while g, remains constant. Mentioned in
Section 4.4.5, this trend appears valid if V¢ is also raised to ensure the transistor remains
in the active mode. From an intuitive point of view, a given change in the input voltage
and hence the collector current gives rise to an increasingly larger output swing as R¢
increases.

In reality, however, the Early effect limits the voltage gain even if Rc approaches
infinity. Since achieving a high gain proves critical in circuits such as operational amplifiers,
we must reexamine the above derivations in the presence of the Early effect.

Figure 5.34 depicts the small-signal equivalent circuit of the CE stage including the
transistor output resistance. Note that ro appears in parallel with R¢, allowing us to rewrite
Eq. (5.114) as

Ay = —gu(Rellro). (5.133)

We also recognize that the input impedance remains equal to r, whereas the output
impedance falls to

R,,m = Rc||7'0. (5134)

Al

+—o0 Vout
ro %RC

Vin
+ B
'm=Vg InVn 7

Figure 5.34 CE stage including Early effect.
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The circuit of Fig. 5.29 is biased with a collector current of 1 mA and Rc = 1kQ. If
B =100and V4 = 10V, determine the small-signal voltage gain and the I/O impedances.

Solution We have
Ic
m= — 5.135
8m =1 (5.135)
=(269Q)" (5.136)
and
V,
ro=-2 (5.137)
Ic
=10kQ. (5.138)
Thus,
A, = —gm(Rcllro) (5.139)
~ 35. (5.140)
(As a comparison, if V4 = oo, then A, ~ 38.) For the I/O impedances, we write
Ry =r, (5.141)
= b (5.142)
8m
=2.6kQ (5.143)
and
Rout = RC | |rO (5144)
=0.91k<. (5.145)
Exercise  Calculate the gainif Vy =5V.

Let us determine the gain of a CE stage as Rc — oo. Equation (5.132) gives
Ay = —gmro. (5.146)

Called the “intrinsic gain” of the transistor to emphasize that no external device loads the
circuit, g, o represents the maximum voltage gain provided by a single transistor, playing
a fundamental role in high-gain amplifiers.

We now substitute g, = Ic/Vy and ro = V4 /Ic in Eq. (5.133), thereby arriving at

Vi
Al = —=. 5.147
A =7 (5147)
Interestingly, the intrinsic gain of a bipolar transistor is independent of the bias cur-
rent. In modern integrated bipolar transistors, V4 falls in the vicinity of 5 V, yielding
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a gain of nearly 200.” In this book, we assume g,,7o > 1 (and hence rp > 1/g,,) for
all transistors.

Another parameter of the CE stage that may prove relevant in some applications is
the “current gain,” defined as

i
Ap=22, (5.148)
Lin
where i, denotes the current delivered to the load and i;, the current flowing to the input.
We rarely deal with this parameter for voltage amplifiers, but note that A; = 8 for the
stage shown in Fig. 5.29 because the entire collector current is delivered to Rc.

Did you know? CE Stage With Emitter Degeneration In many ap-
The Early effect was discovered by James Early, plications, the CE core of Fig. 5.29 is modified as shown
who worked under Shockley at Bell Laboratories in in Fig. 5.35(a), where a resistor Ry appears in series with
the 1950s. Early was also involved in the develop- the emitter. Called “emitter degeneration,” this tech-
ment of transistors and solar cells for satellites. nique improves the “linearity” of the circuit and pro-
Early was the first to recognize that the speed of vides many other interesting properties that are studied
a bipolar transistor can be improved if the base in more advanced courses.
region is made much thinner than the collector
region.
VCC
Rc
VOUt
Vin Q1

Figure 5.35 (a) CE stage with degeneration, (b) effect of input voltage change.

As with the CE core, we intend to determine the voltage gain and I/O impedances
of the circuit, assuming Q1 is biased properly. Before delving into a detailed analysis, it is
instructive to make some qualitative observations. Suppose the input signal raises the base
voltage by AV [Fig. 5.35(b)]. If R were zero, then the base-emitter voltage would also
increase by AV, producing a collector current change of g,, AV. But with Rg # 0, some
fraction of AV appears across R, thus leaving a voltage change across the BE junction
that is less than AV. Consequently, the collector current change is also less than g,, AV.
We therefore expect that the voltage gain of the degenerated stage is lower than that of
the CE core with no degeneration. While undesirable, the reduction in gain is incurred to
improve other aspects of the performance.

How about the input impedance? Since the collector current change is less than g, AV,
the base current also changes by less than g,, AV/S, yielding an input impedance greater
than 8/g,, = r,. Thus, emitter degeneration increases the input impedance of the CE stage,
adesirable property. A common mistake is to conclude that R;, = r, + Rg, butasexplained
below, Ry, = r; + (B + 1)Rg.

"But other second-order effects limit the actual gain to about 50.
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Vout

Figure 5.36  Small-signal model of CE stage with emitter degeneration.

We now quantify the foregoing observations by analyzing the small-signal behavior of
the circuit. Depicted in Fig. 5.36 is the small-signal equivalent circuit, where V¢ is replaced
with an ac ground and the Early effect is neglected. Note that v, appears across r,, and not
from the base to ground. To determine v,/ v;,, we first write a KCL at the output node,

EmVnr = — 1;;? s (5.149)
obtaining
Vout
Uy = — . 5.150
ngC ( )

We also recognize that two currents flow through Rg: one originating from r, equal to
v, /1, and another equal to g,,v,. Thus, the voltage drop across R is given by

v
VRE = (r—” + gmv,,>RE. (5.151)
Since the voltage drop across r, and Rr must add up to v;,, we have
Vin = Uz + URE (5.152)
Ur
= v, + (r_ + gmvn)RE (5.153)
1
= vy, |:1 + (r_ + gm>RE]. (5.154)
Substituting for v, from Eq. (5.150) and rearranging the terms, we arrive at
You _ gmfRe (5.155)
Vin . .

a 1
1+ <— + gm> RE
rJT
As predicted earlier, the magnitude of the voltage gain is lower than g,,Rc for Rg # 0.
With g > 1, we can assume g, > 1/r, and hence
gmRc
Ay=——7—. 5.156
R (5.156)
Thus, the gain falls by a factor of 1 + g,,Rg.
To arrive at an interesting interpretation of Eq. (5.156), we divide the numerator and
denominator by g,
R
A, = _1—C. (5.157)
— + R

m
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It is helpful to memorize this result as “the gain of the degenerated CE stage is equal to
the total load resistance seen at the collector (to ground) divided by 1/g,, plus the total
resistance placed in series with the emitter.” (In verbal descriptions, we often ignore the
negative sign in the gain, with the understanding that it must be included.) This and similar
interpretations throughout this book greatly simplify the analysis of amplifiers—often
obviating the need for drawing small-signal circuits.

Solution

Determine the voltage gain of the stage shown in Fig. 5.37(a).

= I'n2 = =
(@) (b)
Figure 5.37 (a) CE stage example, (b) simplified circuit.

We identify the circuit as a CE stage because the input is applied to the base of O and
the output is sensed at its collector. This transistor is degenerated by two devices: Rg and
the base-emitter junction of Q. The latter exhibits an impedance of r,, (as illustrated
in Fig. 5.7), leading to the simplified model depicted in Fig. 5.37(b). The total resistance
placed in series with the emitter is therefore equal to Rg||r,2, yielding

R
A, = —17C. (5.158)
— + Rel|r

ml

Without the above observations, we would need to draw the small-signal model of both
Q1 and Q; and solve a system of several equations.

Exercise

Solution

Repeat the above example if a resistor is placed in series with the emitter of Q5.

Calculate the voltage gain of the circuit in Fig. 5.38(a).

The topology is a CE stage degenerated by Rp, but the load resistance between
the collector of Q1 and ac ground consists of Rc and the base-emitter junction of
Q,. Modeling the latter by r,,, we reduce the circuit to that shown in Fig. 5.38(b),
where the total load resistance seen at the collector of Q4 is equal to R¢||r2. The
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voltage gain is thus given by

R
A, = —#. (5.159)
— +Rg
8m1
Vee
Re
—°Vout Vee
Vin Q1
Q2

() (b)
Figure 5.38 (a) CE stage example, (b) simplified circuit.

Exercise

Repeat the above example if a resistor is placed in series with the emitter of Q5.

To compute the input impedance of the degenerated CE stage, we redraw the small-
signal model as in Fig. 5.39(a) and calculate vy/ix. Since v, = ryiy, the current flowing
through Rp is equal to ix + gurrix = (1 + B)ix, creating a voltage drop of Rg(1 + B)ix.
Summing v, and vgg and equating the result to vy, we have

vy =rgix + Rp(1+ B)ix, (5.160)
and hence
Ry = 2% (5.161)
lx
=rr+ (B + DR, (5.162)

As predicted by our qualitative reasoning, emitter degeneration increases the input
impedance [Fig. 5.39(b)].

Why is R, not simply equal to r, + Rg? This would hold only if , and Rg were exactly
in series, i.e., if the two carried equal currents, but in the circuit of Fig. 5.39(a), the collector
current, g,,v,, also flows into node P.

B+DRe

(b)

Figure 5.39 (a) Input impedance of degenerated CE stage, (b) equivalent circuit.
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Figure 540 Output impedance of degenerated stage.

Does the factor g + 1 bear any intuitive meaning? We observe that the flow of both
base and collector currents through Ry results in a large voltage drop, (8 + 1)ix R, even
though the current drawn from vy is merely i x. In other words, the test voltage source, vy,
supplies a current of only iy while producing a voltage drop of (8 + 1)ixRg across Rg—as
if ix flows through a resistor equal to (8 + 1)Rg.

The above observation is articulated as follows: any impedance tied between the emit-
ter and ground is multiplied by 8 4+ 1 when “seen from the base.” The expression “seen
from the base” means the impedance measured between the base and ground.

We also calculate the output impedance of the stage with the aid of the equivalent
shown in Fig. 5.40, where the input voltage is set to zero. Equation (5.153) applies to this
circuit as well:

o = 0= v, 4 (”_ﬂ n gmvn>RE, (5.163)
I

g

yielding v, = 0 and hence g,,v, = 0. Thus, all of iy flows through R¢, and

R, = X (5.164)
lx
= Rc, (5.165)

revealing that emitter degeneration does not alter the output impedance if the Early effect
is neglected.

Example
5.24

Solution

A CE stage is biased at a collector current of 1 mA. If the circuit provides a voltage gain
of 20 with no emitter degeneration and 10 with degeneration, determine R¢, Rg, and
the I/O impedances. Assume g = 100.

For A, = 20 in the absence of degeneration, we require

gmRc =20, (5.166)
which, together with g, = Ic/Vy = (26 Q)fl, yields

Re =5209. (5.167)

Since degeneration lowers the gain by a factor of two,

1+ gmRe =2, (5.168)
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1e.,
R ! (5.169)
E=—" .
Em
=26Q. (5.170)
The input impedance is given by
Rin=r,+(B+1)RE (5.171)
_ B
=t (B+ DRe (5.172)
~ 2y (5.173)

because 8 > 1 and Rg = 1/g,, in this example. Thus, R;, = 5200 2. Finally,
R, = Rc¢ (5.174)

- 520 Q. (5.175)

Exercise

What bias current would result in a gain of 5 with such emitter and collector resistor values?

Compute the voltage gain and I/O impedances of the circuit depicted in Fig. 5.41. Assume
a very large value for C;.

Vee
Re
Vout
Vin Q1
Re
Constant =

Figure 541 CE stage example.

Solution IfC is very large, it acts as a short circuit for the signal frequencies of interest. Also, the
constant current source is replaced with an open circuit in the small-signal equivalent
circuit. Thus, the stage reduces to that in Fig. 5.35(a) and Egs. (5.157), (5.162), (5.165)
apply.

Exercise  Repeat the above example if we tie another capacitor from the base to ground.

The degenerated CE stage can be analyzed from a different perspective to provide
more insight. Let us place the transistor and the emitter resistor in a black box having
still three terminals [Fig. 5.42(a)]. For small-signal operation, we can view the box as a
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Vino

@ ()

Figure 542 (a) Degenerated bipolar transistor viewed as a black box, (b) small-signal equivalent.

new transistor (or “active” device) and model its behavior by new values of transconduc-
tance and impedances. Denoted by G,, to avoid confusion with g, of O, the equivalent
transconductance is obtained from Fig. 5.42(b). Since Eq. (5.154) still holds, we have

lour = &mUx (5.176)
- Vi (5.177)
=8y (r;' 4+ gm)Re’ ’
and hence
iout
G, = — (5.178)
Vin
8m
~—2 5.179
1 + ngE ( )

For example, the voltage gain of the stage with a load resistance of Rp is given by —G,,Rp.

An interesting property of the degenerated CE stage is that its voltage gain be-
comes relatively independent of the transistor transconductance and hence bias current
if gmRg > 1. From Eq. (5.157), we note that A, — —R¢/Rg under this condition. As
studied in Problem 5.40, this trend in fact represents the “linearizing” effect of emitter
degeneration.

As a more general case, we now consider a degenerated CE stage containing a
resistance in series with the base [Fig. 5.43(a)]. As seen below, Rp only degrades the

= B+1Re

) (b)

Figure 5.43 (a) CE stage with base resistance, (b) equivalent circuit.
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performance of the circuit, but often proves inevitable. For example, Rz may represent
the output resistance of a microphone connected to the input of the amplifier.
To analyze the small-signal behavior of this stage, we can adopt one of two approaches:
(a) draw the small-signal model of the entire circuit and solve the resulting equations, or
(b) recognize that the signal at node A is simply an attenuated version of v;, and write
Vout VA Vou

— A Dout. (5.180)

Vin Uin VA

Here, v4 /v;, denotes the effect of voltage division between Rp and the impedance seen at
the base of Q1, and v,,,/v4 represents the voltage gain from the base of O to the output,
as already obtained in Eqgs. (5.155) and (5.157). We leave the former approach for Prob-
lem 5.44 and continue with the latter here.

Let us first compute v4/v; with the aid of Eq. (5.162) and the model depicted in
Fig. 5.39(b), as illustrated in Fig. 5.43(b). The resulting voltage divider yields

vA rr +(B+ 1DRE
2= i 5.181
Vin  Ix+(B+1)Re+Rp ( )
Combining Egs. (5.155) and (5.157), we arrive at the overall gain as
ou ks R —gmR
= : (; TSR) +ER ' 1g - (G:152)
in I'n
v E B 1 + <}’_ + gm>RE
b 1R —8mI'=R
_ I+ (B+DRe gml'x Re (5.183)
r=+(B+1DRe+Rp rz+(1+B)Re
—BR
PRe (5.184)

T+ B+ DRs+ Ry

To obtain a more intuitive expression, we divide the numerator and the denominator
by B:

-R
A, ~ < . (5.185)
LRyt B8
8m E ﬁ +1

Compared to Eq. (5.157), this result contains only one additional term in the denominator
equal to the base resistance divided by 8 + 1.

The above results reveal that resistances in series with the emitter and the base have
similar effects on the voltage gain, but Rp is scaled down by 8 + 1. The significance of this
observation becomes clear later.

For the stage of Fig. 5.43(a), we can define two different input impedances, one seen
at the base of O and another at the left terminal of Rp (Fig. 5.44). The former is equal to

Rt =rs +(B+1)REg (5.186)
and the latter,

Riz = Rp +rx + (B + 1)Rg. (5.187)
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Figure 544 Input impedances seen at different nodes.
In practice, R;,; proves more relevant and useful. We also note that the output impedance
of the circuit remains equal to

Row = Re (5.188)
even with Rp # 0. This is studied in Problem 5.45.

2ol A microphone having an output resistance of 1 k2 generates a peak signal level of
526 2 mV. Design a CE stage with a bias current of 1 mA that amplifies this signal to 40 mV.
Assume Ry =4/g,, and g = 100.

solution The following quantities are obtained: Rz =1k, gn = (26Q)~", |A,| =20, and
Rp =104 Q. From Eq. (5.185),

1 Ry
Rc = Ay — +Rg + 5.189
e =1 Re+ 5 ) (5.189)

~2.8kQ. (5.190)

Exercise ~ Repeat the above example if the microphone output resistance is doubled.

Determine the voltage gain and I/O impedances of the circuit shown in Fig. 5.45(a).
Assume a very large value for C; and neglect the Early effect.

(b)

Figure 545 (a) CE stage example, (b) simplified circuit.
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Replacing C; with a short circuit, /; with an open circuit, and V¢ with ac ground, we
arrive at the simplified model in Fig. 5.45(b), where Ry and R¢ appear in parallel and R,
acts as an emitter degeneration resistor. Equations (5.185)—(5.188) are therefore written

respectively as

4, = ——RlR) (5.191)
L oigy [
gn o BH1
Rin=Rp+r+(B+ 1Ry (5.192)
Rout = RC | |R1 (5193)

Exercise

What happens if a very large capacitor is tied from the emitter of O to ground?

Effect of Transistor Output Resistance
The analysis of the degenerated CE stage has
thus far neglected the Early effect. Some-
what beyond the scope of this book, the
derivation of the circuit properties in the
presence of this effect is outlined in Problem
5.48 for the interested reader. We nonethe-
less explore one aspect of the circuit, namely,
the output resistance, as it provides the foun-
dation for many other topologies studied
later.

Our objective is to determine the output
impedance seen looking into the collector of
a degenerated transistor [Fig. 5.46(a)]. Re-
call from Fig. 5.7 that R,,, =ro if Rg =0.
Also, R,y = oo if V4 = oo (why?). To in-
clude the Early effect, we draw the small-
signal equivalent circuit as in Fig. 5.46(b),
grounding the input terminal. A common
mistake here is to write R, =ro + Rg.
Since g,,v, flows from the output node into

Did you know?

Our extensive treatment of emitter degeneration
is justified. As mentioned previously, even in early
transistor radios, emitter degeneration was used
to stabilize the bias point and gain of the am-
plifier stages against transistor and tempera-
ture variations. Today, we often employ this tech-
nique to improve the linearity of circuite. Without
degeneration, the circuit’s voltage gain is equal
to gmRc = (Ic/V7)Re. If the input signal goes
up and down substantially, so do ¢ and the
gain, causing a nonlinear characteristic. (If the
gain depends on the input signal level, then the
circuit is nonlinear.) With degeneration, on the
otherhand, the gainis givenby g, Re /(1 + gm RE),
varying to a lesser extent. |n fact, if g, Rg > 1,
| Av & R¢ /RE, a quantity relatively independent
of the input signal level. Linearity is a critical pa-
rameter in most analog circuits, e.g., audio and
video amplifiers, RF circuits, etc.

P, resistors rp and Rg are not in series. We readily note that Rz and r, appear in parallel,
and the current flowing through Rg||r, is equal to ix. Thus,

vy = —ix(Rellra), (5.194)
{ Rout iX
|||— .
Vino—{0; rmE vr IuVn Zrg  (OVx
RE i

@

(b)

Figure 5.46 (a) Output impedance of degenerated stage, (b) equivalent circuit.
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where the negative sign arises because the positive side of v, is at ground. We also recognize
thatro carriesacurrent of iy — g,,v, and hence sustains a voltage of (ix — gv,)ro. Adding
this voltage to that across Rg (= —v, ) and equating the result to vy, we obtain

vx = (ix — gmVx)ro — U (5.195)
= [ix + gmix(REllrz)]ro +ix(Relrz). (5.196)
It follows that
Rou = [1+ gm(REllr=)]ro + Rellrs (5.197)
=ro + (gmro + 1)(RElIrz). (5.198)

Recall from Eq. (5.146) that the intrinsic gain of the transistor, g,,7o0 > 1, and hence
Row =10 +ngO(RE||Vn) (5199)

~roll + gm(Rellr=)]. (5.200)

Interestingly, emitter degeneration raises the output impedance from r¢ to the above value,
i.e., by a factor of 1 + g,,(RE||rz)-

The reader may wonder if the increase in the output resistance is desirable or unde-
sirable. The “boosting” of output resistance as a result of degeneration proves extremely
useful in circuit design, producing amplifiers with a higher gain as well as creating more
ideal current sources. These concepts are studied in Chapter 9.

It is instructive to examine Eq. (5.200) for two special cases Rg > r; and Rg < ry.
For Rg > r,, we have Rg||r, — r, and

Rour = "O(1 + gmrn) (5201)
~ Bro. (5.202)

because S > 1. Thus, the maximum resistance seen at the collector of a bipo-
lar transistor is equal to pro—if the degeneration impedance becomes much larger
than r,.

For Rg « r,, we have Rg||r, — Rg and

Rout ~ (1 + ngE)rO~ (5203)

Thus, the output resistance is boosted by a factor of 1 + g,,RE.

In the analysis of circuits, we sometimes draw the transistor output resistance explicitly
to emphasize its significance (Fig. 5.47). This representation, of course, assumes Q1 itself
does not contain another rp.

{ Rout

in ro

Re

Figure 547 Stage with explicit depiction of r¢.
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Example
5.28

We wish to design a current source having a value of 1 mA and an output resistance of
20 k. The available bipolar transistor exhibits § = 100 and V4 = 10 V. Determine the

minimum required value of emitter degeneration resistance.
Solution  Since rp = V4 /Ic = 10k, degeneration must raise the output resistance by a factor of
two. We postulate that the condition Rg « r, holds and write
1+ gnRe =2. (5.204)
That is,
Rp = L (5.205)
8m
=26 Q. (5.206)
Note that indeed r, = 8/gn > Rg.
Exercise ~ What is the output impedance if Ry is doubled?

Example
5.29

Solution

Calculate the output resistance of the circuit shown in Fig. 5.48(a) if C; is very large.

{ Rout { Rout { Rout1

+_|_—|:Ql Th Q1
Vi =
b_I :ERZ Icl n
= = R>

(@) (b) (c)

Figure 548 (a) CE stage example, (b) simplified circuit, (c) resistance seen at the collector.

Replacing V;, and C; with an ac ground and /; with an open circuit, we arrive at the
simplified model in Fig. 5.48(b). Since R; appears in parallel with the resistance seen
looking into the collector of O, we ignore R; for the moment, reducing the circuit to
that in Fig. 5.48(c). In analogy with Fig. 5.40, we rewrite Eq. (5.200) as

Rnutl - [1 + gm(R2| |rn)]rO~ (5207)
Returning to Fig. 5.48(b), we have
Rout = Routl ||R1 (5208)

= {[1 + gn(RolIr)lro IR (5.209)

Exercise

What is the output resistance if a very large capacitor is tied between the emitter of O
and ground?
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The procedure of progressively simplifying a circuit until it resembles a known topol-
ogy proves extremely critical in our work. Called “analysis by inspection,” this method
obviates the need for complex small-signal models and lengthy calculations. The reader
is encouraged to attempt the above example using the small-signal model of the overall
circuit to appreciate the efficiency and insight provided by our intuitive approach.

Example
5.30

Solution

Determine the output resistance of the stage shown in Fig. 5.49(a).

(b)
Figure 549 (a) CE stage example, (b) simplified circuit.

Recall from Fig. 5.7 that the impedance seen at the collector is equal to ro if the base
and emitter are (ac) grounded. Thus, O, can be replaced with rp; [Fig. 5.49(b)]. From
another perspective, O, is reduced to ro, because its base-emitter voltage is fixed by V3,
yielding a zero g,nvx2.

Now, ro, plays the role of emitter degeneration resistance for Q. In analogy with
Fig. 5.40(a), we rewrite Eq. (5.200) as

Rour = [1+ gm (rozllr=1)]ron. (5.210)

Called a “cascode” circuit, this topology is studied and utilized extensively in Chapter 9.

Exercise

Repeat the above example for a “stack” of three transistors.

CE Stage with Biasing Having learned the small-signal properties of the common-
emitter amplifier and its variants, we now study a more general case wherein the circuit
contains a bias network as well. We begin with simple biasing schemes described in Section
5.2 and progressively add complexity (and more robust performance) to the circuit. Let
us begin with an example.

A student familiar with the CE stage and basic biasing constructs the circuit shown in
Fig. 5.50 to amplify the signal produced by a microphone. Unfortunately, O carries no
current, failing to amplify. Explain the cause of this problem.
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Ve =25V

100kQ = 1kQ
Vout

Figure 550 Microphone amplifier.

Solution Many microphones exhibit a small low-frequency resistance (e.g., <100 ). If used in
this circuit, such a microphone creates a low resistance from the base of Q; to ground,
forming a voltage divider with Rp and providing a very low base voltage. For example,
a microphone resistance of 100 Q2 yields

100
Vw=———"""—x25V 5.211
T l0ke+ 10082 (>-211)
~2.5mV. (5.212)
Thus, the microphone low-frequency resistance disrupts the bias of the amplifier.
Exercise  Does the circuit operate better if Rp is halved?

How should the circuit of Fig. 5.50 be fixed? Since only the signal generated by the
microphone is of interest, a series capacitor can be inserted as depicted in Fig. 5.51 so as
to isolate the dc biasing of the amplifier from the microphone. That is, the bias point of
Q) remains independent of the resistance of the microphone because C; carries no bias
current. The value of C; is chosen so that it provides a relatively low impedance (almost
a short circuit) for the frequencies of interest. We say C; is a “coupling” capacitor and
the input of this stage is “ac-coupled” or “capacitively coupled.” Many circuits employ
capacitors to isolate the bias conditions from “undesirable” effects. More examples clarify
this point later.

100k Q =

o e

Figure 5.51 Capacitive coupling at the input of microphone amplifier.

The foregoing observation suggests that the methodology illustrated in Fig. 5.9 must
include an additional rule: replace all capacitors with an open circuit for dc analysis and a
short circuit for small-signal analysis.

Let us begin with the stage depicted in Fig. 5.52(a). For bias calculations, the
signal source is set to zero and C; is opened, leading to Fig. 5.52(b). From Section 5.2.1,
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Figure 5.52 (a) Capacitive coupling at the input of a CE stage, (b) simplified stage for bias
calculation, (c) simplified stage for small-signal calculation, (d) simplified circuit for input
impedance calculation, (e) simplified circuit for output impedance calculation.

we have

Vee — Ve

Ic =8 Ry

(5213)
Vee — Ve

VW = Vee — BR
% cc — BRc Ry

(5.214)
To avoid saturation, Vy > V.

With the bias current known, the small-signal parameters g,,, , and ro can be calcu-
lated. We now turn our attention to small-signal analysis, considering the simplified circuit
of Fig. 5.52(¢c). Here, C1 is replaced with a short and V¢ with ac ground, but Q is main-
tained as a symbol. We attempt to solve the circuit by inspection: if unsuccessful, we will
resort to using a small-signal model for O and writing KVLs and KCLs.

The circuit of Fig. 5.52(c) resembles the CE core illustrated in Fig. 5.29, except for Rp.
Interestingly, Rp has no effect on the voltage at node X so long as v;, remains an ideal
voltage source; i.e., vy = vj, regardless of the value of Rp. Since the voltage gain from the

base to the collector is given by v,,,/vx = —gnRc, we have
Pout — _gnRe. (5.215)
Vin

If V4, < o0, then

Vout

= —gm(Rcllro). (5.216)

m

However, the input impedance is affected by Rp [Fig. 5.52(d)]. Recall from Fig. 5.7 that
the impedance seen looking into the base, R;,1, is equal to r, if the emitter is grounded.
Here, Rp simply appears in parallel with R;,1, yielding

Rin2 = r,,||RB. (5217)

Thus, the bias resistor lowers the input impedance. Nevertheless, as shown in Prob-
lem 5.51, this effect is usually negligible.
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To determine the output impedance, we set the input source to zero [Fig. 5.52(e)].
Comparing this circuit with that in Fig. 5.32(b), we recognize that R,,, remains unchanged:
Rou: = Rellro. (5.218)

because both terminals of Rp are shorted to ground.
In summary, the bias resistor, Rp, negligibly impacts the performance of the stage
shown in Fig. 5.52(a).

Having learned about ac coupling, the student in Example 5.31 modifies the design to
that shown in Fig. 5.53 and attempts to drive a speaker. Unfortunately, the circuit still
fails. Explain why.

Vee =25V

100kQ =Ry Rc= 1kQ

o [

Figure 553 Amplifier with direct connection of speaker.

Solution  Typical speakers incorporate a solenoid (inductor) to actuate a membrane. The solenoid
exhibits a very low dc resistance, e.g., less than 1 Q. Thus, the speaker in Fig. 5.53 shorts
the collector to ground, driving O into deep saturation.

Exercise  Does the circuit operate better if the speaker is tied between the output node and Vi¢?

The student applies ac coupling to the output as well [Fig. 5.54(a)] and measures the
quiescent points to ensure proper biasing. The collector bias voltage is 1.5 V, indicating
that O operates in the active region. However, the student still observes no gain in the
circuit. (a) If Is = 5 x 1077 A and V,; = oo, compute the g of the transistor. (b) Explain
why the circuit provides no gain.

Vo =25V

100kQ =Rg Rc= 1kQ - o Vout
P — Q1 Rc%lkg Rsp%SQ
l_ Ql CZ v L
Cy in =

(@)

Figure 554 (a) Amplifier with capacitive coupling at the input and output, (b) simplified
small-signal model.
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Solution  (a) A collector voltage of 1.5 V translates to a voltage drop of 1 V across R¢c and hence
a collector current of 1 mA. Thus,
Ic
VBE = VT In— (5219)
Is
=796 mV. (5.220)
It follows that
Iy = Vee = Vbe (5.221)
Rp
=17 nA, (5.222)
and ,3 = Ic/IB = 58.8.
(b) Speakers typically exhibit a low impedance in the audio frequency range,
e.g., 8 Q. Drawing the ac equivalent as in Fig. 5.54(b), we note that the total resistance
seen at the collector node is equal to 1 k2||8 €2, yielding a gain of
|Au] = gm(Rc|IRs) = 0.31. (5.223)
Exercise  Repeat the above example for Rc = 500 .

The design in Fig. 5.54(a) exemplifies an improper interface between an amplifier and a
load: the output impedance is so much higher than the load impedance that the connection
of the load to the amplifier drops the gain drastically.

How can we remedy the problem of loading here? Since the voltage gain is proportional
to gm, we can bias O at a much higher current to raise the gain. This is studied in Prob-
lem 5.53. Alternatively, we can interpose a “buffer” stage between the CE amplifier and
the speaker (Section 5.3.3).

Let us now consider the biasing scheme shown in Fig. 5.15 and repeated in Fig. 5.55(a).
To determine the bias conditions, we set the signal source to zero and open the capacitor(s).
Equations (5.38)—(5.41) can then be used. For small-signal analysis, the simplified circuit
in Fig. 5.55(b) reveals a resemblance to that in Fig. 5.52(b), except that both R; and R,

—_ Vee
R, = Rc
—1 Q1
+ C; 1
Vin R, = =

) (b)

Figure 555 (a) Biased stage with capacitive coupling, (b) simplified circuit.
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Figure 556 (a) Degenerated stage with capacitive coupling, (b) simplified circuit.

appear in parallel with the input. Thus, the voltage gain is still equal to —g,,(R¢||ro) and
the input impedance is given by

Rip =17 [|R1||Rs. (5.224)

The output resistance is equal to R¢||ro.

We next study the more robust biasing scheme of Fig. 5.19, repeated in Fig. 5.56(a)
along with an input coupling capacitor. The bias point is determined by opening C;
and following Egs. (5.52) and (5.53). With the collector current known, the small-
signal parameters of QO can be computed. We also construct the simplified ac circuit
shown in Fig. 5.56(b), noting that the voltage gain is not affected by R; and R, and
remains equal to

=4 (5.225)
— +Rg
8m

where Early effect is neglected. On the other hand, the input impedance is lowered to:
Rin = [rz + (B + DRE]lIR|IR:, (5.226)

whereas the output impedance remains equal to R¢ if V4 = oco.

As explained in Section 5.2.3, the use of emitter degeneration can effectively
stabilize the bias point despite variations in 8 and Is. However, as evident from
Eq. (5.225), degeneration also lowers the gain. Is it possible to apply degeneration
to biasing but not to the signal? Illustrated in Fig. 5.57 is such a topology, where C,
is large enough to act as a short circuit for signal frequencies of interest. We can

Figure 557 Use of capacitor to eliminate degeneration.
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therefore write

Ay = —gmRe (5.227)

and
Rin = rz||R1||R, (5.228)
Rour = Rc. (5.229)

2l Design the stage of Fig. 5.57 to satisfy the following conditions: I = 1 mA, voltage drop
5-34 across Rg = 400 mV, voltage gain = 20 in the audio frequency range (20 Hz to 20 kHz),
input impedance > 2kQ. Assume g =100, Is =5 x 107!, and Voc = 2.5 V.

Solution With Ic = 1 mA = I, the value of R is equal to 400 2. For the voltage gain to remain
unaffected by degeneration, the maximum impedance of C; must be much smaller than
1/gm = 26 .8 Occurring at 20 Hz, the maximum impedance must remain below roughly
0.1 x (1/gm) =2.6 Q2

1 1 1
Coo =1 o for w =27 x 20 Hz. (5.230)
Thus,
C, > 30,607 uF. (5.231)

(This value is unrealistically large, requiring modification of the design.) We also have
|Ay| = gmRc = 20, (5.232)
obtaining
Rc =520 Q. (5.233)

Since the voltage across R is equal to 400 mV and Vg = VrIn(Ilc/Is) = 736 mV, we
have Vy = 1.14 V. Also, with a base current of 10 nA, the current flowing through Ry
and R, must exceed 100 A to lower sensitivity to f:

Vee
101 5.234
Ri+R, " G239
and hence
R + R, < 25kQ. (5.235)
Under this condition,
R,
~ Vee =114V, 5.236
X R+ R, cc ( )
yielding
R, =11.4kQ (5.237)
R, =13.6kQ. (5.238)

8 A common mistake here is to make the impedance of C; much less than Rp.
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We must now check to verify that this choice of Ry and R, satisfies the condition
R;, > 2kQ. That is,

Rin = rz||R1]IR, (5.239)

=1.83kQ. (5.240)

Unfortunately, R, and R, lower the input impedance excessively. To remedy the problem,

we can allow a smaller current through R; and R, than 107, at the cost of creating more

sensitivity to 8. For example, if this current is set to 5/p = 50 A and we still neglect I
in the calculation of Vy,

RlviCRz > 51Ip (5.241)

and
R+ Ry <50k®. (5.242)

Consequently,

R, =22.8kQ (5.243)

Ry =272k, (5.244)
giving

Ri, =2.15kQ. (5.245)

Exercise

Redesign the above stage for a gain of 10 and compare the results.

We conclude our study of the CE stage with a brief look at the more general case
depicted in Fig. 5.58(a), where the input signal source exhibits a finite resistance and the
output is tied to a load R;. The biasing remains identical to that of Fig. 5.56(a), but Rg
and R, lower the voltage gain v, /v, The simplified ac circuit of Fig. 5.58(b) reveals
Vi, is attenuated by the voltage division between Rg and the impedance seen at node X,
RylIR:||[rx + (B + DRe]. ice..

Vin R1||R2||[r7r +(:8+1)RE]+RS
The voltage gain from v;, to the output is given by
Vout _ Vx  Vou (5.247)
Vin Vin VUx .
_ Ri[|Ro|l[r= + (B+ DRe]  RclIRL (5.248)

B 1
Ril|IRoJ|[rz + (B+1DRe] + Ry 1 YRy

m

As expected, lower values of R; and R; reduce the gain.
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Figure 5.58 (a) General CE stage, (b) simplified circuit, (c) Thevenin model of input network.

Did you know?

What we have learned so far readily allows us
to construct interesting circuits. One of the
first gadgets that you can build are radio
receivers and transmitters. Shown below is
an FM transmitter operating in the vicinity of
100 MHz. A self-biased CE stage amplifies the
microphone signal, applying the result to an os-
cillator. The audio signal “modulates” (varies) the
frequency of the oscillator, creating an FM output.

FM Output

Oscillator \
; VAR

i Antenna

4kQ=

YYY

30kQ| i — :

2uF 1| 203
-lg-Mike = I I

Simple FM transmitter.

The above computation views the input network
as a voltage divider. Alternatively, we can utilize a
Thevenin equivalent to include the effect of Ry, Ri,
and R, on the voltage gain. Illustrated in Fig. 5.58(c),
the idea is to replace vj,, Rs and R;||R, with vz, and
RThev:

Ri||IR>
Vhey = ——2 4 5.249
7" = RilIR> + Rs (5.249)
R1ner = Rsl|R1||R>. (5.250)

The resulting circuit resembles that in Fig. 5.43(a) and
follows Eq. (5.185):

A — RelIRL RilIR>
VT 1 RThev .R1||R2+RS’
— 4+ Rg+—
8m i B+1
(5.251)

where the second fraction on the right accounts for the
voltage attenuation given by Eq. (5.249). The reader is
encouraged to prove that Egs. (5.248) and (5.251) are
identical.

The two approaches described above exemplify
analysis techniques used to solve circuits and gain in-
sight. Neither requires drawing the small-signal model
of the transistor because the reduced circuits can be
“mapped” into known topologies.

Figure 5.59 summarizes the concepts studied in this
section.
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Headroom
— R¢ \{V‘ > /Gim ou't::> % o-wy_éq

Ay==0n (RC”rO) Ay, Rin

Figure 5.59 Summary of concepts studied thus far.

5.3.2 Common-Base Topology

Following our extensive study of the CE stage, we now turn our attention to the “common-
base” (CB) topology. Nearly all of the concepts described for the CE configuration apply
here as well. We therefore follow the same train of thought, but at a slightly faster pace.

Given the amplification capabilities of the CE stage, the reader may wonder why we
study other amplifier topologies. As we will see, other configurations provide different
circuit properties that are preferable to those of the CE stage in some applications. The
reader is encouraged to review Examples 5.2-5.4, their resulting rules illustrated in Fig.
5.7, and the possible topologies in Fig. 5.28 before proceeding further.

Figure 5.60 shows the CB stage. The input is applied to the emitter and the output is
sensed at the collector. Biased at a proper voltage, the base acts as ac ground and hence
as a node “common” to the input and output ports. As with the CE stage, we first study
the core and subsequently add the biasing elements.

Vee
Output Sensed
at Collector
Vb
Vin
— Input Applied

to Emitter

Figure 5.60 Common-base stage.

Analysis of CB Core How does the CB stage of Fig. 5.61(a) respond to an input signal?’
If Vi, goes up by a small amount AV, the base-emitter voltage of Q decreases by the
same amount because the base voltage is fixed. Consequently, the collector current falls
by g, AV, allowing V,,, to rise by g,, AVRc. We therefore surmise that the small-signal
voltage gain is equal to

A, = gmRe. (5.252)

“Note that the topologies of Figs. 5.60 and 5.61(a) are identical even though Q1 is drawn differently.
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(b)

Figure 5.61 (a) Response of CB stage to small input change, (b) small-signal model.

Interestingly, this expression is identical to the gain of the CE topology. Unlike the CE
stage, however, this circuit exhibits a positive gain because an increase in V;, leads to an
increase in V.

Let us confirm these results with the aid of the small-signal equivalent depicted in Fig.
5.61(b), where the Early effect is neglected. Beginning with the output node, we equate
the current flowing through R¢ to g,v,:

v
— I;Z = gnUn, (5.253)
obtaining v, = —v,,/(gnRc). Considering the input node next, we recognize that
Uy = —Vjy,. It follows that
'i)"“” — gnRe. (5.254)

As with the CE stage, the CB topology suffers from trade-offs among the gain, the
voltage headroom, and the I/O impedances. We first examine the circuit’s headroom limita-
tions. How should the base voltage, V;, in Fig. 5.61(a) be chosen? Recall that the operation
in the active region requires Vzz > 0 and V¢ < 0 (for npn devices). Thus, V, must remain
higher than the input by about 800 mV, and the output must remain higher than or equal to
Vj,. For example, if the dc level of the input is zero (Fig. 5.62), then the output must not fall
below approximately 800 mV, i.e., the voltage drop across R¢ cannot exceed Vo — VaE.
Similar to the CE stage limitation, this condition translates to

e

A, =< .R 2
v Re (5.255)

= € BE (5.256)

Figure 5.62 Voltage headroom in CB stage.
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E The voltage produced by an electronic thermometer is equal to 600 mV at room

temperature. Design a CB stage to sense the thermometer voltage and amplify the
change with maximum gain. Assume Vec =1.8V, Ic =02mA, Is =5 x 1077 A,
and 8 = 100.

Solution Illustrated in Fig. 5.63(a), the circuit must operate properly with an input level of 600 mV.
Thus, Vi, = Vg +600mV = VrIn(lc/Is) + 600 mV = 1.354 V. To avoid saturation, the
collector voltage must not fall below the base voltage, thereby allowing a maximum
voltage drop across Rc equal to 1.8 V — 1.354 V = 0.446 V. Thus R¢c = 2.23 k2. We can

then write
Av = ngC (5257)
IcRc
= 5.258
o (5259)
=17.2. (5.259)

The reader is encouraged to repeat the problem with Ic = 0.4 mA to verify that the
maximum gain remains relatively independent of the bias current.!”

Thermometer

@ (b)

Figure 5.63 (a) CB stage sensing an input, (b) bias network for base.

We must now generate V. A simple approach is to employ a resistive divider
as depicted in Fig. 5.63(b). To lower sensitivity to 8, we choose I} ~ 10/ ~ 20 uA ~
Vee/(R1 + Rz). Thus, R; + R, = 90kQ. Also,

Ry
A 1% 5.260
b R+ R cc ( )
and hence
R, = 67.7kQ (5.261)
Ry =22.3kQ. (5.262)

Exercise ~ Repeat the above example if the thermometer voltage is 300 mV.

10This example serves only as an illustration of the CB stage. A CE stage may prove more suited to
sensing a thermometer voltage.
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Let us now compute the I/O impedances of the CB topology so as to understand its ca-
pabilities in interfacing with preceding and following stages. The rules illustrated in Fig. 5.7
prove extremely useful here, obviating the need for small-signal equivalent circuits. Shown
in Fig. 5.64(a), the simplified ac circuit reveals that R;, is simply the impedance seen looking
into the emitter with the base at ac ground. From the rules in Fig. 5.7, we have

Ry = — (5.263)

if V4 =o0. The input impedance of the CB stage is therefore relatively low, e.g.,
26 Q for Ic = 1 mA (in sharp contrast to the corresponding value for a CE stage, 8/gm)-

Vee

Figure 5.64 (a) Input impedance of CB stage, (b) response to a small change in input.

The input impedance of the CB stage can also be determined intuitively [Fig. 5.64(b)].
Suppose a voltage source Vx tied to the emitter of Q| changes by a small amount AV. The
base-emitter voltage therefore changes by the same amount, leading to a change in the
collector current equal to g,,AV'. Since the collector current flows through the input source,
the current supplied by Vi also changes by g,,AV. Consequently, R;, = AVx/Alxy =1/gy.

Does an amplifier with a low input impedance find any practical use? Yes, indeed.
For example, many stand-alone high-frequency amplifiers are designed with an input re-
sistance of 50 €2 to provide “impedance matching” between modules in a cascade and the
transmission lines (traces on a printed-circuit board) connecting the modules (Fig. 5.65).!!

The output impedance of the CB stage is computed with the aid of Fig. 5.66, where
the input voltage source is set to zero. We note that R,,; = Rou1||Rc, where Ry, is the
impedance seen at the collector with the emitter grounded. From the rules of Fig. 5.7,
we have R,,1 = ro and hence

Rout = rO||RC (5264)
or

Row = Re if V3 = 0. (5.265)

UTf the input impedance of each stage is not matched to the characteristic impedance of the preceding
transmission line, then “reflections” occur, corrupting the signal or at least creating dependence on the
length of the lines.
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50-Q 50-Q
Transmission Transmission
E Line E Line E
50Q 50Q

Figure 5.65 System using transmission lines.

Figure 5.66 Output impedance of CB stage.

A common-base amplifier is designed for an input impedance of R;, and an output
impedance of R,,;. Neglecting the Early effect, determine the voltage gain of the circuit.

Solution  Since R;, = 1/g,, and R,,; = R¢, we have

R()Ll[

A, = .
Rin

(5.266)

Exercise ~ Compare this value with that obtained for the CE stage.

From Egs. (5.256) and (5.266), we conclude that the CB stage exhibits a set of trade-offs
similar to those depicted in Fig. 5.33 for the CE amplifier.

It is instructive to study the behavior of the CB topology in the presence of a fi-
nite source resistance. Shown in Fig. 5.67, such a circuit suffers from signal attenuation
from the input to node X, thereby providing a smaller voltage gain. More specifically,
since the impedance seen looking into the emitter of Q; (with the base grounded) is

Figure 5.67 CB stage with source resistance.
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equal to 1/g,, (for V4 = 00), we have

1

8m
Vx = —— 7 Uin

Rs + —
m
1
=— v
1+ngS

in-

(5.267)

(5.268)

We also recall from Eq. (5.254) that the gain from the emitter to the output is given by

Vout

= ngC .
Vx

It follows that

Vout _ ngC

Vin 1 + gmRs
Rc

1
— + Rg
8m

3

(5.269)

(5.270)

(5.271)

a result identical to that of the CE stage (except for a negative sign) if Ry is viewed as an

emitter degeneration resistor.

A common-base stage is designed to amplify an RF signal received by a 50-2 antenna.
Determine the required bias current if the input impedance of the amplifier must “match”
the impedance of the antenna. What is the voltage gain if the CB stage also drives a 50-2

load? Assume V, = oo.

Rc
Vout

Antenna Q1 Vg

2The dots denote the need for biasing circuitry, as described later in this section.

Solution  Figure 5.68 depicts the amplifier'? and the equivalent circuit with the antenna mod-
eled by a voltage source, vj,, and a resistance, Rg = 50 Q. For impedance matching,

Figure 5.68 (a) CB stage sensing a signal received by an antenna, (b) equivalent circuit.
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it is necessary that the input impedance of the CB core, 1/g,,, be equal to Rs, and hence
Ic = gV (5.272)
= 0.52mA. (5.273)

If R¢ itself is replaced by a 50-2 load, then Eq. (5.271) reveals that

Ay= —C (5.274)

(5.275)

The circuit is therefore not suited to driving a 50-$2 load directly.

Exercise

What is the voltage gain if a 50-2 resistor is also tied from the emitter of O to ground?

Another interesting point of contrast between the CE and CB stages relates to their
current gains. The CB stage displays a current gain of unity because the current flow-
ing into the emitter simply emerges from the collector (if the base current is neglected).
On the other hand, as mentioned in Section 5.3.1, A; = B for the CE stage. In fact,
in the preceding example, i;, = vi,/(Rs + 1/gm), which upon flowing through R¢, yields
Vour = Revin/(Rs + 1/gm). It is thus not surprising that the voltage gain does not exceed

As with the CE stage, we may desire to analyze the CB topology in the general case:
with emitter degeneration, V4 < 0o, and a resistance in series with the base [Fig. 5.69(a)].
Outlined in Problem 5.64, this analysis is somewhat beyond the scope of this book. Nev-
ertheless, it is instructive to consider a special case where Rp = 0 but V4 < oo, and we
wish to compute the output impedance. As illustrated in Fig. 5.69(b), R, is equal to R¢ in
parallel with the impedance seen looking into the collector, R,,;1. But R, is identical to
the output resistance of an emitter-degenerated common emitter stage, i.e., Fig. 5.46, and
hence given by Eq. (5.197):

Roull = [1 + gm(REHrﬂ)]rO + (REHrn)- (5276)

L2 0

oty | te ]

Re R

J__"NV_ Q1 outl = out2

Py
>
=
=

AL

(b)

Figure 5.69 (a) General CB stage, (b) output impedance seen at different nodes.
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Vee Vee Vee
Re Rc Re
Vout Vout

Q1 E:> Q1 4-‘ Yy Q1 E:>

+ -
Vin - Re Re Rout
= H H + Re
Vin

(@) ()

Figure 5.70 (a) CE stage and (b) CB stage simplified for output impedance calculation.

It follows that

Rou = Rell{[1 + gm(REellr=)lro + (Rellrx)}- (5.277)

The reader may have recognized that the output impedance of the CB stage is equal to that
of the CE stage. Is this true in general? Recall that the output impedance is determined by
setting the input source to zero. In other words, when calculating R,,,;, we have no knowl-
edge of the input terminal of the circuit, as illustrated in Fig. 5.70 for CE and CB stages. It is
therefore no coincidence that the output impedances are identical if the same assumptions
are made for both circuits (e.g., identical values of V4 and emitter degeneration).

Old wisdom says “the output impedance of the CB stage is substantially higher than
that of the CE stage.” This claim is justified by the tests illustrated in Fig. 5.71. If a
constant currentis injected into the base while the collector voltage is varied, /¢ exhibits a
slope equal to r,' [Fig. 5.71(a)]. On the other hand, if a constant current is drawn from
the emitter, /- displays much less dependence on the collector voltage. Explain why
these tests do not represent practical situations.

@ (b)

AMA

\
=]
<
=]
Q
3
<
a
Yy
~
)
~
a
S+
Q
3
<
a
AL
Yy
~
)

Open
(c) (d)
Figure 5.71 (a) Resistance seens at collector with emitter grounded, (b) resistance seen at

collector with an ideal current source in emitter, (c) small-signal model of (a), (d) small-
signal model of (b).
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Solution  The principal issue in these tests relates to the use of current sources to drive each stage.
From a small-signal point of view, the two circuits reduce to those depicted in Figs.
5.71(c) and (d), with current sources /5 and /g replaced with open circuits because they
are constant. In Fig. 5.71(c), the current through r, is zero, yielding g,,v, = 0 and hence
R, = ro. On the other hand, Fig. 5.71(d) resembles an emitter-degenerated stage (Fig.
5.46) with an infinite emitter resistance, exhibiting an output resistance of

Rout = [1 + gm(RE“rn)]rO + (RE”rn) (5278)
=1+ gmwr)ro+rx (5.279)
~ Bro + rx. (5.280)

which is, of course, much greater than r¢. In practice, however, each stage may be driven
by a voltage source having a finite impedance, making the above comparison irrelevant.

Exercise ~ Repeat the above example if a resistor of value R; is inserted in series with the emitter.

Another special case of the topology shown in Fig. 5.69(a) occurs if V4 = oo but
Rp > 0. Since this case does not reduce to any of the configurations studied earlier, we
employ the small-signal model shown in Fig. 5.72 to study its behavior. As usual, we write
gmVr = —Vou/Rc and hence v, = —v,,/(gmRc). The current flowing through r, (and
Rp) is then equal to v, /7y = —Vou/(mr= Rc) = —vour/(BRc). Multiplying this current by
Rp + ry, we obtain the voltage at node P:

—Vou

vp = — ﬂRct (Rp +7y) (5.281)

Vout
= R . 5.282
S (R -+ ) (5282)
We also write a KCL at P:
U 4 ogvg = 2V (5.283)
'z RE

Figure 5.72 CB stage with base resistance.
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that is,
Did you know? Vot
The CB gain reduction as a result of an impedance 1 . ﬂ;lc (Rp+717) — vin
in series with the base has stumbled many a de- <— + gm> = (5.284)
signer. This effect is especially pronounced at high = gmRc Rg
frequencies because the parasitic inductances of It follows that
the package (which contains the chip) may intro-
duce a significant impedance (= Lw). As shown Yout _ PRc . (5.285)
below, the “bond wires” connecting the chip to Vin (B+1DReg+Rp+ry

the package behave like inductors, thus degrading

Dividine th . 1
N R T R G TP s ividing the numerator and denominator by g + 1, we

has an inductance of about 5 nH, exhibiting an have
impedance of 157 Q at 5 GHz. Vout ~ Rc . (5.286)
Vin Re + Rs + i
B+1  gm

As expected, the gain is positive. Furthermore, this ex-
pression is identical to that in Eq. (5.185) for the CE
stage. Figure 5.73 illustrates the results, revealing that,
except for a negative sign, the two stages exhibit equal
gains. Note that Rp degrades the gain and is not added
to the circuit deliberately. As explained later in this sec-
tion, Rp may arise from the biasing network.

Let us now determine the input impedance of the
CB stage in the presence of a resistance in series with
Effect of bond wire inductance in a CB stage. the base, still assuming V4 = oo. From the small-signal
equivalent circuit shown in Fig. 5.74, we recognize that

Figure 5.74 Input impedance of CB stage with base resistance.
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r. and Rp form a voltage divider, thereby producing'®

rT(
Uy = ——————Vy.
b4 P RB X
Moreover, KCL at the input node gives
v .
= + gV = —lx.
Thus,
1 n —ry
— L S
I'n & rr + Rp X
and

v_X_rﬂ—i—RB
ix B+1
1 Rp

+ .
gn B+1

(5.287)

(5.288)

—iy (5.289)

(5.290)

(5.291)

Note that R;, = 1/g,, if Rg = 0, an expected result from the rules illustrated in Fig. 5.7.
Interestingly, the base resistance is divided by g + 1 when “seen” from the emitter. This is
in contrast to the case of emitter degeneration, where the emitter resistance is multiplied
by g + 1 when seen from the base. Figure 5.75 summarizes the two cases. Note that these

results remain independent of R¢ if V4 = oo.

RB VA:OO VA:OO
Q1 |_> Q1
L-;.R_B_* rTC+(B+l)RE RE
Im B+l =

Figure 5.75 Impedance seen at the emitter or base of a transistor.

Example
5.39

Determine the impedance seen at the emitter of O, in Fig. 5.76(a) if the two transistors

are identical and V4 = oco.

Figure 5.76 (a) Example of CB stage, (b) simplified circuit.

13 Alternatively, the current through r, + Rp is equal to vy /(7 + Rp), yielding a voltage of

—ryzvx/(rz + Rp) across ry.
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Solution  The circuit employs O, as a common-base device, but with its base tied to a finite series
resistance equal to that seen at the emitter of Q1. Thus, we must first obtain the equivalent
resistance R.,, which from Eq. (5.291) is simply equal to

1 R
Reyg= — + —2—. (5.292)
8ml ,6 +1
Reducing the circuit to that shown in Fig. 5.76(b), we have
1 R,
Ry = — 4 (5.293)
8m2 ,3 +1
1 1 1 R
=_+_(_+ 5 ) (5.294)
8m2 ,3 +1 8ml .3 +1
Exercise ~ What happens if a resistor of value R; is placed in series with the collector of O ?

CB Stage with Biasing Having learned the small-signal properties of the CB core, we
now extend our analysis to the circuit including biasing. An example proves instructive at
this point.

Example
5.40

The student in Example 5.31 decides to incorporate ac coupling at the input of a CB
stage to ensure the bias is not affected by the signal source, drawing the design as shown
in Fig. 5.77. Explain why this circuit does not work.

Figure 5.77 CB stage lacking bias current.

Solution Unfortunately, the design provides no dc path for the emitter current of Q1,
forcing a zero bias current and hence a zero transconductance. The situation is
similar to the CE counterpart in Example 5.5, where no base current can be
supported.

Exercise  In what region does Q| operate if Vj, = V¢?
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=SSl Somewhat embarrassed, the student quickly connects the emitter to ground so that
Al Ve = V;, and a reasonable collector current can be established (Fig. 5.78). Explain why
“haste makes waste.”

Figure 5.78 CB stage with emitter shorted to ground.

Solution As in Example 5.6, the student has shorted the signal to ac ground. That is, the emitter
voltage is equal to zero regardless of the value of v;,, yielding v,,, = 0.

Exercise  Does the circuit operate better if V}, is raised?

The above examples imply that the emitter can remain neither open nor shorted to
ground, thereby requiring some bias element. Shown in Fig. 5.79(a) is an example in which
Rpg provides a path for the bias current at the cost of lowering the input impedance. We
recognize that R;,, now consists of two parallel components: (1) 1/g,,, seen looking “up”
into the emitter (with the base at ac ground) and (2) Rg, seen looking “down.” Thus,

1
Rin = —|IRE. (5.295)

m

As with the input biasing network in the CE stage (Fig. 5.58), the reduction in
R;, manifests itself if the source voltage exhibits a finite output resistance. Depicted
in Fig. 5.79(b), such a circuit attenuates the signal, lowering the overall voltage gain.

(b)

Figure 5.79 (a) CB stage with biasing, (b) inclusion of source resistance.
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Following the analysis illustrated in Fig. 5.67, we can write

vy Riy
L _-m 5.296
Vin Rin + Rs ( )
1

—IIRE

— (5.297)
—|IRg + Rs

1

_ . (5.298)
Since vou /vy = gmRc,
ou l

Yout - gmRc. (5.299)

ET (1 + gnRE)Rs

As usual, we have preferred solution by inspection over drawing the small-signal
equivalent.

The reader may see a contradiction in our thoughts: on the one hand, we view the
low input impedance of the CB stage as a useful property; on the other hand, we consider
the reduction of the input impedance due to Rg undesirable. To resolve this apparent
contradiction, we must distinguish between the two components 1/g,, and Rg, noting that
the latter shunts the input source current to ground, thus “wasting” the signal. As shown
in Fig. 5.80, i;, splits two ways, with only i, reaching R¢c and contributing to the output
signal. If Rx decreases while 1/g,, remains constant, then i, also falls.'* Thus, reduction
of R, due to R is undesirable. By contrast, if 1/g,, decreases while R remains constant,
then i, rises. For R to affect the input impedance negligibly, we must have

1
Rg> — (5.300)

m

Figure 5.80 Small-signal input current components in a CB stage.

and hence
IcRg > V7. (5.301)

That is, the dc voltage drop across R muts be much greater than V7.

14In the extreme case, Rg = 0 (Example 5.41) and i, = 0.
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How is the base voltage, V}, generated? We can employ a resistive divider similar to
that used in the CE stage. Shown in Fig. 5.81(a), such a topology must ensure /; > I to
minimize sensitivity to 8, yielding

Ry
Vi~ ———Vec. 5.302
bN R R, S ( )

However, recall from Eq. (5.286) that a resistance in series with the base reduces the voltage
gain of the CB stage. Substituting a Thevenin equivalent for R; and R, as depicted in Fig.
5.81(b), we recognize that a resistance of Ry, = R1||R, now appears in series with the
base. For this reason, a “bypass capacitor” is often tied from the base to ground, acting as
a short circuit at frequencies of interest [Fig. 5.81(c)].

C1 Re

@

Figure 5.81 (a) CB stage with base bias network, (b) use of Thevenin equivalent,
(c) effect of bypass capacitor.

Example
5.42

Solution

Design a CB stage (Fig. 5.82) for a voltage gain of 10 and an input impedance of 50 .
Assume Is =5 x 1071 A, V4, = 00, B = 100, and Vge = 2.5 V.

- Vee

Figure 5.82 Example of CB stage with biasing.
We begin by selecting R > 1/gp, e.g., Rg = 500 2, to minimize the undesirable effect
of Rg. Thus,

1
R~ =500 (5.303)

and hence

Ic = 0.52mA. (5.304)
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If the base is bypassed to ground

A, = gmRc, (5.305)
yielding

Re =500 Q. (5.306)

We now determine the base bias resistors. Since the voltage drop across R is equal to
500 2 x 0.52mA =260mV and Vg = Vy In(Ic/Is) = 899 mV, we have

Vo = IgRE + VBE (5.307)
=1.16V. (5.308)

Selecting the current through R; and R; to be 10/ = 52 nA, we write

Ry
Vi~ ——— V. 5.309
b~ g Ve (5:309)
Vee
=52 uA. 5.310
Rtk % (5.310)
It follows that

Ry =25.8kQ (5.311)
Ry, =22.3KkQ. (5.312)

The last step in the design is to compute the required values of C; and Cg according to
the signal frequency. For example, if the amplifier is used at the receiver front end of a 900-
MHz cellphone, the impedances of C; and Cg must be sufficiently small at this frequency.
Appearing in series with the emitter of O, C; plays a role similar to Ry in Fig. 5.67 and
Eq. (5.271). Thus, its impedance, |Cjw|~!, must remain much less than 1/g,, = 50 Q. In
high-performance applications such as cellphones, we may choose |Ciw|™' = (1/g,,)/20
to ensure negligible gain degradation. Consequently, for @ = 27 x (900 MHz):

c, = 208n (5.313)
w
— 71 pF. (5.314)

Since the impedance of Cp appears in series with the base and plays a role similar to the
term Rp/(B + 1) in Eq. (5.286), we require that

1

B+1

1

CBw

11

=—=— 5315
02 (5.315)

and hence
Cp = 0.7 pF. (5.316)

(A common mistake is to make the impedance of Cz negligible with respect to Ri||R
rather than with respect to 1/g;,.)

Exercise

Design the above circuit for an input impedance of 100 .
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5.3.3 Emitter Follower

Another important circuit topology is the emitter follower (also called the “common-
collector” stage). The reader is encouraged to review Examples 5.2-5.3, rules illustrated
in Fig. 5.7, and the possible topologies in Fig. 5.28 before proceeding further. For the
sake of brevity, we may also use the term “follower” to refer to emitter followers in this
chapter.

Shown in Fig. 5.83, the emitter follower senses the input at the base of the transistor
and produces the output at the emitter. The collector is tied to V¢ and hence ac ground.
We first study the core and subsequently add the biasing elements.

Vee
Output Sensed
Vin Q1 / at Emitter
Input Applied e Vout
to Base Re

Figure 5.83 Emitter follower.

Emitter Follower Core How does the follower in Fig. 5.84(a) respond to a change in V},,?
If V, rises by a small amount AV}, the base-emitter voltage of O tends to increase, raising
the collector and emitter currents. The higher emitter current translates to a greater drop
across Rr and hence a higher V,,,. From another perspective, if we assume, for example,
V,ue 1s constant, then Vpp must rise and so must /g, requiring that V,,, go up. Since V,,,
changes in the same direction as Vj,, we expect the voltage gain to be positive. Note that
V,u: 1s always lower than Vj, by an amount equal to Vpg, and the circuit is said to provide
“level shift.”

VCC Vinl + AVin

Vin Ql Vinl _I

Viut VBE2
VBEL Voutrt AV

— Voutl |

(@ (b)

Figure 5.84 (a) Emitter follower sensing an input change, (b) response of the circuit.

Another interesting and important observation here is that the change in V,,, cannot
be larger than the change in Vj,. Suppose V;, increases from V;,;; to Vj,; + AV}, and V,,,;
from V,,;1 to Voun + AV, [Fig. 5.84(b)]. If the output changes by a greater amount than
the input, AV,,; > AV,,, then Vzg, must be less than Vzg;. But this means the emitter
current also decreases and so does IpRg = V,,;, contradicting the assumption that V,,, has
increased. Thus, AV,,, < AVj,, implying that the follower exhibits a voltage gain less than
unity."

I5In an extreme case described in Example 5.43, the gain becomes equal to unity.
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— A —e-

W
By
m

Figure 5.85 Small-signal model of emitter follower.

The reader may wonder if an amplifier with a subunity gain has any practical value.
As explained later, the input and output impedances of the emitter follower make it a
particularly useful circuit for some applications.

Let us now derive the small-signal properties of the follower, first assuming V4 = oo.
Shown in Fig. 5.85, the equivalent circuit yields

Un 4 gy = Sou (5.317)
I'r RE
and hence
Vr Vout
Uy = . . 5.318
B+1 Rg ( )
We also have
Vin = Uz + Vour- (5.319)
Substituting for v, from (5.318), we obtain
1
S S— (5.320)
Vin 1 + I i
B+1 Rg
R
~ 7E1 (5.321)
Rp+ —
8m

The voltage gain is therefore positive and less than unity.

Example
5.43

In integrated circuits, the follower is typically realized as shown in Fig. 5.86. Determine
the voltage gain if the current source is ideal and V; = oc.

Figure 5.86 Follower with current source.
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Since the emitter resistor is replaced with an ideal current source, the value of Rg in
Eq. (5.321) must tend to infinity, yielding

A, =1. (5.322)

This result can also be derived intuitively. A constant current source flowing through QO
requires that Vzg = V7 In(I¢ /Is) remain constant. Writing V,,,, = V;,, — Vg, we recognize
that V,,,, exactly follows V;, if Vg is constant.

Exercise

Repeat the above example if a resistor of value R; is placed in series with the collector.

Equation (5.321) suggests that the emitter follower acts as a voltage divider, a perspec-
tive that can be reinforced by an alternative analysis. Suppose, as shown in Fig. 5.87(a), we
wish to model v;, and Q1 by a Thevenin equivalent. The Thevenin voltage is given by the
open-circuit output voltage produced by Q1 [Fig. 5.87(b)], as if Q1 operates with R = oo
(Example 5.43). Thus, v7pe, = vin. The Thevenin resistance is obtained by setting the input
to zero [Fig. 5.87(c)] and is equal to 1/g,,. The circuit of Fig. 5.87(a) therefore reduces to
that shown in Fig. 5.87(d), confirming operation as a voltage divider.

Vee
Q1

in Vout = Vin

VThev = Vin

RThev

© )

Figure 5.87 (a) Emitter follower stage, (b) Thevenin voltage, (c) Thevenin resistance,
(d) simplified circuit.

Example
5.44

Solution

Determine the voltage gain of a follower driven by a finite source impedance of Rs [Fig.
5.88(a)] if V4 = oo.

We model v;,, Rg, and Q1 by a Thevenin equivalent. The reader can show that the open-
circuit voltage is equal to v;,. Furthermore, the Thevenin resistance [Fig. 5.88(b)] is
given by Eq. (5.291) as Rg/(B + 1) + 1/g,. Figure 5.88(c) depicts the equivalent circuit,
revealing that
Vout _ RE
R T (5.323)

+
B+1  gm

Vin

R+
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(c) simplified circuit.

follower.

VThev = Vin

Figure 5.88 (a) Follower with source impedance, (b) Thevenin resistance seen at emitter,

This result can also be obtained by solving the small-signal equivalent circuit of the

Vee
Rs
Q1
RThev
(b)
1, Rs
Im P+1
Vout
+ Re

©

Exercise

What happens if R = 00?

Did you know?

Shortly after the invention of the bipolar transis-
tor, a Bell Labs engineer named Sidney Darlington
borrowed a few transistors from his boss and took
them home for the weekend. It was over that week-
end that he came up with what is known as the
“Darlington Fair” [Fig. (a)]. Here, Q and Qx can be
viewed as two emitter followers in a cascade. The
circuit provides a high input impedance but since
le1is small (= Ig2), & i quite slow. For this rea-
son, the modified topologies in Fige. (b) and (c)
are preferred.

VCC

Q2

Vout

Darlington pairs.

In order to appreciate the usefulness of emitter follow-
ers, let us compute their input and output impedances.
In the equivalent circuit of Fig. 5.89(a), we have
ixrr = vy. Also, the current ix and g,,v, flow through
Rp, producing a voltage drop equal to (ix + gnv:)RE.
Adding the voltages across r, and Rg and equating the
result to vy, we have

Vy = Uy + (lX + gmvn)RE (5324)
=ixrz + (iX + gmixr,,)RE, (5325)
and hence
'l_’—X =12+ (1+ B)Re. (5.326)
X

This expression is identical to that in Eq. (5.162)
derived for a degenerated CE stage. This is, of course,
no coincidence. Since the input impedance of the CE
topology is independent of the collector resistor (for
V4 = 00), its value remains unchanged if Rc = 0, which
is the case for an emitter follower [Fig. 5.89(b)].

The key observation here is that the follower “trans-
forms” the load resistor, Rg, to a much larger value,
thereby serving as an efficient “buffer.” This concept
can be illustrated by an example.
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Vee Vee
Re = 0

|_> Q1 => |_> Q1

Rin RE Rin RE

(@) (b)

Figure 5.89 (a) Input impedance of emitter follower, (b) equivalence of CE and follower stages.

2ol A CE stage exhibits a voltage gain of 20 and an output resistance of 1 kQ. Determine
240 the voltage gain of the CE amplifier if

(a) The stage drives an 8-2 speaker directly.

(b) An emitter follower biased at a current of 5 mA is interposed between the CE stage
and the speaker. Assume g = 100, V4 = oo, and the follower is biased with an ideal
current source.

Solution  (a) Asdepicted in Fig. 5.90(a), the equivalent resistance seen at the collector is now given
by the parallel combination of Rc and the speaker impedance, R,,, reducing the gain
from 20 to 20 x (R¢||8 2)/Rc = 0.159. The voltage gain therefore degrades drastically.

Figure 5.90 (a) CE stage and (b) two-stage circuit driving a speaker.

(b) From the arrangement in Fig. 5.90(b), we note that
Rint =12+ (B+ 1Ry (5.327)
=1328Q. (5.328)

Thus, the voltage gain of the CE stage drops from 20 to 20 x (R¢l||Rin1)/
Rc = 11.4, a substantial improvement over case (a).

Exercise  Repeat the above example if the emitter follower is biased at a current of 10 mA.
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Vee
Rs

Q1
=

Im P+1

R
SEA

(a) (b)

Figure 5.91 (a) Output impedance of a follower, (b) components of output resistance.

We now calculate the output impedance of the follower, assuming the circuit is driven
by a source impedance Ry [Fig. 5.91(a)]. Interestingly, we need not resort to a small-signal
model here as R,,, can be obtained by inspection. As illustrated in Fig. 5.91(b), the output
resistance can be viewed as the parallel combination of two components: one seen looking
“up” into the emitter and another looking “down” into Ry. From Fig. 5.88, the former is
equal to Rg/(8 + 1) + 1/gm, and hence

Ry 1
Row <,3 1 + gm)IIRE. (5.329)
This result can also be derived from the Thevenin equivalent shown in Fig. 5.88(c) by
setting v;, to zero.

Equation (5.329) reveals another important attribute of the follower: the circuit trans-
forms the source impedance, Rg, to amuch lower value, thereby providing higher “driving”
capability. We say the follower operates as a good “voltage buffer” because it displays a high
input impedance (like a voltmeter) and a low output impedance (like a voltage source).

Effect of Transistor Output Resistance Our analysis of the follower has thus far ne-
glected the Early effect. Fortunately, the results obtained above can be readily modified
to reflect this nonideality. Figure 5.92 illustrates a key point that facilitates the analy-
sis: in small-signal operation, ro appears in parallel with Rz. We can therefore rewrite
Egs. (5.323), (5.326) and (5.329) as

Rellro

A, = (5.330)
Rellro + —2- 4+ L
£ p+1 8m
Rin =17 + (B + 1)(Rellro) (5.331)
Ry 1
Rou = - R . 5.332
' <,3+1+gm>” ellro ( )

Figure 5.92 Follower including transistor output resistance.
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=SSl Determine the small-signal properties of an emitter follower using an ideal current
T source (as in Example 5.43) but with a finite source impedance Rs.
Solution  Since Rr = oo, we have
A, = 'o (5.333)
B 1
P —
? B+1 " gm
Rin =ry;+ (,3 + 1)7’0 (5334)
Rs 1
Roy=|——+— . 5.335
out (,3+1+gm>||r0 ( )
Also, gnro > 1, and hence
A, ~ F—OR (5.336)
s
ro+
°TB+1
Rin = (B + Dro. (5.337)
We note that A, approaches unity if Ry <« (8 + 1)ro, a condition typically valid.
Exercise ~ How are the results modified if R < 0o?

The buffering capability of followers is sometimes attributed to their “current gain.”
Since a base current iz results in an emitter current of (8 + 1)ip, we can say that for
a current iy delivered to the load, the follower draws only iy /(8 + 1) from the source
voltage (Fig. 5.93). Thus, vx sees the load impedance multiplied by (8 + 1).

Figure 5.93 Current amplification in a follower.

Emitter Follower with Biasing The biasing of emitter followers entails defining
both the base voltage and the collector (emitter) current. Figure 5.94(a) depicts an
example similar to the scheme illustrated in Fig. 5.19 for the CE stage. As usual,
the current flowing through R; and R, is chosen to be much greater than the base
current.

It is interesting to note that, unlike the CE topology, the emitter follower can op-
erate with a base voltage near V¢c. This is because the collector is tied to V¢, allowing
the same voltage for the base without driving Q into saturation. For this reason, fol-
lowers are often biased as shown in Fig. 5.94(b), where Rplp is chosen much less than the
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<
p]
I :+
o=
2
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=M
) \AAl ><
x| °
m
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(@ ()

Figure 5.94 Biasing a follower by means of (a) resistive divider, (b) single base resistor.

voltage drop across R, thus lowering the sensitivity to 8. The following example illustrates
this point.

2ol The follower of Fig. 5.94(b) employs Rz = 10k and Rz = 1kQ. Calculate the bias
5.47 current and voltages if Is = 5 x 107'® A, 8 = 100, and V¢ = 2.5 V. What happens if 3
drops to 50?

Solution To determine the bias current, we follow the iterative procedure described in Section
5.2.3. Writing a KVL through Rp, the base-emitter junction, and Ry gives

Rplc

+ Ve + Rele = Ve, (5.338)

which, with Vzg ~ 800 mV, leads to
Ic = 1.545mA. (5.339)
It follows that Vzr = Vy In(I¢ /1) = 748 mV. Using this value in Eq. (5.338), we have
Ic =1.593mA, (5.340)

a value close to that in Eq. (5.339) and hence relatively accurate. Under this condition,
IgRp = 159 mV whereas Rl = 1.593 V.

Since IgRp < Rplc, we expect that variation of 8 and hence /3 Rp negligibly affects
the voltage drop across Rr and hence the emitter and collector currents. As a rough
estimate, for 8 = 50, IzRp is doubled (~ 318 mV), reducing the drop across Rg by
159 mV. That is, Iz = (1.593 V — 0.159 V)/1kQ = 1.434 mA, implying that a twofold
change in 8 leads to a 10% change in the collector current. The reader is encouraged to
repeat the above iterations with g = 50 and determine the exact current.

Exercise  If Rp is doubled, is the circuit more or less sensitive to the variation in 8?

As manifested by Eq. (5.338), the topologies of Fig. 5.94 suffer from supply-
dependent biasing. In integrated circuits, this issue is resolved by replacing the emitter
resistor with a constant current source (Fig. 5.95). Now, since Igg is constant, so are
Ve and Rpglg. Thus, if V¢ rises, so do Vy and V4, but the bias current remains
constant.
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- Vee
Rg=
— Q1
+ Cy
Vin )
= C2 =R

Figure 5.95 Capacitive coupling at input and output of a follower.

SUMMARY AND ADDITIONAL EXAMPLES

This chapter has created a foundation for amplifier design, emphasizing that a proper bias
point must be established to define the small-signal properties of each circuit. Depicted
in Fig. 5.96, the three amplifier topologies studied here exhibit different gains and I/O
impedances, each serving a specific application. CE and CB stages can provide a voltage
gain greater than unity and their input and output impedances are independent of the load
and source impedances, respectively (if V4 = co0). On the other hand, followers display a
voltage gain of at most unity but their terminal impedances depend on the load and source
impedances.

CE Stage CB Stage Follower
Vee Vee Vee
Rc Rc Vi 0,
Vout Vout Vour
Vin Q1 Q1 T Re
H Vin _I Y H

Figure 5.96 Summary of bipolar amplifier topologies.

In this section, we consider a number of challenging examples, seeking to improve our
circuit analysis techniques. As usual, our emphasis is on solution by inspection and hence
intuitive understanding of the circuits. We assume various capacitors used in each circuit
have a negligible impedance at the signal frequencies of interest.

Example
5.48

Assuming V4 = oo, determine the voltage gain of the circuit shown in Fig. 5.97(a).

Figure 597 (a) Example of CE stage, (b) equivalent circuit with C; shorted, (c) simplified circuit.
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Solution The simplified ac model is depicted in Fig. 5.97(b), revealing that R; appears between
base and ground, and R; between collector and ground. Replacing v;,, Rs, and Ry with
a Thevenin equivalent [Fig. 5.97(c)], we have
R
UThey = R +1RS Vin (5341)
Rtnev = R1l|Rs. (5.342)
The resulting circuit resembles that in Fig. 5.43(a) and satisfies Eq. (5.185):
Ry|IR
Vout _ = 2” 1C . (5343)
UThev Thev
+—+R
B+1  gm .
Substituting for vy, and Ryye, gives
Ry||R R
Your _ _ zllRe R (5.344)
Vin R1||R5+i+RE R + Rg
B+1 Em
Exercise ~ What happens if a very large capacitor is added from the emitter of O to ground?

Example
5.49

Assuming V; = oo, compute the voltage gain of the circuit shown in Fig. 5.98(a).

Figure 5.98 (a) Example of CE stage, (b) simplified circuit.

Solution  Asshown in the simplified diagram of Fig. 5.98(b), R, appears as an emitter degeneration
resistor. As in the above example, we replace vj,, Rs, and R; with a Thevenin equivalent
and utilize Eq. (5.185):
ou R
You _ _ - . (5.345)
Vin Thev
4+ —+R
B+1 8m g
and hence r .
Vout C 1
Rl . . 5.346
Vin Rgl|Ry 1 Ry + Rs ( )
+—+R
B+1  gm
Exercise ~ What happens if C; is tied from the emitter of O to ground?
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=Sl Assuming V= oo, compute the voltage gain and input impedance of the circuit shown
5.50 in Fig. 5.99(a).

@) (b)
Figure 5.99 (a) Example of CE stage, (b) simplified circuit.

Solution The circuit resembles a CE stage (why?) degenerated by the impedance seen at the

emitter of O, R.,. Recall from Fig. 5.75 that
Ry 1
=+ —. 5.347
“ /3 + 1 8m2 ( )

The simplified model in Fig. 5.99(b) thus yields

—R
A= —4— (5.348)
—+ Re
8ml 1
—Rc
= N R . i (5.349)
8mil ,3 +1 8m2
The input impedance is also obtained from Fig. 5.75:
Rin =TIzl + (ﬂ + 1)Req (5350)
=rz1+ R+ ra. (5.351)

Exercise  Repeat the above example if R; is placed in series with the emitter of Q5.

Calculate the voltage gain of the circuit in Fig. 5.100(a) if V4 = oo.

Solution ~ Since the base is at ac ground, R; appears in parallel with R¢ and R; is shorted to ground
on both ends [Fig. 5.100(b)]. The voltage gain is given by Eq. (5.271) but with R¢ replaced
by Rel|Ry:

Rc|IR
A, = Lll (5.352)
Rs + —

Exercise ~ What happens if R¢ is replaced by an ideal current source?



250 Chapter 5 Bipolar Amplifiers

(b)

Figure 5100 (a) Example of CB stage, (b) simplified circuit.

Determine the input impedance of the circuit shown in Fig. 5.101(a) if V4 = co.
5.52

Solution

Figure 5101 (a) Example of CB stage, (b) simplified circuit.

In this circuit, Q operates as a common-base device (why?) but with a resistance R,
in series with its base [Fig. 5.101(b)]. To obtain R.,, we recognize that O resembles an
emitter follower, e.g., the topology in Fig. 5.91(a), concluding that R,, can be viewed as
the output resistance of such a stage, as given by Eq. (5.329):

Rp 1 )
Reg=|—-—=+—)IIRE. 5.353
I <ﬂ+1 8m2 || E ( )

Now, from Fig. 5.101(b), we observe that R;, contains two components: one equal to the
resistance in series with the base, R,,, divided by g + 1, and another equal to 1/g,::

Ry 1
_ M 5354
:3 +1 8mi1 ( )

1 Rp 1 1
= — IR —_— 5.355
/3+1|:(/3+1+gm2)“ Ei|+gm1 ( )

The reader is encouraged to obtain R;, through a complete small-signal analysis and
compare the required “manual labor” to the above algebra.

Rin

Exercise

What happens if the current gain of O, goes to infinity?
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Compute the voltage gain and the output impedance of the circuit depicted in Fig.
5.102(a) with V4 < oo.

Vout

Rell Ry lIrg

©

Figure 5.102 (a) Example of emitter follower, (b) circuit with C; shorted, (c) simplified circuit.

Solution Noting that X is at ac ground, we construct the simplified circuit shown in Fig. 5.102(b),
where the output resistance of Q1 is explicitly drawn. Replacing v;,, Ry, and R; with
their Thevenin equivalent and recognizing that Rg, R,, and rp appear in parallel [Fig.
5.102(c)], we employ Eq. (5.330) and write

RE||IR
Vour _ Ell 2!70 . (5.356)
UThev Thev
Re||Ro|lro + — +
ElIRz[lro o Bt1
and hence
ou R R R
Dout al 21“"’ R R (5.357)
Vin ST 1 S
RE||IR —
EllRz2[lro + o + B+ 1
For the output resistance, we refer to Eq. (5.332):
Rppey 1
Rour = (/62 1T ;>||(RE||R2||”O) (5.358)
RsllRi | 1
= — JIIRElIR . 5.359
<'3+1 +gm lIRE[IR2[|ro ( )
Exercise ~ What happens if Ry = 0?
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2l Determine the voltage gain and I/0 impedances of the topology shown in Fig. 5.103(a).
5.54 Assume V, = oo and equal gs for npn and pnp transistors.

Figure 5.103 (a) Example of CE stage, (b) simplified circuit.

Solution We identify the stage as a CE amplifier with emitter degeneration and a composite
collector load. As the first step, we represent the role of O, and Q3 by the impedances
that they create at their emitter. Since R.41 denotes the impedance seen looking into the
emitter of O, with a base resistance of Rp;, we have from Fig. 5.75

Rp1 1

Reyt = ——+ —. 5.360
at .B +1 * 8m2 ( )
Similarly,
Rp 1
Rep= —— + —, 5.361
q2 :3 + 1 * 8ml ( )

leading to the simplified circuit shown in Fig. 5.103(b). It follows that

A = Rt 1Rf"2 (5.362)
Req] + —+ RE
m3
R 1
Re+5 le +—
- Eml (5.363)

CRe 11 g
:8+1 8m2 8m3 r

Also,
Rin =Trz3+ (/3 + 1)(RE + Reql) (5364)

Rp1 1)
—r, DRy + +—, 5.365
ras+ (B + )( E B+1  gm ( )
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and
Rou = Rc + Reg2 (5.3606)
=Rc + + —. 5.367
¢ ﬁ + 1 8ml ( )

Exercise ~ What happens if Rpy — 00?

CHAPTER SUMMARY

e In addition to gain, the input and output impedances of amplifiers determine the ease
with which various stages can be cascaded.

* Voltage amplifiers must ideally provide a high input impedance (so that they can sense
a voltage without disturbing the node) and a low output impedance (so that they can
drive a load without reduction in gain).

e The impedances seen looking into the base, collector, and emitter of a bipolar tran-
sistor are equal to r, (with emitter grounded), ro (with emitter grounded), and 1/g,,
(with base grounded), respectively.

e In order to obtain the required small-signal bipolar device parameters such as g,
rz, and ro, the transistor must be “biased,” i.e., carry a certain collector current and
operate in the active region. Signals simply perturb these conditions.

e Biasing techniques establish the required base-emitter and base-collector voltages
while providing the base current.

* With a single bipolar transistor, only three amplifier topologies are possible: common-
emitter and common-base stages and emitter followers.

* The CE stage provides a moderate voltage gain, a moderate input impedance, and a
moderate output impedance.

* Emitter degeneration improves the linearity but lowers the voltage gain.
* Emitter degeneration raises the output impedance of CE stages considerably.

* The CB stage provides a moderate voltage gain, a low input impedance, and a mod-
erate output impedance.

* The voltage gain expressions for CE and CB stages are similar but for a sign.

* The emitter follower provides a voltage gain less than unity, a high input impedance,
and a low output impedance, serving as a good voltage buffer.

PROBLEMS

Section 5.1.1 Input and Output Impedances  5.2. Determine the small-signal input resistance
of the circuits shown in Fig. 5.104. Assume
all diodes are forward-biased. (Recall from
Chapter 3 that each diode behaves as a
linear resistance if the voltage and current
changes are small.)

5.1. An antenna can be modeled as a Thevenin
equivalent having a sinusoidal voltage
source Vjcoswt and an output resistance
R,.:- Determine the average power deliv-
ered to a load resistance R; and plot the
result as a function of R; .
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D,y D,
R R D> =R D>
Rin ! Rm ! Rin !
= D;
(@) (b) (c)
Figure 5.104

5.3. Compute the input resistance of the circuits ~ 5.5. Determine the input impedance of the
depicted in Fig. 5.105. Assume V4 = oo. circuits depicted in Fig. 5.107. Assume

5.4. Compute the output resistance of the cir- Va = oo.
cuits depicted in Fig. 5.106.

Vee Vee Vee Vee
Ry
Q1 " Q1 O
~ mL " ~ ~ g
R, [ = ™ =g Rin Rin Q2
) Rin =

n

(@) (b) (c) (d)
Figure 5.105 Rout
P

R " Q1 '
R, <'| 0, ! Q1
Q1 R +
= out

+
Vi T Vi
B I_ = B I_ = QZ QZ

(@ (b) (c) (d)
Figure 5.106

Vee
|_> Q1
Rin Rl
(a)
Vee Vee

Q2 |_> Q2
|_> Q1 Rin Q1

Rin - -

(d) (e)

Figure 5.107
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5.6. Compute the output impedance of the cir- Sections 5.2.1 and 5.2.2 Simple and
cuits shown in Fig. 5.108. Resistive Divider Biasing

5.7. Compute the bias point of the circuits

Vee depicted in Fig. 5.109. Assume g = 100,
" o Ig =6 x 1071° A, and V4 = 0.
5.8. Construct the small-signal equivalent of
ReE each of the circuits in Problem 5.7.
= Rou *5.9. Calculate the bias point of the circuits
shown in Fig. 5.110. Assume g = 100,
(a) IS = 5 X 10_16 A, and ‘/A = Q.
Figure 5.108
- Vee=25V - Vee=25V - Vee=25V
100k Q= 500 Q 100kQ = 1kQ 100kQ = 1kQ
Q1 Q1 Q1
h 05V -
Q2 ' I—
@ (b) ©
Figure 5.109
- Vee=25V
34Kk Q 3 500 Q
) Q1
16kQ =
= Q2
©
Figure 5.110

5.10. Construct the small-signal equivalent of
each of the circuits in Problem 5.9.

5.11.In the circuit of Fig. 5.111, § =100 and
V4 = oc.
(a) If the collector current of Q1 is equal to
0.5 mA, calculate the value of Ig.
(b) If Q1 is biased at the edge of saturation,
calculate the value of Is.

Vee=25V

3kQ

Figure 5.111
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5.12. Consider the circuit shown in Fig. 5.112,
where B =100, Iy =6 x 1071 A, and

Vi = o0.

(a) What is the minimum value of Rp
that guarantees operation in the active
mode?

(b) With the value found in Rp, how much
base-collector forward bias is sustained
if B rises to 200?

Vee=25V

2kQ

Figure 5.112

5.13. The circuit of Fig. 5.113 must be designed for
an input impedance of greater than 10 k2
and a g, of at least 1/(260 ). If g = 100,
Ig =2 x 10717 A, and V4 = oo, determine
the minimum allowable values of Ry and R;.

*5.14. Repeat Problem 5.13 for a g, of at least
1/(26 2). Explain why no solution exists.

Vee=25V

Ry
=
MA

5kQ

B
N
L AM\—g
L) el

Figure 5.113

*5.15. We wish to design the CE stage depicted in
Fig. 5.114 for a gain (= g,,R¢) of A with an
output impedance of Rj,. What is the maxi-
mum achievable inputimpedance here? As-
sume V4 = oo.

By
=
AA

By
N
—M\—e

W

Figure 5.114

Section 5.2.3 Biasing with Emitter
Degeneration

5.16. The circuit of Fig. 5.115 is designed for
a collector current of 0.25 mA. Assume
Is =6 x 1071 A, B = 100, and V, = oc.
(a) Determine the required value of R;.
(b) What is the error in I¢ if Rg deviates
from its nominal value by 5%?

Vee=25V

3kQ

Figure 5.115

5.17.In the circuit of Fig. 5.116, determine the
maximum value of R, that guarantees op-

eration of Q1 in the active mode. Assume
B =100,Is =10"17 A, and V4 = oco.

Vee=25V

30kQ 2kQ

Figure 5.116

5.18.In the circuit depicted in Fig. 5.117,
Ig1 =1 =4 x 1016 A,,Bl =B = 100, and
V4 = oc.
(a) Determine the operating point of the
transistor.

(b) Draw the small-signal equivalent circuit.
Vee=25V

100 Q

Figure 5.117



*8.19. Consider the circuit shown in Fig. 5.118,
where Ig; = 2[5 =5 x 10-16 A, B=p8=
100, and V4 = oo.
(a) Determine the collector currents of Q1

and Q5.
(b) Construct the small-signal equivalent
circuit.
Vee=25V
13kQ =R; Rc=1kQ
Q1 Q2
12kQ =R,
L Re = 400 Q
Figure 5.118

Section 5.2.4 Self-Biased Stage

5.20. The circuit of Fig. 5.119 must be biased with
a collector current of 1 mA. Compute the
required value of Rp if Ig =3 x 1071 A,
B =100, and V4 = occ.

Rg
Rp
Q

Figure 5.119

Voe=2.5V

1kQ

100 Q

1

5.21.In the circuit of Fig. 5.120, Vxy =11 V. If
B =100 and V4 = oo, what is the value of

Is?
Vee=25V
10kQ 300Q2
X
1
Figure 5.120

5.22. Due to a manufacturing error, a parasitic
resistor, Rp, has appeared in series with

Problems 257
the collector of Q in Fig. 5.121. What is
the minimum allowable value of Ry if the
base-collector forward bias must not exceed
200 mV? Assume Is =3 x 10710 A, g =
100, and V4 = oc.

Vec=25V
1kQ
B
Ry 500 Q2
Q1
Figure 5.121

5.23. Consider the circuit shown in Fig. 5.122,
where Ig=6x10"1 A, g =100, and
V4 = oo. Calculate the operating point of

0.

Vee=25V
20kQ 500 2
Q1
400 Q
Figure 5.122

5,24, In the circuit of Fig. 5.123, I = 8 x 1016 A,

B =100, and V4 = oo.
(a) Determine the operating point of Q.

(b) Draw the small-signal equivalent
circuit.
Vee=25V
10kQ 1kQ
[ Ql
40kQ= L
Figure 5.123

*5.25.In the circuit of Fig. 5.124, Is1 =I5 =

3x1071% A, B =100, and V; = oco.

(a) Calculate Vp such that Q carries a col-
lector current of 1 mA.

(b) Construct the small-signal equivalent
circuit.
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Vee=25V

Figure 5.124

Section 5.2.5 Biasing of pnp Transistors

5.26. Determine the bias point of each cir-
cuit shown in Fig. 5.125. Assume B,,, =
2Bpmp = 100,15 =9 x 1071 A, and V4 = oo.

Vee=25V Vee=25V
Q1 Q1

60 k Q 2000 05
. 300 Q 80 kQ
@ =(b) )

Figure 5.125

5.27. Construct the small-signal model of the cir-
cuits in Problem 5.26.

5.28. Calculate the bias point of the circuits
shown in Fig. 5.126. Assume B,,,, = 2Bpnp =
100, Is = 9 x 1071% A, and V4 = oo.

Vee=25V Vee=25V
2kQ ®
Q1 32kQ
Q2
18 kQ 100 Q
T 1kQ 18kQ
@ (b)
Figure 5.126

5.29. Draw the small-signal model of the circuits
in Problem 5.28.

5.30. Calculate the value of Rg in Fig. 5.127 such
that Q, sustains a reverse bias of 300 mV
across its base-collector junction. Assume

B=50, I =8x10"1° A, and V4 = oo.
What happens if the value of Ry, is halved?

Vee=25V
10k Q Re
Q1
10k Q 5Kk
Figure 5.127

5.31. We have chosen Rp in Fig. 5.128 to place
Q0 at the edge of saturation. But the actual
value of this resistor can vary by £5%. De-
termine the forward- or reverse-bias across
the base-collector junction at these two ex-
tremes. Assume B =50, Is =8 x 10716 A,

and V4 = oo.
Vee=25V
5kQ
Q1
Re 1kQ
Figure 5.128

5.32.If 8 =80 and V4 = oo, what value of Is
yields a collector current of 1 mA in
Fig. 5.129?

Vee=25V

Q1
20kQ = 16kQ

Figure 5.129

*5.33. The topology depicted in Fig. 5.130(a) is
called a “Vpg multiplier.” (The npn coun-
terpart has a similar topology.) Construct-
ing the circuit shown in Fig. 5.130(b), de-
termine the collector-emitter voltage of O
if the base current is negligible. (The npn
counterpart can also be used.)



(@
Figure 5.130

Section 5.3.1 Common-Emitter Topology

5.34. We wish to design the CE stage of Fig. 5.131
for a voltage gain of 20. What is the min-
imum allowable supply voltage if Q1 must

remainin the active mode? Assume V4 = oo
and Vg = 0.8 V.

Vee=25V
50k Q

Vout
in Q1

Figure 5.131

5.35. The circuit of Fig. 5.132 must be designed
for maximum voltage gain while maintain-
ing Q1 in the active mode. If V4 = 10 V and
Ve = 0.8 V, calculate the required bias cur-
rent.

Vee
R.E 1kQ
VOUt
Vin Q1

Figure 5.132

5.36. Suppose the bipolar transistor in Fig. 5.133
exhibits the following hypothetical charac-
teristic:

Vi
Ic = Is exp ﬁ (5.368)

“5.38. Determine the voltage gain and

Problems 259
and no Early effect. Compute the voltage
gain for a bias current of 1 mA.

Vee
RcZE 1kQ
VOUt
Vin Q1

Figure 5.133

5.37. The CE stage of Fig. 5.134 employs an ideal
current source as the load. If the voltage
gainis equal to 50 and the outputimpedance
equal to 10 k2, determine the bias current
of the transistor.

Vee
Ideal
VOUI
Vin Q1
Figure 5.134

/0
impedances of the circuits shown in Fig.
5.135. Assume V4 = oo. Transistor O, in
Figs. 5.135(d) and (e) operates in soft
saturation.

*5.39. Repeat Problem 5.38 with V; < oo.

5.40. Consider Eq. (5.157) for the gain of a de-
generated CE stage. Writing g,, = Ic/ V7,
we note that g,, and hence the voltage gain
vary if Ic changes with the signal level. For
the following two cases, determine the rela-
tive change in the gain if /¢ varies by 10%:
(a) gmRg is nominally equal to 3; (b) g,,Rg
is nominally equal to 7. The more constant
gain in the second case translates to greater
circuit linearity.

5.41. Express the voltage gain of the stage de-
picted in Fig. 5.136 in terms of the collector
bias current, I, and V7. If V4 = oo, what is
the gain if the dc voltage drops across R¢
and Rg are equal to 20Vr and 5V7, respec-
tively?
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VCC VCC
1%
e Q2 Q2
Q2
R, Re
VOUt VOUt VOUt
Vin Q1 Vin Q1 Vin Q1
(@ (b) ()
Vee Vee
Q2 Q2
VOUt
Rc Rc
VOth
Vm Ql Vin Ql
(d) @
Figure 5.135
Vee “5.43. Repeat Problem 5.42 for a voltage gain of
R 100. Explain why no solution exists. What is
v the maximum gain that can be achieved in
out this stage?
Vin Q1 8e:
5.44. Construct the small-signal model of the CE
Re stage shown in Fig. 5.43(a) and calculate the
H voltage gain. Assume V4 = oo.
Figure 5.136 5.45. Construct the small-signal model of the CE
stage shown in Fig. 5.43(a) and prove that
5.42. We wish to design the degenerated stage of the output impedance is equal to Rc if the
Fig. 5.137 for a voltage gain of 10 with O, Early effect is neglected.

operating at the edge of saturation. Calcu- #+5.46, Determine the voltage gain and I1/O
late the bias current and the value of RC impedances of the circuits shown in

if B=100, Iy =5 x 1071°A, and V4 = oc. Fig. 5.138. Assume V; = oo.

Calculate the inputimpedance of the circuit.

"""" 5.47. Compute the voltage gain

RVCC= 23V Fig. 5.139. Assume V4 = oo.
© y *5.48. Using a small-signal equivalent circuit, com-
v o out pute the output impedance of a degenerated
" ' CE stage with V4 < co. Assume g > 1.
2000 *5.49. Compare the output impedances of the cir-

impedances of the circuits depicted in

0] cuitsillustrated in Fig. 5.140. Assume 8 > 1.

Figure 5.137
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Vee Vee Vee
0, Re Re
R VOUt VOUt
1 Vin Q1 Vin Q1
VOLIt
V.
" Q1 Q2 Q>
RE - - -
(@
Vee
Rc
Rp Vout
Vin Q1
Q2

(d)
Figure 5.138
Vee
V,
ce Vee Q3 Vee
Re Re Re
Vi
in Q1 Vi 0, Vin 01 Vin Q1
V,
R out Vout Vee Vout
¢ Re Re Re
Q =
Q VOIJI 2 -
2 Q2 Q2 =
(a) (b) (©) (d)
Figure 5.139

Vee Vee

Q1 Q1 "

Q2 I Q> I
.

out

(@ (b)
Figure 5.140
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*8.50. Calculate the output impedance of the cir-
cuits shown in Fig. 5.141. Assume 8 > 1.

Writing r, = BVy/Ic, expand Eq. (5.217)
and prove that the result remains close to
ry if IgRp > Vi (which is valid because Ve
and Vpg typically differ by about 0.5 V or

*“85.91.

5.52. Calculate v,,,/v;, for each of the circuits de-
picted in Fig. 5.142. Assume Is = 8 x 1071°
A, B =100, and V4 = oco. Also, assume the
capacitors are very large.

5.53. Repeat Example 5.33 with Rp = 25k Q and
Rc =250 Q. Is the gain greater than unity?

higher).
{ Rout
{ Rout Vee
" 0, " Q1
Q2
Q
2 R, L
(@ (b) ©
Figure 5.141
Vee=25V Vee=25V
100kQ = = 1kQ 50kQ= = 1kQ
) Eu— Vout ) — Vout
Vino— Q1 Vino—W—— Q1
c, 1kQ ¢
100 Q C, I 2kQ
(a) (b)
Figure 5.142

Section 5.3.2 Common-Base Topology

5.54. The common-base stage of Fig. 5.143 is bi-
ased with a collector current of 2 mA. As-
sume V4 = oo.

(a) Calculate the voltage gain and 1/O
impedances of the circuit.

(b) How should V3 and R¢ be chosen to
maximize the voltage gain with a bias
current of 2 mA?

5.55. Determine the voltage gain of the circuits
shown in Fig. 5.144. Assume V, = oc.

VCC
500 Q
Vout

Q1 Yo

Rc

%

in

Figure 5.143

*5.56. Compute the input impedance of the stages
depicted in Fig. 5.145. Assume V4 = oo.



Vee
Q2
Re
VOUI

Q1 Vo

Vin
@

Figure 5.144

(@) (b)
Figure 5.145

5.57. Calculate the voltage gain and I/O
impedances of the CB stage shown in Fig.
5.146. Assume V, < oo.

Vee
ideal
VOUI
Q1 Vo
Vin
Figure 5.146

5.58. Consider the CB stage depicted in Fig.
5.147, where B =100, I =8 x 10716 A,
V4 = oo, and Cp is very large.
(a) Determine the operating point of Q.

263

Problems

© (d)

(b) Calculate the voltage gain and I/O
impedances of the circuit.

= 1kQ =

m
YYY
=
w
x~
e}

Figure 5.147

5.59. Repeat Problem 5.58 for Cz = 0.

*5.60. Calculate the voltage gain and the 1/O

impedances of the stage depicted in Fig.
5.148 if V4 = oo and Cp is very large.
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Figure 5.148

5.61. Compute the voltage gain and I/O impe-
dances of the stage shown in Fig. 5.149
if V4 = oo and Cp is very large.

Vee
Q2
R1
VOUt CB
Q1 —
v j-l ik

n

AL
—y

Figure 5.149

*5.62. Calculate the voltage gain of the circuit
shown in Fig. 5.150if V4 < oo.

Vee
ideal
Vout
Q1
Vin
Rs

Figure 5.150

Yy

5.63. The circuit of Fig. 5.151 provides two out-
puts. If Isy = 2Is,, determine the relation-
ship between vo1 /vin and voyn/vin. Assume
V4 = o0.

VC C

° Vout2

Figure 5.151

voltage gain of a CB stage with emitter de-
generation, a base resistance, and V4 < oo.
Assume 8 > 1.

Section 5.3.3 Emitter Follower

5.65. For Ry = 100 Q in Fig. 5.152, determine the
bias current of O such that the gain is equal
to 0.8. Assume V4 = oco.

Vee=25V
Vin Q1
Vout
Re
Figure 5.152

5.66. The circuit of Fig. 5.152 must provide an in-
put impedance of greater than 10 k2 with a
minimum gain of 0.9. Calculate the required
bias current and Rg. Assume 8 = 100 and
V4 = oc.

5.67. A microphone having an output impedance
Rg =200 drives an emitter follower as
shown in Fig. 5.153. Determine the bias
current such that the output impedance
does not exceed 5 2. Assume 8 = 100 and

Vi = oo.
Vee=25V
Rs
Vin Q1
h®
ROUt
Figure 5.153

5.68. Compute the voltage gain and I/O impe-
dances of the circuits shown in Fig. 5.154.
Assume V, = oco.



Vee
Vin Q1 Vin
VOUt
Y Q2
(@
Vee
Vin Q1
VOlJt
Re
Q2
(d)
Figure 5.154

*5.69. Figure 5.155 depicts a “Darlington pair,”
where Qp plays a role somewhat sim-
ilar to an emitter follower driving Q5.
Assume V4 = oo and the collectors of
Q1 and Q, are tied to Vgc. Note that
Ipi(~ Ic1) = Ipr = Ic2/B.

(a) If the emitter of Q, is grounded, deter-
mine the impedance seen at the base of
0.

(b) If the base of Q1 is grounded, calculate
the impedance seen at the emitter of Q5.

(c) Compute the current gain of the pair,
defined as (IC1 + ICQ)/Igl.

Figure 5.155

5.70. Determine the voltage gain of the fol-
lower depicted in Fig. 5.156. Assume Iy =
7x1071 A, B =100, and V4, =5V. (But
for bias calculations, assume V; = c0.) Also,

assume the capacitors are very large.

Problems 265
Vee Vee
o) Vin Q1
1
V,
Vout " out
S
Q2 Q2
(b) (c)

Vee

Vin Q1
Re
Vout
Q2
(e)
- Vee=25V
10kQ=
Vino— Q1 C,
C
! VOLIt
1kQ 100 Q
Figure 5.156

*5.71. In the emitter follower shown in Fig. 5.157,
Q> serves as a current source for the input
device Q1.

(a) Calculate the output impedance of the
current source, R¢s.

(b) Replace Q; and R with the impedance
obtained in (a) and compute the voltage
gain and I/O impedances of the circuit.

Vee
Vin Q1

{Rcs

Re

Figure 5.157
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5.72. Figure 5.158 illustrates a cascade of an emit-
ter follower and a common-emitter stage.
Assume V, < oo.

(a) Calculate the input and output impe-
dances of the circuit.

(b) Determine the voltage gain, vy, /vin =

(UX/Uin)(Uout/vX)‘

Figure 5.160

5.75. We wish to design the CE stage of Fig. 5.161
for maximum voltage gain but with an out-
put impedance no greater than 500 Q2. Al-
lowing the transistor to experience at most
400 mV of base-collector forward bias, de-
sign the stage.

Figure 5.158

*5.73. Figure 5.159 shows a cascade of an emitter
follower and a common-base stage. Assume
Vi = oo.

(a) Calculate the I/O impedances of the cir- Figure 5.161

cuit.
(b) Calculate the voltage gain, v /vin =
(UX/vin)(Uout/vX)-

5.76. The stage depicted in Fig. 5.161 must
achieve maximum input impedance but
with a voltage gain of at least 20 and an out-

put impedance of 1 k. Design the stage.

. The CE stage of Fig. 5.161 must be designed
for minimum supply voltage but with a volt-
age gain of 15 and an output impedance
of 2 k<. If the transistor is allowed to sus-
tain a base-collector forward bias of 400 mV,
design the stage and calculate the required
supply voltage.

We wish to design the CE stage of Fig. 5.161
for minimum power dissipation. If the volt-
age gain must be equal to A, determine the
trade-off between the power dissipation and
the output impedance of the circuit.

5.77

Figure 5.159

5.78.

Design Problems

In the following problems, unless otherwise
stated, assume B=100, Is=6x10"1°A, and
V4 = o0.

5.74. Design the CE stage shown in Fig.5.160 for

5.79. Design the CE stage of Fig. 5.161 for a power

budget of 1 mW and a voltage gain of 20.

5.80. Design the degenerated CE stage of Fig.

avoltage gain of 10, and input impedance of
greater than 5 k€2, and an output impedance
of 1 k. If the lowest signal frequency of in-
terest is 200 Hz, estimate the minimum al-
lowable value of Cg.

5.162 for a voltage gain of 5 and an out-
put impedance of 500 Q2. Assume Rp sus-
tains a voltage drop of 300 mV and the cur-
rent flowing through R; is approximately 10
times the base current.



5.81.

5.82.

5.83.

5.84.

5.85

Figure 5.162

The stage of Fig. 5.162 must be designed
for maximum voltage gain but an output
impedance of no greater than 1 kQ. Design
the circuit, assuming that Ry sustains 200
mV, the current flowing through R; is ap-
proximately 10 times the base current, and
Q) experiences a maximum base-collector
forward bias of 400 mV.

Design the stage of Fig. 5.162 for a power
budget of 5 mW, a voltage gain of 5, and a
voltage drop of 200 mV across Rg. Assume
the current flowing through R; is approxi-
mately 10 times the base current.

Design the common-base stage shown in
Fig. 5.163 for a voltage gain of 20 and an
input impedance of 50 2. Assume a volt-
age drop of 10V =260 mV across Ry so
that this resistor does not affect the input
impedance significantly. Also, assume the
current flowing through R; is approximately
10 times the base current, and the lowest
frequency of interest is 200 Hz.

Vee=25V

R, =
CB Vout
H
RZE Vin
Figure 5.163

The CB amplifier of Fig. 5.163 must achieve
avoltage gain of 8 with an outputimpedance
of 500 2. Design the circuit with the same
assumptions as those in Problem 5.83.

. We wish to design the CB stage of Fig.

5.163 for an output impedance of 200 2 and
a voltage gain of 20. What is the minimum

5.86.

5.87.

5.88.

5.89.

5.90.

Problems 267
required power dissipation? Make the same
assumptions as those in Problem 5.83.

Design the CB amplifier of Fig. 5.163 for a
power budget of 5 mW and a voltage gain
of 10. Make the same assumptions as those
in Problem 5.83.

Design the CB stage of Fig. 5.163 for
the minimum supply voltage if an input
impedance of 50 2 and a voltage gain of 20
are required. Make the same assumptions
as those in Problem 5.83.

Design the emitter follower shown in Fig.
5.164 for a voltage gain of 0.85 and an input
impedance of greater than 10 k2. Assume
R; =200 <.

Vee=25V

Figure 5.164

The follower of Fig. 5.164 must consume 5
mW of power while achieving a voltage gain
of 0.9. What is the minimum load resistance,
R, that it can drive?

The follower shown in Fig. 5.165 must drive
a load resistance, R; = 50, with a volt-
age gain of 0.8. Design the circuit assum-
ing that the lowest frequency of interest
is 100 MHz. (Hint: select the voltage drop
across R to be much greater than V7 so that
this resistor does not affect the voltage gain
significantly.)

Figure 5.165
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SPICE PROBLEMS

In the following problems, assume I ,,, =
5x 1071 A, Bupn = 100, Vi ypn = 5V, Is pp =
8 x 1071 A, By =50, Vi pnp = 3.5 V.

5.91. The common-emitter shown in Fig. 5.166
must amplify signals in the range of 1 MHz

Vee=25V
100kQ = = 1kQ
I'x
N.
_L_”_ 0, 1kQ 4 v
= C 2 X
CZI 5002 H
Figure 5.167

to 100 MHz.
Vec=25V
100kQ = = 1kQ
P ) ea— Vout

Figure 5.166

(a) Using the .op command, determine the

bias conditions of O and verify that it
operates in the active region.

(b) Running an ac analysis, choose the

value of C; such that [Vp/ V| =~ 0.99at1
MHz. This ensures that C; acts as ashort
circuit at all frequencies of interest.

(c) Plot |V, / Vi, as a function of frequency

for several values of Cy, e.g., 1 uF, 1
nF, and 1 pF. Determine the value of
C, such that the gain of the circuit at
10 MHz is only 2% below its maximum
(i.e., for C, = 1 uF).

(d) With the proper value of C, found in

(c), determine the input impedance of
the circuit at 10 MHz. (One approach is
to insert a resistor in series with V, and
adjust its value until Vp/Vj, or V,,,/ Vi,
drops by a factor of two.)

5.93. Consider the self-biased stage shown in Fig.

5.168.

(a) Determine the bias conditions of Q.

(b) Select the value of C; such that it op-
erates as nearly a short circuit (e.g.,
[Vp/Vin| = 0.99) at 10 MHz.

(c) Compute the voltage gain of the circuit
at 10 MHz.

(d) Determine the input impedance of the
circuit at 10 MHz.

(e) Suppose the supply voltage is provided
by an aging battery. How much can V¢¢
fall while the gain of the circuit degrades
by only 5%?

Vee=25V

1kQ
Vout

Figure 5.168
5.94. Repeat Problem 5.93 for the stage illus-
trated in Fig. 5.169. Which one of the two

circuits is less sensitive to supply variations?

Vee=25V

5.92, Predicting an output impedance of about
1 k<2 for the stage shown in Fig. 5.166, a stu-
dent constructs the circuit depicted in Fig.
5.167,where Vy represents an ac source with
zero dc value. Unfortunately, Vy/Vy is far
from 0.5. Explain why.

10 kQ ¥1 kQ
AA, 0o Vout

AAAl

1 kQ

Vino— Q1

G

Figure 5.169
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5.95. The amplifier shown in Fig. 5.170 employs (b) Determine the minimum acceptable
an emitter follower to drive a 50-Q load at value of Cy, C,, and Cj if each one is
a frequency of 100 MHz. to degrade the gain by less than 1%.

(a) Determine the value of Rg; such that

(c) What is the signal attenuation of the
Q> carries a bias current of 2 mA.

emitter follower? Does the overall gain
increase if Rgp is reduced to 100 Q7?

Why?
—_ Vee=25V
2kQ = 600Q
A
QZ CS
Vout
200 Q2 50 Q

Figure 5.170



Physics of
MOS Transistors

Today’s field of microelectronics is dominated by a type of device called the metal-
oxide-semiconductor field-effect transistor (MOSFET). Conceived in the 1930s but first
realized in the 1960s, MOSFETs (also called MOS devices) offer unique properties that
have led to the revolution of the semiconductor industry. This revolution has culminated in
microprocessors having 100 million transistors, memory chips containing billions of tran-
sistors, and sophisticated communication circuits providing tremendous signal processing
capability.

Our treatment of MOS devices and circuits follows the same procedure as that taken
in Chapters 2 and 3 for pn junctions. In this chapter, we analyze the structure and operation
of MOSFETs, seeking models that prove useful in circuit design. In Chapter 7, we utilize
the models to study MOS amplifier topologies. The outline below illustrates the sequence
of concepts covered in this chapter.

Operation of MOSFETs MOS Device Models PMOS Devices
¢ MOS Structure ¢ Large-Signal Model e Structure

e Operation in Triode

Region

> >

¢ Small-Signal Model ¢ Models

¢ Operation in Saturation
¢ |/V Characteristics

6.1

270

STRUCTURE OF MOSFET

Recall from Chapter 5 that any voltage-controlled current source can provide signal am-
plification. MOSFETs also behave as such controlled sources but their characteristics are
different from those of bipolar transistors.

In order to arrive at the structure of the MOSFET, we begin with a simple geometry
consisting of a conductive (e.g., metal) plate, an insulator (“dielectric”), and a doped
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Conductive
Plate AL

—a— Insulator

I
I
I
e
'
~

+
— = — r—n Vl I_::>
- e - -
p-Type — Channel A -
Silicon T of Electrons T .
7

@ (b) ©

Figure 6.1 (a) Hypothetical semiconductor device, (b) operation as a capacitor, (c) current flow as
a result of potential difference.

piece of silicon. Illustrated in Fig. 6.1(a), such a structure operates as a capacitor because
the p-type silicon is somewhat conductive, “mirroring” any charge deposited on the top
plate.

What happens if a potential difference is applied as shown in Fig. 6.1(b)? As positive
charge is placed on the top plate, it attracts negative charge, e.g., electrons, from the piece
of silicon. (Even though doped with acceptors, the p-type silicon does contain a small
number of electrons.) We therefore observe that a “channel” of free electrons may be
created at the interface between the insulator and the piece of silicon, potentially serving
as a good conductive path if the electron density is sufficiently high. The key point here is
that the density of electrons in the channel varies with V1, as evident from Q = CV, where
C denotes the capacitance between the two plates.

The dependence of the electron density upon V; leads to an interesting property: if,
as depicted in Fig. 6.1(c), we allow a current to flow from left to right through the silicon
material, V can control the current by adjusting the resistivity of the channel. (Note that
the current prefers to take the path of least resistance, thus flowing primarily through the
channel rather than through the entire body of silicon.) This will serve our objective of
building a voltage-controlled current source.

Equation Q = CV suggests that, to achieve a strong control of Q by V, the value of C
must be maximized, for example, by reducing the thickness of the dielectric layer separating
the two plates.! The ability of silicon fabrication technology to produce extremely thin but
uniform dielectric layers (with thicknesses below 20 A today) has proven essential to the
rapid advancement of microelectronic devices.

The foregoing thoughts lead to the MOSFET structure shown in Fig. 6.2(a) as a can-
didate for an amplifying device. Called the “gate” (G), the top conductive plate resides on
a thin dielectric (insulator) layer, which itself is deposited on the underlying p-type silicon
“substrate.” To allow current flow through the silicon material, two contacts are attached
to the substrate through two heavily-doped n-type regions because direct connection of
metal to the substrate would not produce a good “ohmic” contact.> These two terminals
are called “source” (S) and “drain” (D) to indicate that the former can provide charge
carriers and the latter can absorb them. Figure 6.2(a) reveals that the device is symmetric
with respect to S and D; i.e., depending on the voltages applied to the device, either of

I'The capacitance between two plates is given by €A /¢, where € is the “dielectric constant” (also called
the “permitivity”), A is the area of each plate, and ¢ is the dielectric thickness.

2Used to distinguish it from other types of contacts such as diodes, the term “ohmic” contact emphasizes
bi-directional current flow—as in a resistor.
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Conductive

Gate Plate .
Source o o °Drain

p-Substrate

p-Substrate

(b) (©
Figure 6.2 (a) Structure of MOSFET, (b) side view, (c) circuit symbol.

these two terminals can drain the charge carriers from the other. As explained in Section
6.2, with n-type source/drain and p-type substrate, this transistor operates with electrons
rather than holes and is therefore called an n-type MOS (NMOS) device. (The p-type
counterpart is studied in Section 6.4.) We draw the device as shown in Fig. 6.2(b) for sim-
plicity. Figure 6.2(c) depicts the circuit symbol for an NMOS transistor, wherein the arrow
signifies the source terminal.

Before delving into the operation of the MOSFET, let us consider the types of materials
used in the device. The gate plate must serve as a good conductor and was in fact realized by
metal (aluminum) in the early generations of MOS technology. However, it was discovered
that noncrystalline silicon (“polysilicon” or simply “poly”) with heavy doping (for low
resistivity) exhibits better fabrication and physical properties. Thus, today’s MOSFETSs
employ polysilicon gates.

The dielectric layer sandwiched between the gate and the substrate plays a critical
role in the performance of transistors and is created by growing silicon dioxide (or simply

Polysilicon

Oxide

—18 A

: p-Substrate
Length Oxide-Silicon
90 nm Interface

Figure 6.3 Typical dimensions of today’s MOSFETs.
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“oxide”) on top of the silicon area. The n™ regions are sometimes called source/drain
“diffusion,” referring to a fabrication method used in early days of microelectronics. We
should also remark that these regions in fact form diodes with the p-type substrate (Fig. 6.3).
As explained later, proper operation of the transistor requires that these junctions remain
reverse-biased. Thus, only the depletion region capacitance associated with the two diodes
must be taken into account. Figure 6.3 shows some of the device dimensions in today’s
state-of-the-art MOS technologies. The oxide thickness is denoted by .

OPERATION OF MOSFET

This section deals with a multitude of concepts related to MOSFETs. The outline is shown
in Fig. 6.4.

Qualitative Analysis I/V Characteristics Analog Properties Other Properties

® Transconductance
® Channel-Length
Modulation

® Formation of Channel e Channel Charge Density
 MOSFET as Resistor > | ® Dain Current

® Channel Pinch-off ® Triode and Saturation

® |/V Characteristics Regions

e Body Effect

® Subthreshold
Conduction

® \elocity Saturation

Figure 6.4 Outline of concepts to be studied.
6.2.1 Qualitative Analysis

Our study of the simple structures shown in Figs. 6.1 and 6.2 suggests that the MOSFET
may conduct current between the source and drain if a channel of electrons is created by
making the gate voltage sufficiently positive. Moreover, we expect that the magnitude of
the current can be controlled by the gate voltage. Our analysis will indeed confirm these
conjectures while revealing other subtle effects in the device. Note that the gate terminal
draws no (low-frequency) current as it is insulated from the channel by the oxide.

Since the MOSFET contains three ter-
minals,® we may face many combinations of

terminal voltages and currents. Fortunately,
with the (low-frequency) gate current being
zero, the only current of interest is that flow-
ing between the source and the drain. We
must study the dependence of this current
upon the gate voltage (e.g., for a constant
drain voltage) and upon the drain voltage
(e.g., for a constant gate voltage). These con-
cepts become clearer below.

Let us first consider the arrangement
shown in Fig. 6.5(a), where the source and
drain are grounded and the gate voltage is
varied. This circuit does not appear partic-
ularly useful but it gives us a great deal of

Did you know?

The concept of MOSFET was proposed by Juling
Edgar Lilienfeld in 1925, decades before the in-
vention of the bipolar transistor. But why did it
take until the 1960s for the MOS transistor to
be successfully fabricated? The critical issue was
the oxide-silicon interface. In initial attempts, this
interface contained many “eurface states,” trap-
ping the charge carriers and leading to poor con-
duction. As semiconductor technology advanced
and “clean rooms” were invented for fabrication,
the oxide could be grown on silicon with almost no
surface states, yielding a high transconductance.

insight. Recall from Fig. 6.1(b) that, as V;; rises, the positive charge on the gate must be
mirrored by negative charge in the substrate. While we stated in Section 6.1 that electrons
are attracted to the interface, in reality, another phenomenon precedes the formation of
the channel. As V4 increases from zero, the positive charge on the gate repels the holes in
the substrate, thereby exposing negative ions and creating a depletion region [Fig. 6.5(b)].*

3The substrate acts as a fourth terminal, but we ignore that for now.

“Note that this depletion region contains only one immobile charge polarity, whereas the depletion
region in a pn junction consists of two areas of negative and positive ions on the two sides of the junction.
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8888
Free Electrons
p-Substrate p-Substrate \
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Figure 6.5 (a) MOSFET with gate voltage, (b) formation of depletion region,
(c) formation of channel.

Note that the device still acts as a capacitor—positive charge on the gate is mirrored by
negative charge in the substrate—but no channel of mobile charge is created yet. Thus, no
current can flow from the source to the drain. We say the MOSFET is off.

Can the source-substrate and drain-substrate junctions carry current in this mode? To
avoid this effect, the substrate itself is also tied to zero, ensuring that these diodes are not
forward-biased. For simplicity, we do not show this connection in the diagrams.

What happens as Vi increases? To mirror the charge on the gate, more neg-
ative ions are exposed and the depletion region under the oxide becomes deeper.
Does this mean the transistor never turns on?! Fortunately, if Vi; becomes sufficiently
positive, free electrons are attracted to the oxide-silicon interface, forming a conduc-
tive channel [Fig. 6.5(c)]. We say the MOSFET is on. The gate potential at which
the channel begins to appear is called the “threshold voltage,” V7, and falls in the range
of 300 mV to 500 mV. Note that the electrons are readily provided by the n' source and
drain regions, and need not be supplied by the substrate.

It is interesting to recognize that the gate terminal of the MOSFET draws no (low-
frequency) current. Resting on top of the oxide, the gate remains insulated from other
terminals and simply operates as a plate of a capacitor.

MOSFET as a Variable Resistor The conductive channel between S and D can be
viewed as a resistor. Furthermore, since the density of electrons in the channel must in-
crease as V; becomes more positive (why?), the value of this resistor changes with the
gate voltage. Conceptually illustrated in Fig. 6.6, such a voltage-dependent resistor proves
extremely useful in analog and digital circuits.

S o—A—M—H—W—th—o D

Figure 6.6 MOSFET viewed as a voltage-dependent resistor.
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Example
6.1

In the vicinity of a wireless base station, the signal received by a cellphone may become
very strong, possibly “saturating” the circuits and prohibiting proper operation. Devise

a variable-gain circuit that lowers the signal level as the cellphone approaches the base
station.
Solution A MOSFET can form a voltage-controlled attenuator along with a resistor as shown in
Fig. 6.7.
Since
v R
o L (6.1)
Vin Ry + Ry
the output signal becomes smaller as V,,,, falls because the density of electrons in the
channel decreases and R, rises. MOSFETs are commonly utilized as voltage-dependent
resistors in “variable-gain amplifiers.”
Vcont
Vin Vout
Ry R,
Figure 6.7 Use of MOSFET to adjust signal levels.
Exercise ~ What happens to Ry, if the channel length is doubled?

In the arrangement of Fig. 6.5(c), no current flows between S and D because the
two terminals are at the same potential. We now raise the drain voltage as shown in
Fig. 6.8(a) and examine the drain current (= source current). If Vi; < Vg, no channel
exists, the device is off, and Ip = 0 regardless of the value of Vp. On the other hand,
if Vo > Vry, then Ip > 0 [Fig. 6.8(b)]. In fact, the source-drain path may act as a simple
resistor, yielding the Ip-V) characteristic shown in Fig. 6.8(c). The slope of the characteristic
is equal to 1/R,,,, where R,,, denotes the “on-resistance” of the transistor.’

Our brief treatment of the MOS I-V characteristics thus far points to two different
views of the operation: in Fig. 6.8(b), Vi is varied while Vp remains constant whereas in
Fig. 6.8(c), Vp is varied while Vs remains constant. Each view provides valuable insight
into the operation of the transistor.

How does the characteristic of Fig. 6.8(b) change if V{; increases? The higher density
of electrons in the channel lowers the on-resistance, yielding a greater slope. Depicted
in Fig. 6.8(d), the resulting characteristics strengthen the notion of voltage-dependent
resistance.

3The term “on-resistance” always refers to that between the source and drain, as no resistance exists
between the gate and other terminals.
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Figure 6.8 (a) MOSFET with gate and drain voltages, (b) Ip-V;; characteristic,
(c) Ip-Vp characteristic, (d) Ip-Vp characteristics for various gate voltages.

Recall from Chapter 2 that charge flow in semiconductors occurs by diffusion or drift.
How about the transport mechanism in a MOSFET? Since the voltage source tied to
the drain creates an electric field along the channel, the current results from the drift of
charge.

The Ip-Vi and Ip-V)p characteristics shown in Figs. 6.8(b) and (c), respectively, play a
central role in our understanding of MOS devices. The following example reinforces the
concepts studied thus far.

SEULE  Sketch the Ip-Vg and Ip-Vp characteristics for (a) different channel lengths, and
e (b) different oxide thicknesses.

Solution  Asthe channel length increases, so does the on-resistance.® Thus, for V; > Vyy, the drain
current begins with lesser values as the channel length increases [Fig. 6.9(a)]. Similarly,
Ip exhibits a smaller slope as a function of Vp [Fig. 6.9(b)]. It is therefore desirable to
minimize the channel length so as to achieve large drain currents—an important trend
in the MOS technology development.

How does the oxide thickness, 7,,,, affect the I-V characteristics? As t,, increases, the
capacitance between the gate and the silicon substrate decreases. Thus, from Q = CV,
we note that a given voltage results in /ess charge on the gate and hence a lower electron
density in the channel. Consequently, the device suffers from a higher on-resistance,
producing less drain current for a given gate voltage [Fig. 6.9(c)] or drain voltage
[Fig. 6.9(d)]. For this reason, the semiconductor industry has continued to reduce the
gate oxide thickness.

®Recall that the resistance of a conductor is proportional to the length.
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Figure 6.9 (a) Ip-V; characteristics for different channel lengths, (b) Ip-V) characteristics for
different channel lengths, (c) Ip-V; characteristics for different oxide thicknesses,
(d) Ip-Vp characteristics for different oxide thicknesses.

Exercise  The current conduction in the channel is in the form of drift. If the mobility falls at high
temperatures, what can we say about the on-resistance as the temperature goes up?

While both the length and the oxide thickness affect the performance of
MOSFETs, only the former is under the circuit designer’s control, i.e., it can be spec-
ified in the “layout” of the transistor. The latter, on the other hand, is defined during
fabrication and remains constant for all transistors in a given generation of the technology.

Another MOS parameter controlled by circuit designers is the width of the transis-
tor, the dimension perpendicular to the length [Fig. 6.10(a)]. We therefore observe that

ZZZ...
/////////////////
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(b) (c)

Figure 6.10 (a) Dimensions of a MOSFET (W and L are under circuit designer’s control),
(b) Ip characteristics for different values of W, (c) equivalence to devices in parallel.
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“lateral” dimensions such as L. and W can be chosen by circuit designers whereas “vertical”
dimensions such as ¢, cannot.

How does the gate width impact the I-V characteristics? As W increases, so does the
width of the channel, thus lowering the resistance between the source and the drain’ and
yielding the trends depicted in Fig. 6.10(b). From another perspective, a wider device can
be viewed as two narrower transistors in parallel, producing a high drain current [Fig.
6.10(c)]. We may then surmise that W must be maximized, but we must also note that the
total gate capacitance increases with W, possibly limiting the speed of the circuit. Thus,
the width of each device in the circuit must be chosen carefully.

Channel Pinch-Off Our qualitative study of the MOSFET thus far implies that the
device acts as a voltage-dependent resistor if the gate voltage exceeds Vry. In reality,
however, the transistor operates as a current source if the drain voltage is sufficiently
positive. To understand this effect, we make two observations: (1) to form a channel,
the potential difference between the gate and the oxide-silicon interface must exceed
Vri; (2) if the drain voltage remains higher than the source voltage, then the voltage
at each point along the channel with respect to ground increases as we go from the
source towards the drain. Illustrated in Fig. 6.11(a), this effect arises from the gradual
voltage drop along the channel resistance. Since the gate voltage is constant (because
the gate is conductive but carries no current in any direction), and since the potential
at the oxide-silicon interface rises from the source to the drain, the potential difference
between the gate and the oxide-silicon interface decreases along the x-axis [Fig. 6.11(b)].
The density of electrons in the channel follows the same trend, falling to a minimum at
x=L.

D?#L?ZE?L Ve <Vo =Ve-Vo Gate-Substrate
Potential Difference
V(x)

@ (b)

Figure 6.11 (a) Channel potential variation, (b) gate-substrate voltage difference along the
channel.

7Recall that the resistance of a conductor is inversely proportional to the cross section area, which itself
is equal to the product of the width and thickness of the conductor.
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Figure 6.12 (a) Pinchoff, (b) variation of length with drain voltage, (c) detailed operation near
the drain.

From these observations, we conclude that, if the drain voltage is high enough to
produce Vi — Vp < Vg, then the channel ceases to exist near the drain. We say the gate-
substrate potential difference is not sufficient at x = L to attract electrons and the channel
is “pinched off” [Fig. 6.12(a)].

What happens if V) rises even higher than Vi — Vi ? Since V(x) now goes from 0
at x =0 to Vp > Vo — Vry at x = L, the voltage difference between the gate and the
substrate falls to Vyy at some point Ly < L [Fig. 6.12(b)]. The device therefore contains
no channel between L1 and L. Does this mean the transistor cannot conduct current? No,
the device still conducts: as illustrated in Fig. 6.12(c), once the electrons reach the end of
the channel, they experience the high electric field in the depletion region surrounding the
drain junction and are rapidly swept to the drain terminal. Nonetheless, as shown in the
next section, the drain voltage no longer affects the current significantly, and the MOSFET
acts as a constant current source—similar to a bipolar transistor in the forward active
region. Note that the source-substrate and drain-substrate junctions carry no current.

6.2.2 Derivation of I-V Characteristics
With the foregoing qualitative study, we can now formulate the behavior of MOSFETS in
terms of their terminal voltages.

Channel Charge Density Our derivations require an expression for the channel charge
(i.e., free electrons) per unit length, also called the “charge density.” FromQ = CV,we note
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I I I

Figure 6.13 Illustration of capacitance per unit length.

that if C is the gate capacitance per unit length and V the voltage difference between the
gate and the channel, then Q is the desired charge density. Denoting the gate capacitance
per unit area by C,, (expressed in F /m? or fF/ Mmz), we write C = WC,, to account for the
width of the transistor (Fig. 6.13). Moreover, we have V = Vg5 — Vryy because no mobile
charge exists for Vs < V. (Hereafter, we denote both the gate and drain voltages with
respect to the source.) It follows that

Q = WCOX(VGS - VTH)~ (62)

Note that Q is expressed in coulomb/meter. Now recall from Fig. 6.11(a) that the channel
voltage varies along the length of the transistor, and the charge density falls as we go from
the source to the drain. Thus, Eq. (6.2) is valid only near the source terminal, where the
channel potential remains close to zero. As shown in Fig. 6.14, we denote the channel
potential at x by V(x) and write

0 (x) = WCo[Vis — V(x) — Vrul, (6.3)

noting that V' (x) goes from zero to V} if the channel is not pinched off.

Drain Current What is the relationship between the mobile charge density and the
current? Consider a bar of semiconductor having a uniform charge density (per unit length)
equal to Q and carrying a current / (Fig. 6.15). Note from Chapter 2 that (1) 7 is given by
the total charge that passes through the cross section of the bar in one second, and (2) if
the carriers move with a velocity of v m/s, then the charge enclosed in v meters along the
bar passes through the cross section in one second. Since the charge enclosed in v meters
is equal to Q - v, we have

1=0 . (6.4)

O—>;5<— L

Figure 6.14 Device illustration for calculation of drain current.
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Figure 6.15 Relationship between charge velocity and current.

As explained in Chapter 2,

v=—u,E, (6.5)
av

= 4,2 6.6

Hin (6.6)

where dV /dx denotes the derivative of the voltage at a given point. Combining Egs. (6.3),
(6.4), and (6.6), we obtain

Ip = WCoi[Viss — V(x) — Vi ]t d‘;ix). (6.7)

Interestingly, since /p must remain constant along the channel (why?), V(x) and dV/dx
must vary such that the product of Vs — V(x) — Vi and dV/dx is independent of x.

While it is possible to solve the above differential equation to obtain V(x) in terms of
Ip (and the reader is encouraged to do that), our immediate need is to find an expression
for Ip in terms of the terminal voltages. To this end, we write

x=L V(x)=Vps
/ ID dx = / MncoxW[VGS - V(x) - VTH] dav. (68)
x=0 V(x)=0
That is,
1 w
Ip = EMnCox T [2(Vs — Viu)Vos — Vis] - (6.9)

We now examine this important equation from different perspectives to gain more insight.
First, the linear dependence of I, upon p,,,C,y,and W/ L is to be expected: a higher mobility
yields a greater current for a given drain-source voltage; a higher gate oxide capacitance
leads to a larger electron density in the channel for a given gate-source voltage; and a
larger W/L (called the device “aspect ratio”) is equivalent to placing more transistors
in parallel [Fig. 6.10(c)]. Second, for a constant Vgs, Ip varies parabolically with Vpg
(Fig. 6.16), reaching a maximum of

1 w
ID,max = E,ufncoxf(vGS - VTH)Z (610)

at Vps = Vgs — V. It is common to write W/L as the ratio of two values e.g.,
5 um/0.18 um (rather than 27.8) to emphasize the choice of W and L. While only the
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Figure 6.16 Parabolic I-Vps characteristic.

ratio appears in many MOS equations, the individual values of W and L also become crit-
ical in most cases. For example, if both W and L are doubled, the ratio remains unchanged
but the gate capacitance increases.

SELLE  Plot the Ip-Vpg characteristics for different values of V.
6.3
Solution  As Vg increases, so do Ip e and Vs — V. Hlustrated in Fig. 6.17, the characteristics
exhibit maxima that follow a parabolic shape themselves because Ip o < (Vs — Vin )2.
oA Parabola
D /
I'pmaxa - Voss
ID,max3
PR Ves2
I'pmax2 : V(331 P
Vbs
Figure 6.17 MOS characteristics for different gate-source voltages.
Exercise ~ What happens to the above plots if #,, is halved?

The nonlinear relationship between Ip and Vpg reveals that the transistor can-
not generally be modeled as a simple linear resistor. However, if Vps < 2(Vgs — Vrn),
Eq. (6.9) reduces to:

w
Ip =~ ,unCon(VGS — Vru) Vs, (6.11)



Example
6.4
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“ VGS3

Figure 6.18 Detailed characteristics for small Vpyg.
exhibiting a linear /p-Vps behavior for a given Vig. In fact, the equivalent on-resistance is
given by Vps/Ip:

1

Ron = .
w
:u'ncox L (VGS - VTH)

(6.12)

From another perspective, at small Vg (near the origin), the parabolas in Fig. 6.17 can be
approximated by straight lines having different slopes (Fig. 6.18).

As predicted in Section 6.2.1, Eq. (6.12) suggests that the on-resistance can be con-
trolled by the gate-source voltage. In particular, for Vs = Vi, Ron = 00, 1.€., the device
can operate as an electronic switch.

A cordless telephone incorporates a single antenna for reception and transmission.
Explain how the system must be configured.

The system is designed so that the phone receives for half of the time and transmits for the
other half. Thus, the antenna is alternately connected to the receiver and the transmitter
inregular intervals, e.g., every 20 ms (Fig. 6.19). An electronic antenna switch is therefore
necessary here.®

Receiver Receiver

Transmitter Transmitter

Figure 6.19 Role of antenna switch in a cordless phone.

Exercise

Some systems employ two antennas, each of which receives and transmits signals. How
many switches are needed?

8Some cellphones operate in the same manner.
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In most applications, it is desirable to achieve a low on-resistance for MOS switches.
The circuit designer must therefore maximize W/L and V;s. The following example illus-
trates this point.

Example
6.5

Solution

In the cordless phone of Example 6.4, the switch connecting the transmitter to the
antenna must negligibly attenuate the signal, e.g., by no more than 10%. If Vpp = 1.8V,
wnCox = 100 nA/V?, and Vyy = 0.4 V, determine the minimum required aspect ratio of
the switch. Assume the antenna can be modeled as a 50-€2 resistor.

As depicted in Fig. 6.20, we wish to ensure

>09 (6.13)

Ron Transmitter

VOUt Vin
50 Q =Ry

Figure 6.20 Signal degradation due to on-resistance of antenna switch.

and hence
R,, <5.6Q. (6.14)

Setting Vg to the maximum value, Vpp, we obtain from Eq. (6.12),

> 1276. (6.15)

(Since wide transistors introduce substantial capacitance in the signal path, this choice
of W/L may still attenuate high-frequency signals.)

Exercise

What W/L is necessary if Vpp drops to 1.2 V?

Triode and Saturation Regions Equation (6.9) expresses the drain current in terms of
the device terminal voltages, implying that the current begins to fall for Vps > Vs — Vg
We say the device operates in the “triode region” (also called the “linear region”) if
Vps < Vos — Vg (the rising section of the parabola). We also use the term “deep triode
region” for Vpg <« 2(Vgs — Vrw), where the transistor operates as a resistor.
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Figure 6.21 Overall MOS characteristic.

In reality, the drain current reaches
“saturation,” that is, becomes constant for
Vs > Vs — Ve (Fig. 6.21). To understand
why, recall from Fig. 6.12 that the channel
experiences pinch-off if Vpg = Vgs — Vrp.
Thus, further increase in Vpg simply shifts
the pinch-off point slightly toward the drain.
Also, recall that Egs. (6.7) and (6.8) are valid
only where channel charge exists. It follows
that the integration in Eq. (6.8) must en-
compass only the channel, i.e., from x =0
to x = L; in Fig. 6.12(b), and be modified to

x=L, V(x)=Vos—Vru
/ Ipdx = / 1 ConW[Vass
x=0 V(x)=0

—V(x) = Vm]dV.  (6.16)

Note that the upper limits correspond to the
channel pinch-off point. In particular, the in-
tegral on the right-hand side is evaluated up
to Vs — Vry rather tha