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Preface

Life is like riding a bicycle. To keep your balance you have to keep moving.
Albert Einstein Letter to his son Eduard (February 5, 1930)

ή gὰr no�y ἐnέrεia zuή

The energy or active exercise of the mind constitutes life.
From The Metaphysic, translated from the Greek by Rev. John H. M’Mahon in The

Metaphysics of Aristotle (1857), Book XI, p. 332

The genesis of this book, Fundamentals and Applications of Nanophotonics, was a
graduate course that was taught for several years at the University of Dayton. It was
once taught at Harbin Institute of Technology in China and reconstituted as a short
course at many professional meetings. My colleagues at the University of Dayton,
Andrew Sarangan and Qiwen Zhan, who are experts in the field of nanophotonics, orig-
inally co-taught and brought to the course their complementary knowledge and expertise
in subfields of nanophotonics. The reception that we had with our courses persuaded me
that a book incorporating the basic concepts of nanophotonics would be a valuable guide
for students seeking to understand the field. This book is the product of my deliberations
on the essential topics. Unfortunately, completing the book was delayed by a myriad of
distractions over the past decade. It was only when I let go of all administrative duties
that I was able to really devote my time and energy to completing this book.

Even so, writing this book in a reasonable time frame turned out to be a task that
required more effort than I could provide, so I solicited support from experts in the
field. I am grateful that my colleagues have produced chapters that add to the essential
subject matter in the field and will contribute to students’ understanding of the subject.
Each chapter is written in a tutorial fashion and the concepts are treated in depth.
Therefore, we do not try to cover everything in the field to keep the material confined
to a subset of topics.

The book is written for engineers and scientists at a first-year graduate student level.
It contains adequate mathematical detail to give the reader an understanding of how
specific physical concepts are applied to nanotechnology and more detailed references
are provided for the reader interested in delving into the real depths of the subject. The
chapters contain problems that can be assigned for homework.

Thefieldwe call nanophotonics (i.e., the study of optical deviceswith nanometer-scale
features) is driven by developments in three different areas: fabrication, characterization,
and materials. It is a vast field that cuts across many disciplines: biology, chemistry,



physics, materials science, electrical and mechanical engineering, and many other disci-
plines notmentioned. The story behind the development of nanophotonics is a fascinating
one with many contributors across the globe reporting novel results and sometimes the
ideas have remained nascent for decades before a researcher has a keen new insight
that propels the field into the limelight. For instance, this is the casewith photonic crystals
and metamaterials.

This book provides the reader with the background knowledge of the foundation of
nanophotonics and then it applies the basic principles to advance new concepts in
designing materials with desired physical properties. The book will prepare the dili-
gent reader with the tools to read and understand the research literature. The field is
still emerging with advancements in research tools that are rapidly developing. It is
the hope of the nanophotonics community that this initial development phase will
evolve one day to useful technological applications that harness the unique physical
phenomena at the nanoscale. Of course, applications can come from any field applying
photonics devices, such as medical and environmental sensors, energy harvesting, and
information technology.

The reader should not be afraid to break out of the traditional mold and follow their
own instincts to discover an unexplored path. All contributors to this book share a deep
conviction that students should learn skills in all subfields and become facile enough
with the concepts to contribute their own ideas as they embark on their journey of dis-
covery. Each author is an expert who has made significant research contributions to
progress in the field. Together we are attempting to meet the requirement of a broad
base of knowledge and experiences with a mathematical foundation to understand
physical phenomena on the nanoscale.

In our approach to the subject, there is a balance of the two requirements of math-
ematical rigor with physical understanding of the phenomena; moreover, the student
will have exposure to experimental fabrication tools and characterization instrumenta-
tion and techniques. I generally believe that real progress in the field demands knowl-
edge of widely different skills; the student should have the capability to perform
simulations and have knowledge of the suite of fabrication tools available with their
limitations and be aware of techniques to characterize the materials and devices.

I want to thank my colleagues, Domenico de Ceglia, Natalia M. Litchinitser,
Andrew Sarangan, Michael Scalora, Jingbo Sun, and Maria Antonietta Vincenti,
who kindly gave of their time and talent to write chapters and work together to
make the book an organic whole. I am indebted to the many students who have taken
the nanophotonics course over the years and who have given feedback about their
judgment on various lectures and topics.

Because of the constraints on my time, there are undoubtedly errors in the text. This
occurs despite readings of the chapters by colleagues. The reader who finds errors or
misconceptions is encouraged to email me so that I can publish amendments to the
book. The amendments can be obtained by emailing a request to me. My email address
is widely available on the Web.

J.W. Haus
Dayton, OH, USA

August 2015
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Introduction to nanophotonics 1
J.W. Haus
University of Dayton, Dayton, OH, USA

If I have seen further it is by standing on the shoulders of Giants.
Isaac Newton, from the Correspondence of Isaac Newton.

Nothing in life is to be feared, it is only to be understood. Now is the time to
understand more, so that we may fear less.

Marie Skłodowska-Curie, quoted in Our Precarious Habitat (1973) by
Melvin A. Benarde, p. v.

1.1 Introduction

We are embarking on a journey across the broad subject of nanophotonics. Nanopho-
tonics activities engage researchers in many disciplines: optics; physics; chemistry;
electrical, chemical, and mechanical engineering; materials science; biology; and
mathematics. The range of activities is far too large to be captured by a single tome.
Therefore, the number of topics covered in this book is narrowed by our personal
choices. We divide the field of nanophotonics into three broad categories, which are
distinguished by their functionality: materials, fabrication, and characterization. Of
course, the prefix nano can be inserted in front of all three words for emphasis, but
let us not overuse the term at the outset. The three aspects of nanophotonics are anal-
ogous to the legs of a three-legged stool with nanophotonics resting on top of them, as
illustrated in Figure 1.1. Researchers and engineers apply all three of these areas to
solve technological challenges. The image conveys our bias that removing one of
the topics would leave out essential knowledge that we believe every student of nano-
photonics should be familiar with.

The required breadth of the field is also conducive to the formation of collaborations
within and across institutions; the members of the collaboration contribute their exper-
tise in a specific field to the completion of the project. The student or new researcher in
the field will find it advantageous to possess knowledge of the basic principles for all
three aspects to effectively communicate with colleagues and to understand the main
issues from different perspectives. A solid foundation in all three aspects provides
access to a broader range of literature and gives deeper insights into physical limita-
tions. This book was conceived to provide readers with a working knowledge of the
principles in several fields.

Fundamentals and Applications of Nanophotonics. http://dx.doi.org/10.1016/B978-1-78242-464-2.00001-4
Copyright © 2016 Elsevier Ltd. All rights reserved.
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1.2 Materials

Technological progress is often based on the development of new materials. To high-
light that point in a historical context, recall that two of the three named archaeological
periods of man’s ascent are named after materials technology—the bronze and iron
ages. The further development of new materials has proceeded through the millennia
and today, we are guided by a deeper quantitative understanding of materials’ compo-
sition and properties.

Modern-age materials are much more sophisticated, but the main technology
drivers are the same. In the modern era, silicon has emerged as one of the most impor-
tant materials with applications ranging from electronics to micro-electro-mechanical
systems (MEMS) to electronic sensors to photonics. There is market pressure to fabri-
cate devices that have new functionality and can be produced using materials that are
widely available and inexpensive. Silicon is one of the most abundant elements on
Earth, second only to oxygen, making it an ideal material for many technological
applications.

Today nanophotonics research is devoted to creating new materials with function-
ality that is not ordinarily available by processing natural elements, alloys, or com-
pounds. The elements of the periodic table are cast into a form that is not normally
found in nature. The purpose is to elicit a new response to electronic current or optical
waves. The new response may be potentially useful for fabricating new devices or for
making a new instrument with improved resolution.

The abundance of the elements is another important consideration in pursuing new
technologies. Figure 1.2 is a plot of the elements’ relative abundance found in the
earth. The high abundance of elements such as hydrogen, silicon, oxygen, iron, carbon,
and nitrogen (abundant in the atmosphere) make them inexpensive and easy to
procure. Other in-demand elements may have a supply that is controlled by a single
country; thus, they are subject to political crises or pressures. For instance, the
rare-earth metals have found important uses in electronics, lighting, displays, and
communications technologies. Fortunately, the amount of rare-earth elements used
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Figure 1.1 Three legs of a stool illustration to emphasize the three aspects of nanophotonics.
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in many of these applications is tiny, and global-scale use is not affected by their mar-
ket availability. In developing new materials with desired functionality, one may be
driven by the need to reduce or eliminate expensive or geopolitical elements. A com-
mercial product that uses scarce, expensive, or geographically concentrated elements
will not be sustainable on a massive scale over a long period of time.

Chemical and physical properties of materials are deeply connected to the quantum
mechanics of the hydrogen atom. The framework for understanding atomic spectra is
based on the Bohr model of electrons in orbits around a small, positively charged
nucleus. His quantization of the angular momentum of the electrons prevented them
from collapsing to the nucleus, as would be expected from classical Newtonian dy-
namics. The essence of the Bohr model was captured in quantum mechanics, which
describes electrons in their orbital states. For the quantum solution of the hydrogen
atom, the Coulomb attraction of the electron to the proton yields a set of states that
are labeled by a set of quantum numbers describing the energy, angular momentum,
and the spin momentum of the electrons. Surprisingly, the simple model of the
hydrogen atom extends to the electronic states of multielectron atoms; the occupation
of electronic states conforms to state designations that are identical to the hydrogen
atom.

The treatment of molecules and solids is organized around the atomic orbital states
of constituent atoms. However, to understand the electron bonding energies and geom-
etry, such as bond angles and lattice symmetry, multiple electronic states are com-
bined. The bonding length and direction between atoms, although closely connected
to the atomic states, are based on simple electronic principles; namely, paired electrons
with opposite intrinsic spin are shared between atoms to form a covalent bond.
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Figure 1.2 Abundance (by mass) of the elements in the Earth’s upper continental crust up to
element 82.
Plotted from data available from http://en.wikipedia.org/wiki/Abundance_of_the_chemical_
elements.
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The covalent bond angles are based on electron pairs shared between atoms and can be
understood by using a linear combination of atomic orbitals (LCAOs). In chemistry,
the LCAO is termed hybridization and is discussed in Chapter 4. The LCAO is a
simplification that uses valence electron wave functions as a set of basis states to calcu-
late a wide range of physical properties. The technique provides a simple physical
description of the bond angles in molecular and lattice systems.

Electron interactions manifest different bonding mechanisms that may be identified
from their electronic density distributions. Metallic bonding has electron density delo-
calized throughout the solid, whereas covalent bonds have valence electron density
largely localized between the atomic nearest-neighbor pairs. The malleability of
many metals is an indication that the metallic bonds are relatively weak. Similar to co-
valent bonding, ionic bonding is based on electron density displacement between the
pair of atoms to form a cohesive crystal; the atoms called cations give up the electrons,
leaving a net-positive charge and the electron has a density displaced more to the other
atoms called anions. Ionic and covalent bonds can both be present to some degree in
solids. The covalent bonds are highly dependent on orientation because of the bonding
orbitals, whereas the ionic bonds depend on the difference in affinity of the atoms to
attract an electron, so-called electronegativity. Finally, there is a fourth type of bonding
that is commonly mentioned called van der Waals bonds, which is dominant for atoms
with closed electron shells (e.g., inert gas atoms). The electrons in inert gas atoms are
tightly bound to the nuclei and they are not shared with neighboring atoms. For inert
atoms, their bonding in the solid state is promoted by induced atomic dipoles on the
atoms due to quantum fluctuations, which are van der Waals interactions. This
form of bonding is weak.

Scientists and researchers refuse to be confined by the materials refined from natu-
rally occurring compounds. Chemists and materials scientists have tweaked the growth
and synthesis processes to create new materials or nanostructured materials that exhibit
unusual electronic and optical properties. For instance, there has been enormous prog-
ress made in designing and fabricating quantum-confined structures that are now
commercially available in semiconductor lasers and photodetectors. Recent activities
have led to the development of novel, fabricated materials’ classifications—called
photonic crystals, plasmonics, and metamaterials—that are designed to accentuate spe-
cific properties of light. These specific materials are introduced and discussed in sub-
sequent chapters of this book. Because each class of new materials have exposed the
community to novel physical concepts, they have spawned worldwide research efforts
to discover new applications for the novel laboratory materials. For instance, metals,
also called plasmonic materials, have taken center stage with traditional applications
in biosensing and potential applications in energy harvesting and photonic surfaces.

1.3 Fabrication and characterization

The techniques to create new photonic devices and optical materials have been divided
into two areas—top-down and bottom-up approaches—and their general features are
illustrated in Figure 1.3. The top-down approach is exemplified by the fabrication
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techniques used to make electronic circuitry and MEMS devices, which have become
ubiquitous elements in commercial devices from phones and iPads to automobiles. The
starting point is a wafer substrate material that is a building block with required char-
acteristics. The wafer has material removed, added, or doped using the available suite
of fabrication tools. A high yield of devices demands that the environment be
controlled using a cleanroom. After completing the fabrication process, the wafer
may contain thousands of functional chips. By dicing the wafer, the chips are available
for packaging to produce the final product. The available processing tools have seen
several generations of improvements because of the electronics industry’s relentless
drive to make smaller and smaller devices.

Bottom-up approaches are characterized by controlled chemical synthesis or by
physically directing growth of an initial “molecular soup” with all of the ingredients
to build the final structure. The processes that organize the constituents into a final
product are broadly called self-assembly techniques. Many of the approaches are bio-
inspired following nature’s ability to build complex systems from molecular building
blocks. In self-assembly, the molecules are collected into nanosized structures that can
be termed superatoms. An example of nature’s self-assembled bottom-up approach is
found in opaline materials. The beautiful colors of opals are the result of light interfer-
ence and diffraction from a periodic arrangement of silica spheres. In modern terminol-
ogy, the structures would be called photonic crystals. Chemists and materials scientists
have harnessed nature’s ability to form opals and have improved on it using methods to
synthesize complex one-, two-, and three-dimensional photonic crystals using block
copolymers. The bottom-up creation of inverse opals (i.e., synthesizing a scaffolding
around the silica spheres before removing the spheres by chemical etching) is an
example of stepping beyond nature to create a material with properties not naturally
found.

Top-down

Wafer

Dicing

Packaging

Bottom-up

Molecular soup

Self-assembly

Functional device

Dicing

Processing

Figure 1.3 Top-down and bottom-up approaches.
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We mention as a historical reference a 1959 lecture by the iconic Nobel Laureate
Richard Feynman. The talk went largely unnoticed for several decades, but it was
recently popularized in several publications. In December 1959, Feynman presented
a talk entitled “There’s Plenty of Room at the Bottom.” As the title suggests, he
saw no physical limitations to writing information on a much smaller scale (e.g.,
writing the entire Encyclopedia Britannica on the head of a pin). In Feynman’s words,
“there is plenty of room to make them (computers) smaller. There is nothing that I can
see in the physical laws that says the computer elements cannot be made enormously
smaller than they are now. In fact, there may be certain advantages.” Although this
article does not have a historical position in the development of nanotechnology, it still
is relevant for the physical foresight Feynman showed as sizes are scaled down.

The top-down fabrication techniques used to make nanophotonic devices and mate-
rials leverage on decades of progress and investments made in the electronics industry to
develop higher precision tools and control of nanometer-sized critical dimensions sus-
tained over wafer-sized areas. The drive toward nanofabrication is most evident in the
electronics industry. After the initial ideas for designing and fabricating integrated cir-
cuitry (IC) were conceived, the technology was continually refined and improved in
continuous cycles to reduce the dimensions of electronic devices on a chip. A process
that continues to the present day and a comprehensive, industry-driven is found in the
International Technology Roadmap for Semiconductors. Its origins go back to the
mid-1960s and the prognostication by Gordon Moore that the number of components
integrated on a chip would grow exponentially (i.e., double approximately every
2 years). This prediction has been dubbed Moore’s law, and it is remarkable that expo-
nential growth has been adhered to for more than 4 decades.

To keep pace with Moore’s law, the industry developed new techniques and tools
that improved the production and yield of the products. Modern nanotechnology
requires a suite of instruments performing specific tasks that are needed to make the
final product. In general, making high-performance devices requires lithography
and patterning, materials etching techniques, and materials deposition to fabricate.
Table 1.1 lists the major nanofabrication technology steps. Semiconductor lithography
is defined by several techniques to write a pattern on a wafer surface. Knowledge about
each fabrication step is invaluable for understanding the obstacles that need to be over-
come in fabricating a new material or device.

Table 1.1 Major fabrication technology processes

Process Examples

Lithography and patterning Ultraviolet or extreme ultraviolet light, X rays, electron
beams, dip-pen, and nanoimprint lithographies

Deposition techniques Physical vapor deposition, chemical vapor deposition,
molecular beam epitaxy

Etching Wet and dry (plasma) techniques
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As the origin of the name suggests, lithography is the process of transferring a
pattern onto a substrate. The pattern was traditionally made on a mask, and the pattern
was transferred to a photoresist by optical illumination using ultraviolet (UV) light. As
feature sizes were reduced, new processing techniques were worked out and new tools,
such as extreme UV and electron beam writing, were developed. Additional tools
deposited materials with nanometer accuracy or embossed a nanometer feature in a
thermoplastic polymer. The pattern once transferred to a thin film is used to either
add material to the substrate by deposition techniques or remove material using etching
techniques. The fabrication processes and techniques are treated in detail in the fabri-
cation chapter. There are also instances in which the fabrication of new devices is a
blend of top-down and bottom-up approaches. Intermediate steps in the process of
making a final device can incorporate new bottom-up techniques that are compatible
with traditional cleanroom fabrication requirements.

In Feynman’s 1959 lecture “There’s Plenty of Room at the Bottom,” he also chal-
lenged the community to improve metrology by developing higher resolution instru-
ments to image the written features. Writing the Encyclopedia Britannica on the
head of a pin is a simple fabrication challenge demonstration that Feynman proposed;
however, writing information is only one part of the process. To be complete and use-
ful, an instrument is needed that can faithfully read the written content, for example, on
the head of a pin. Without the reader, the fabrication process would be incomplete
without a process to verify the faithful writing of the data.

The same need carries over to the design of functional nanostructures on substrates.
After designing, fabricating, or chemically synthesizing the nanostructures, the sam-
ples need to be characterized with an instrument that resolves to a scale less than
the critical dimensions of the nanostructures. Thus, the development of nanoresolution
imaging instrumentation is indispensable for examining the features created during the
fabrication process. Fabrication is not complete until the process has been monitored
and verified at all stages. Characterization is a necessary and important step in the
development of our understanding of nanostructured materials and the processing
steps so that the fabrication can be cyclically improved.

The list of characterization techniques in Table 1.2 reflects traditional and recent
metrology developments. Optical microscopes are well understood and have been
developed over several centuries with new techniques to increase resolution
discovered mainly in the twentieth century. Added to traditional optical microscopy

Table 1.2 Characterization techniques

Imaging technique Examples

Optical techniques Optical microscopy, ellipsometry, optical spectroscopies,
laser pulse-probe techniques

Electron microscopes Scanning electron and transmission electron microscopy

Scanning probe techniques Atomic force, scanning tunneling and near-field optical
microscopies, etc.
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is a slew of other techniques as a result of the development of coherent sources and of
our understanding of incoherence. Nonlinear optical techniques have also added to our
repertoire of instruments that enable submicron-feature resolution. The 2014 Nobel
Prize in Chemistry shared by Stefan Hell, William Moerner, and Eric Betzig acknowl-
edged the remarkable resolution improvements that can be achieved by developing
novel applications of advanced laser technology. Electron imaging techniques based
on the quantum wave nature of the electron (i.e., its de Broglie wavelength) were first
demonstrated in the 1930s, and the technology was greatly advanced after World War
II. There is a plethora of modern scanning techniques that have appeared since the
invention of the scanning tunneling microscope by Gerd Binnig and Heinrich Rohrer
in 1981 (1986 Nobel Prize in Physics); the tunneling instrument has a resolution
extending to the scale of Angstroms or less. Since then, the list of scanning probe
methods has expanded, which adds to the list of extremely high-resolution techniques.
Many of the metrology breakthroughs have also been internationally acknowledged by
conferring of Nobel Prizes.

1.4 Devices

Although the pursuit of new knowledge that confers deeper insights into atomephoton
interactions on the nanoscale is an important quest that shapes our fundamental under-
standing of nature, it is the development of new photonic devices applying the new
principles that is affecting rapid change in our world. The pace of technological
advancement has accelerated on a scale that was scarcely comprehensible only a cen-
tury ago. The march of technology is apparent in the constant evolution of electronic
devices developed for entertainment. For example, recorded music is widely enjoyed
by everyone, and the electronics technology we use to enjoy it has gone through a
rapid evolution over the past six decades. The storage of music saw a progression
from analog technology using vinyl records; then tapes gave way to digital technology
with CDs, which were used in compact players largely because of the introduction of
semiconductor lasers; and, subsequently, to electronic as electronic memory technol-
ogy (e.g., flash memory storage) matured and they were incorporated into music de-
vices. The need to lug around dozens of CDs to play in a bulky player on long
flights was obviated after solid-state storage devices were introduced in the market-
place; the devices are so compact that they fit in the palm of our hands and contain
hundreds of albums (try carrying that many CDs on a long flight!).

The Nobel Laureate and nanotechnologist Richard Smalley was a passionate advo-
cate for science education and used his talents to espouse a list of the top global prob-
lems facing humanity in the next half century. Smalley’s list in Table 1.3 (modified
from the original by combining environment and poverty) includes challenging
problems that are open ended and closely interrelated. Incremental technology
improvements make the problems more manageable. Nanotechnology researchers
continue working toward solutions to Smalley’s challenges, especially if it has special
potential applications to the fields of energy, water, disease, food, and environment.
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Tackling problems in these fields engages engineers and scientists from across the
globe who practice the concept of “science without borders.” They not only attend in-
ternational conferences, but they develop collaborative research partnerships with
personnel exchange and division of labor among fabrication, characterization, and de-
vice testing to advance photonics technology.

To illustrate the complexity and connectivity of the problems, consider the energy
challenge. It is a problem with many facets that can be addressed. An energy solution
should be sustainable and use renewable resources, suggesting alternative approaches
that also affect water, environment, poverty, and disease. Among several approaches,
there are solar cells or photovoltaics. They are a clean source of energy production, but
they have relatively low energy harvesting efficiency. Photovoltaic device research is
spurred to discover continual improvements by incorporating novel materials, such as
perovskites and nanoparticles, and designing tandem layers to enhance their energy
conversion efficiency. Furthermore, solid-state lighting, such as light-emitting diodes,
and electronics have substantially improved humans’ standard of living, and optical
communication has enabled the dissemination of information with unprecedented
speed around the globe. Both technologies impact Smalley’s education and democracy
challenges, while at the same time managing energy consumption. Other areas of the
energy challenge in which nanotechnology can play a role are reducing energy losses
in transmission and improving energy storage devices.

In the field of telecommunications, the development of low-loss optical fibers and
photonics technology with its enormous bandwidth has outpaced other means of
communication and ushered in a new era of the information age in which photonics
is the dominant technology. Driving these systems are photonic devices, semicon-
ductor lasers, and photodetectors that are products of nanophotonics research. There
are also breakthroughs in the channel carrying the information. For example, the intro-
duction of optical amplifiers in long-haul fiber-optic systems sustained the optical

Table 1.3 Smalley’s list of top global problems
facing humanity in the next half century

Humanities top problems

Energy

Water

Food

Environment and poverty

Terrorism and war

Disease

Education

Democracy

Population
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signals over distances of tens of thousands of kilometers, thus removing the electronics
bottleneck from fiber-optic systems. This enabled fiber-optic systems to be transparent
to the bit-rate of the signal, and many channels could be multiplexed together and
transmitted over distances extending between and around continents. The fiber
communication systems’ reliance on photonic devices extends beyond semiconductor
lasers and detectors to include modulators to encode data and optical multiplexers and
demultiplexers to route the data from one point to another.

Semiconductor materials grown with nanometer-scale dimensions elicit quantum
properties because of the confinement of carriers (i.e., electrons and holes). Thin films
that confine carriers are common in optoelectronic devices. For instance, semicon-
ductor lasers fabricated with the quantum confinement of carriers have lower power
consumption than their predecessors to meet the growing demands of data centers
to increase the speed and density of information transport. Photodetectors designed
with quantum confinement properties can be used to design imagers for long infrared
wavelengths.

In 1958, Jack Kilby at Texas Instruments received an IC patent that marks the
beginning of the electronics revolution. He was recognized for this invention by a
Nobel Prize in 2000. Within 6 months after Kilby’s patent, Robert Noyce at Fairchild
Semiconductor patented an IC concept that proved to be practical and formed the basis
for the development of complementary metal-oxide semiconductor (CMOS)
technology.

Research in the field called silicon photonics devices has piggybacked on recent
CMOS developments by applying the same tools used in cleanroom environments.
In addition, a silicon wafer is prepared by burying a silicon oxide layer electrically
insulating the silicon surface layer; this technique is called silicon-on-insulator
(SOI) technology, and it is useful for designing photonic waveguides using the top
layer of silicon using the high index of silicon relative to silicon oxide to confine
the electromagnetic field. Silicon technology would introduce functionality derived
from fiber communications to the silicon wafer scale. Silicon waveguides fabricated
on a silicon wafer replace optical fibers as the transmission medium. Silicon wafers
will contain monolithically created functional photonic devices, such as multiplexers/
demultiplexers, modulators, and detectors, that can encode the information in light,
route the signals for transmitting them to neighboring chips, and finally decode the
signal. Silicon photonics technology is envisioned to eliminate communication
bandwidth bottlenecks on the chip scale and significantly reduce power consump-
tion in data centers, server farms, and supercomputers. However, photonic sources,
such as lasers and light-emitting diodes, is one essential function that silicon does
not naturally accommodate. The inability to create sources in silicon is due to its
electronic band structure characteristics, which are treated in detail in Chapter 4.
To overcome the photonic source limitation in silicon, researchers have explored
hybrid integration of suitable semiconductor materials on silicon and nonlinear
optical effects in tightly confined electromagnetic modes in silicon waveguides.

This chapter touched on the scope of developments in nanophotonics using new
materials, fabrication, metrology, and devices. The field’s scope is broad, with jour-
nals reporting new findings with applications to information technology, medicine,
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communications, renewable energy technology, and computing. It embraces the
efforts of international scientists and engineers across many traditional disciplines,
such as biology; chemistry; physics; mathematics; and electrical, mechanical, and
materials engineering. The problem is that the number of articles published in the
field is rapidly growing; for the reader to gain an appreciation of the content of spe-
cific articles, important conceptual notions are required. It is not our intention to
cover all aspects of nanophotonics in this book, which is truly a fool’s errand;
instead, the subjects provide students and researchers access to journal articles by
presenting a solid foundation in essential topics.
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Electrodynamics for
nanophotonics 2
J.W. Haus
University of Dayton, Dayton, OH, USA

And God said, “Let there be light,” and there was light. God saw that the light was
good, and he separated the light from the darkness.

Bible: Genesis 1:3e4

For a successful technology, reality must take precedence over public relations, for
Nature cannot be fooled.

Richard Feynman “What Do You Care What Other People Think?”

2.1 Introduction

Electrodynamics is a foundational theory that is well known to every student of phys-
ics and of electrical engineering. The subject begins with writing Maxwell’s equations
and the constitutive relations between the different fields, but even here there are a
multitude of materials in which the theory can be applied, and there are surprising
new phenomena that can be found within the confines of ordinary classical electrody-
namics. Maxwell’s equations are easy enough to write down and to establish their
physical meaning; after all, Maxwell’s celebrated treatise on electrodynamics was
published just 150 years ago. Despite the lapse of time from its first publication, we
continue to discover new phenomena that can be extracted from Maxwell’s equations.

Maxwell’s theory is the basis for advanced electromagnetic technology and has
enjoyed phenomenal success in the twentieth century. In addition to encompassing
all electrostatic and magnetostatic phenomena, it predicted new dynamical phenomena
from radiofrequency (RF) to X rays with exquisite accuracy. The modern development
in electrodynamics has been a steady migration of calculations from analytic techniques
to more numerically intensive calculations. It is a clear sign of the times that as systems
become more complex, researchers will have to heavily rely on computational results.

2.2 Maxwell’s equations

Maxwell’s equations are the foundation for how electromagnetic systems behave. They
provide physical insights about the scattering properties and local field distributions
of a system, and quantitative results can be experimentally validated. Simulations of
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a system using Maxwell’s equations guide us to determine the best design that will opti-
mize the electromagnetic performance of our system. Indeed, with some caveats and
exceptions, the electromagnetic calculations that we perform for macroscopic
systems are the same calculations that we perform on the nanometer scale.

In this chapter, we will tailor the presentation to cover only those aspects of electro-
dynamics that will be important for our understanding of nanophotonics topics covered
in this book. There are plenty of books on the subject of electrodynamics, and the inter-
ested reader is encouraged to study, in depth, all classical aspects of the theory. We
mention a small subset of electrodynamics books among the references that provide
a good foundation for advanced study of the subject. Now, let us begin by listing Max-
well’s equations side by side in differential and integral form in Table 2.1. The physical
interpretation of the equations is more apparent in the integral form. The reader who
may be unfamiliar with the forms should refer to several excellent tomes of the subject.

Each equation is briefly discussed separately first to provide the reader with their
essential physical meaning. The first line in Table 2.1 is Coulomb’s law, and it
expresses the connection between the displacement field and the free change density,
rf. In integral form, the displacement field is visualized by space-filling lines that are
tangent to the displacement vector field at each point; the field lines start on positive
charges (the sources) and end on negative charges (the sinks). The free charges are

sources and sinks for the displacement field lines. In the differential form, V
!
$. is

the divergence operator; when it operates on the displacement vector field, the charge
density is recovered. It is physically visualized as an operation related to fluid-like flow
through space. In the case of Coulomb’s law, the flow through space is the flux of
D-field lines spreading through space. In succinct terms, Coulomb’s law expresses
the fact that D-field lines begin or end on free charges. In the region of space empty
of charges, one should not conclude from the expression that it is also a field-free
region. The fields pass through the space with the same number of lines passing
into and out of the surface. Equation (2.2) expresses that the lack of magnetic mono-
poles (no sources or sinks) can be physically visualized in this picture as B-field lines
closing in on themselves.

Table 2.1 Maxwell’s equations in differential and integral form

Description Differential form Integral form

Coulomb’s
law

V
!
$~D ¼ rf %~D$d~S ¼

ZZZ
rf dV (2.1)

No magnetic
monopoles

V
!
$~B ¼ 0 %~B$d~S ¼ 0 (2.2)

Faraday’s law V
!� ~E ¼ �v~B/vt

I
~E$d~l ¼ � d

dt

ZZ
~B$d~S (2.3)

Ampere’s law V
!� ~H ¼~jf þ v~D/vt

I
~H$d~l ¼

ZZ
~jf $d~Sþ

d
dt

ZZ
~D$d~S

(2.4)
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Faraday’s law of induction in integral form shows the close relationship between

a time-varying magnetic flux (magnetic flux is defined by FB ¼ RR
~B$d~S) through

a closed loop and an induced potential around the loop called the electromotive force

(emf: E e ¼ H
~E$d~l ). The curl operator V

!�. is connected with rotational flow of
a “fluid” in space. The emf is not a conserved quantity in general as is the case for the
electrostatic potential; a charged particle under the influence of this electric field may
gain or lose energy by going around the closed path. Likewise, Ampere’s law expresses
a deep connection between a quantity called the magnetomotive force (mmf:

E m ¼ H
~H$d~l ) and the current flowing through a surface. In the equation, the current

has two contributions: one from the free charge current (I ¼ RR
~jf$d~S) flowing through

thematerials and one from the displacement current
�
d
dt

RR
~D$d~S

�
that may exist in space

outside of electrical conductors. The displacement current that Maxwell added to prior
existing electromagnetic laws ensures that charges are conserved. The divergence of the
differential form of Ampere’s law reduces to

vrf

vt
¼ V

!
$~jf : (2.5)

As simple as Maxwell’s equations are to write and explain, the applications are as
vast as the human intellect can devise. In the past quarter century, nanophotonics has
created several paradigm shifts that have changed our understanding of an established
field and injected new vigor to our study of electromagnetic phenomena.

2.2.1 Boundary conditions

Applying the integral form of Maxwell’s equations, the boundary conditions connect-
ing the electromagnetic field between two regions can be extracted. The surface
integrals are evaluated using an infinitesimal Gaussian pillbox that straddles the
surface under study (Figure 2.1). As the pillbox volume is reduced to zero, the vector

F1

F2

Figure 2.1 Gaussian pillbox construction for the divergence-related boundary conditions.
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fields are nearly constant throughout the pillbox; thus, the cylindrical surface integrals
containing the transverse field components vanish and the surface integrals over the
end caps containing field components normal to the boundary satisfy the following
equations:

bn$�~D2 � ~D1
� ¼ sf and bn$~B1 ¼ bn$~B2: (2.6)

The surface charge density, sf, may be nonzero under ideal conditions of perfect
conductivity, but it normally vanishes in the limit of small volume and the normal
component of the displacement field is continuous across the interface.

The second set of boundary conditions connecting the two media is derived from
the integral forms of Ampere’s law and Faraday’s law. The line integral is traced
over a closed loop that straddles the interface. As shown in Figure 2.2, the fields on
each side of the interface. As the size of the loop is reduced to an infinitesimal size,
the field contributions tangential to the boundary are the leading terms and the line seg-
ments perpendicular to the boundary cancel one another to first order in a local field
approximation. The resulting boundary conditions can be recast into a vector form as

bn �~E2 ¼ bn �~E1 and bn � �~H2 � ~H1
� ¼ ~Kf : (2.7)

Two independent tangential directions are implicit for the vector fields. The tangen-
tial E-field is continuous across the interface and the surface current passing through
the loop is denoted by ~Kf . For most physical situations, ~Kf ¼ ~0 and the tangential
components of the H-field are continuous across the interface.

2.2.2 Constitutive relations

Maxwell’s equations in the forms given in Table 2.1 are incomplete. There are four
vector fields (~E, ~D, ~B, ~H) and only six independent equations. The fields are

F1

F2

Figure 2.2 Circuit loop construct straddling the interface for the curl boundary conditions.
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connected to one another by constitutive relations describing the electromagnetic
response of the media, which may have temporal and spatial dispersion. The rela-
tionship between the D- and E-fields in a temporally dispersive medium is defined
by the sum of two contributions—the electric and (electric) polarization of the
medium:

~Dðr; tÞ ¼ ε0~Eðr; tÞ þ~Pðr; tÞ: (2.8)

In a linear, homogeneous medium, the polarization may be expressed as

~Pðr; tÞ ¼ ε0

ZZZ ZN
�N

cð~r �~r 0; t � t0Þ$~Eðr0; t0ÞdV 0dt0; (2.9)

where cð~r �~r 0; t � t0Þ is the susceptibility tensor, which can have spatial and tem-
poral dependence. The spatial dependence expresses the effect of nonlocal contri-
butions to the electronic response and its effects are generally present near surfaces
and are of subnanometer scale. Using a four-dimensional Fourier decomposition of
the fields,

~F
�
~k;u

� ¼ 1

ð2pÞ4
ZZZ ZN

�N
e�i
�
~k$~r 0�ut0

�
~Fð~r 0; t0ÞdV 0dt0; (2.10)

u is the angular frequency and ~k is the spatial frequency of the field. The corre-
sponding inverse Fourier transform is

~Fð~r; tÞ ¼
ZZZ ZN

�N

ei
�
~k$~r�ut

�
~F
�
~k;u

�
d3kdu: (2.11a)

It is also useful to define fields that are frequency dependent while remaining in the
spatial domain:

~Fð~r; tÞ ¼
ZN

�N
e�iut~Fð~r;uÞdu: (2.11b)

Fields can be decomposed into their angular frequency components and superposed
to form the corresponding time-dependent field.

Equation (2.9) is transformed to the algebraic form using the field definitions in
Eqn (2.11a) as

~P
�
~k;u

� ¼ ε0c
�
~k;u

�
$~E
�
~k;u

�
: (2.12)
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Extending the discussion, the displacement field can be successively written as

~D
�
~k;u

� ¼ ε0~E
�
~k;u

�þ~P
�
~k;u

�
¼ ε0

�
1þ c

�
~k;u

��
$~E
�
~k;u

�
¼ ε0εr

�
~k;u

�
$~E
�
~k;u

�
:

(2.13)

The relative dielectric tensor is denoted as εrð~k;uÞ. In most applications, the spatial
dependence of the dielectric function is negligible; however, the temporal dispersion
always plays an important role in the dynamical theory. In a similar fashion, magnetic
phenomena are also described via a linear relation between the H- and B-fields. In four-
dimensional frequency space, it is succinctly expressed as

~B
�
~k;u

� ¼ m0

�
~H
�
~k;u

�þ ~M
�
~k;u

��
¼ m0

�
1þ cm

�
~k;u

��
$~H
�
~k;u

�
¼ m0mr

�
~k;u

�
$~H
�
~k;u

�
:

(2.14)

The magnetic susceptibility tensor is cmð~k;uÞ and the relative magnetic permeability
tensor is mrð~k;uÞ. Equations (2.14) and (2.15), eliminating the spatial dependence from
the coefficients, are written as

D
�
~k;u

� ¼ εðuÞ$E�~k;u�; (2.15a)

and

B
�
~k;u

� ¼ mðuÞ$H�~k;u�: (2.15b)

The dielectric permittivity and the magnetic permeability are tensors (i.e., 3 � 3
matrices) that are indicative of an anisotropic material with possibly complex coeffi-
cients; they are expressed as

ε ¼

0BB@
ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

1CCA and m ¼

0BB@
m11 m12 m13

m21 m22 m23

m31 m32 m33

1CCA; (2.16)

respectively. Each of the components is dependent on frequency, and the symmetry of
the tensors is normally invoked such that mab ¼ mba and εab ¼ εba. Anisotropic
materials found in nature are generally crystallinematerials. However, wewill encounter
materials that are artificially synthesized or fabricated heterogeneous materials made of
two or more constituents; when the artificial materials are small enough compared with
the wavelength of light, they are treated as homogeneous anisotropic materials.
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The imaginary parts are indicative of losses (or under special circumstances gain) in
the material. As such, there are constraints on the real and imaginary functions; they
are related by the KramerseKronig relations, which can be found in many textbooks
on electrodynamics and will not be further discussed here. The physical connection
between the two parts is an expression of causality; namely, that a field cannot respond
to a signal at a point in time that would be applied in the future.

More complexities can be added to the constitutive relations. For instance, chiral
media are composed of molecular constituents that induce coupling between electric
and magnetic phenomena. In homogeneous chiral materials, the constitutive relations
in Eqn (2.15) are written as

~D
�
~k;u

� ¼ εðuÞ$~E�~k;u�þ ikðuÞ$~H�~k;u�; (2.17a)

and

~B
�
~k;u

� ¼ mðuÞ$~H�~k;u�� ikðuÞ$~E�~k;u�: (2.17b)

The additional coupling coefficient can lead to new physical phenomena that can be
examined by probing specific polarization states of the fields. The chiral parameter is
invoked to describe circular dichroism, which is a difference in the absorption coeffi-
cient between right and left circularly polarized waves and rotary dispersion, which is
an angular rotation of a linear polarized wave’s orientation.

2.3 Microscopic dynamical models

The microscopic connection between the macroscopic coefficients and the microscopic
dynamics of atomic or molecular constituents of the medium is through the polarization
of the medium. The microscopic quantity of interest is the dipole moment, defined as

~p ¼ �e~r: (2.18)

The variable~r is the position of an electron of charge �e and the nuclei are heavy
enough and the frequency sufficient so that their motion can be neglected. When
the dipoles are distributed throughout the volume with a dipole density of n per unit
volume, the polarization of the medium is

~P ¼ n~p ¼ �e~rn: (2.19)

The polarization’s linear relationship to the displacement field in Eqn (2.13) can
be applied to connect microscopic models to macroscopic fields. The treatment for
homogenizing heterogeneous material and specific effective medium expressions
will be treated in Chapter 7. In isotropic media, the tensors are diagonal and the
diagonal elements have the same value.
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One more piece is missing from our description of electrodynamics—namely, the
interaction of electromagnetic waves with a single electron with a charge, �e, moving
with a velocity, v, expressed as the Lorentz force:

~FðtÞ ¼ �e
�
~E þ~v�~B

�
: (2.20)

The first term is the Coulomb interaction between charges and the electric field and
the second term is the magnetic force or Lorentz force.

There are two prototypical classical models that have been applied throughout the
literature. One model describes a point electron that is bound to a nucleus as though by
a spring. This is called the Lorentz model. For an electron for which the position is
labeled by~r and the velocity by~v, the familiar damped harmonic oscillator equation
of motion is

d~v
dt

þ g~vþ u2
0~r ¼ � e

m
~FðtÞ ¼ � e

m
ð~E þ~v�~BÞ; (2.21)

where g is a phenomenological damping constant, u0 is the resonance frequency, and
m is the mass of the electron. The result for the polarization dynamics is derived
from the kinematic equation of motion by using the definition of the polarization in
Eqn (2.19):

€~Pþ g
_~Pþ u2

0
~P ¼ ~FðtÞ ¼ u2

pε0
~E � e

m
_~P�~B: (2.22)

where u2
p ¼ e2

mε0
n defines the plasma frequency, which notably depends on the density

of electrons in the volume and _~P ¼ d~P
dt , etc. The linear susceptibilities as defined in

Eqn (2.12) are explicitly written by neglecting the last term and Fourier transforming
Eqn (2.22):

~P ¼ ε0cbðuÞ~E ¼ u2
p

u2
0 � u2 � igu

ε0~E: (2.23)

The second case, called the Drude model, is similar to the first and a simple version
of it can be found by setting the restoring force equal to zero (i.e., u0 ¼ 0). The linear
susceptibility for the free charges is identified and extracted from the following
relation:

~P ¼ ε0cfðuÞ~E ¼ � u2
p

u2 þ igu
ε0~E: (2.24)

The free charge susceptibility has a negative real part, leading to a negative dielec-
tric function for metals and other materials possessing free electrons.
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2.4 Wave equations

In general, the wave equations are vector equations that incorporate Maxwell’s equa-
tions into a single expression for a single field using the constitutive relations. For
simplicity, we use the frequency space representation of Maxwell’s equations and
restrict our analysis to the scalar form of the constitutive equations derived earlier.
However, the medium may be inhomogeneous, which means that the susceptibilities
may depend on the local position coordinate. For instance, taking the curl of Eqn (2.3)
and replacing the magnetic field using the constitutive relation Eqn (2.15b), and using
Eqn (2.4) to eliminate the curl of the H-field, we have

V
!�

�
V
!�~Eð~r;uÞ

mð~r;uÞ
�
� u2

εð~r;uÞ~Eð~r;uÞ ¼ iu~jfð~r;uÞ: (2.25)

Similarly, the vector wave equation for the H-field can be derived as

V
!�

�
V
!� ~Hð~r;uÞ

εð~r;uÞ
�
� u2mð~r;uÞ~Hð~r;uÞ ¼ V

!�
�
~jfð~r;uÞ
εð~r;uÞ

�
: (2.26)

The terms on the right-hand side are current source terms generating the field.

2.4.1 Plane-wave solutions

In a homogeneous medium, the material coefficients are independent of the spatial
coordinates. We will further assume that the free charge and the current density vanish.
Under these conditions, the wave equations can be written as follows:

V
!� V

!�~Eð~r;uÞ � u2mðuÞεðuÞ~Eð~r;uÞ ¼ 0: (2.27)

Using the identity V
!� V

!�~Eð~r;uÞ ¼ V
!ðV!$~Eð~r;uÞÞ � V2~Eð~r;uÞ and applying

Coulomb’s law V
!
$~Eð~r;uÞ ¼ ðV!$~Dð~r;uÞÞ=εðuÞ ¼ 0, we arrive at a vector version

of the homogeneous Helmholtz equation,

V2~Eð~r;uÞ þ u2mðuÞεðuÞ~Eð~r;uÞ ¼ 0: (2.28)

The solutions can be expressed as an expansion in plane waves:

~Eð~r;uÞ ¼ ~E0
�
~k;u

�
ei
~k$~r: (2.29)

The wave vector~k can be chosen at any solid angle on the surface of a sphere. The
wave number k ¼ ��~k�� is bound by the dispersion relation extracted from Eqn (2.28) as

k2 ¼ u2mðuÞεðuÞ ¼ k20mrðuÞεrðuÞ: (2.30)
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k0 ¼ u/c is the free-space wave number. The wave number can be complex, and
plane-wave solutions have attenuated amplitudes as the waves propagate through the
lossy medium. The (complex) refractive index, defined as k ¼ hk0, where h ¼ n þ ik, is

h2 ¼ mrðuÞεrðuÞ: (2.31)

The electric field and magnetic field amplitudes satisfy the following equations:

~k$~E0
�
~k;u

� ¼ 0;~B0
�
~k;u

� ¼ i~k �~E0
�
~k;u

�
: (2.32)

These expressions form the result that the electric and magnetic fields are orthogonal
to one another and to the wave vector. The three vectors

�
~E;~B;~k

�
form a right-handed

set of basis vectors.

2.4.2 Conservation of energy

Measurements of properties of electromagnetic waves involve quadratic forms of the
fields, at least in the optical regime. One quantity of particular significance is the
instantaneous Poynting vector, defined as

~Sð~r; tÞ ¼ ~Eð~r; tÞ � ~Hð~r; tÞ: (2.33)

It is interpreted as an energy flux density with units of Watts per square meter. The
origin of this interpretation of energy flux comes from Poynting’s theorem of energy
conservation. The theorem is derived by invoking the following vector identity:

V
!
$~Sð~r; tÞ ¼ ~Hð~r; tÞ$V!�~Eð~r; tÞ �~Eð~r; tÞ$V!� ~Hð~r; tÞ: (2.34)

Using Maxwell’s equations, the equation has the form

V
!
$~S ¼ �~H$

v~B

vt
�~E$

v~D

vt
�~jf$~E: (2.35)

Defining the rate of change of electric energy density,

vwe

vt
¼ ~E$

v~D

vt
; (2.36)

and magnetic energy density,

vwm

vt
¼ ~H$

v~B

vt
: (2.37)

Poynting’s theorem is recast in the form (w ¼ we þ wm)

V
!
$~S ¼ �~jf$~E � vw

vt
: (2.38)
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The volume integral form of Eqn (2.38) is (W ¼ RRR
V

wdV):

%AðVÞbn$~SdA ¼ �
ZZZ

V

~jf$~EdV � dW
dt

: (2.39)

The left-hand side describes the flow of electromagnetic energy through the surface
A(V) of the volume V with bn being a unit vector normal to the surface. The Poynting
vector contains incident and radiation field contributions that contribute to energy flow
in both directions through the surface. The first term on the right-hand side includes the
dissipation of energy in the volume due to Joule heating. The second term is the rate of
change of energy in the volume.

Photodetection measurements are slow compared with the oscillation period of a
wave. Therefore, the measured quantity is a time average. For a continuous wave, the
measured power flux or irradiance impinging on a surface can be defined by

I ¼ bn$	~S
; (2.40)

where h~Si is the time-averaged Poynting vector defined as

	
~S

 ¼ 1

T

ZT
0

~Sdt: (2.41)

T is a time that is short compared with any changes of the instantaneous Poynting
vector amplitude. For simplicity, the time may be considered as one optical cycle, but it
can be an average over many optical cycles as long as the field amplitudes do not
perceptibly change. For time harmonic fields,

~Eð~r; tÞ ¼ Real
�
~Eð~r;uÞe�iut�; ~Hð~r; tÞ ¼ Real

�
~Hð~r;uÞe�iut�; (2.42)

and the time average in Eqn (2.41) is

	
~S

 ¼ 1

2
Real

�
~Eð~r;uÞ � ~H

�ð~r;uÞ�: (2.43)

The asterisk denotes the complex conjugate of the function. For a plane-wave field,
Eqn (2.27), the Poynting vector is

	
~S

 ¼ 1

2
Real

(
~k

um

����E0
�
~k;u

����2): (2.44)

The Poynting vector is related to the energy density of the medium. This expres-

sion for h~Si is valid for homogeneous, isotropic media with complex material
parameters.

Electrodynamics for nanophotonics 23



2.4.3 Dissipation and energy density in a dispersive medium

The energy densities defined in Eqns (2.36) and (2.37) can be simplified in dispersive
media by an approximation. The constitutive relations given by Eqn (2.15) can be
approximated to yield manageable expressions. Consider the fields decomposed into
complex components called positive and negative frequencies. The integrands on
the right-hand side of Eqn (2.39) are written

Qþ vw

vt
¼ 1
2

�
~jþf ð~r; tÞ þ~j�f ð~r; tÞ

�
$
1
2

�
~E
þð~r; tÞ þ~E

�ð~r; tÞ
�

þ 1
2

�
~E
þð~r; tÞ þ~E

�ð~r; tÞ
�
$
1
2

 
v~D

þð~r; tÞ
vt

þ v~D
�ð~r; tÞ
vt

!

þ 1
2

�
~H
þð~r; tÞ þ ~H

�ð~r; tÞ
�
$
1
2

 
v~B

þð~r; tÞ
vt

þ v~B
�ð~r; tÞ
vt

!
:

(2.45)

The angular frequency spectrum in Eqn (2.11b) is applied to the field components as

Fþð~r; tÞ ¼
ZN
0

e�iutFð~r;uÞdu: (2.46)

The function ~F�ð~r; tÞ is the complex conjugate of ~Fþð~r; tÞ. The frequency-
dependent dielectric function is decomposed in a Taylor series as

εðuÞ ¼
XN
n¼ 0

εnu
n: (2.47)

Applying the series form of the dielectric function, the positive frequency displace-
ment field is progressively rewritten as

~D
þð~r; tÞ ¼

ZN
0

εðuÞe�iut~E
þð~r;uÞdu

¼
ZN
0

ε

�
i
v

vt

�
e�iut~E

þð~r;uÞdu ¼ ε

�
i
v

vt

�
~E
þð~r; tÞ:

(2.48)

The final equality is useful for deriving a useful expression for the energy density.
Consider a field decomposed into a carrier frequency term and a slowly varying
amplitude:

~E
þð~r; tÞ ¼ ~E0ð~r; tÞe�iu0t (2.49)
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The complex field amplitude, decomposed in Fourier components, has a spectrum
for which the width, Du, is much smaller than the carrier frequency (i.e., Du � u0).
Returning to the time derivative of the displacement field in Eqn (2.42), one term of
the series is(

v~D
þð~r; tÞ
vt

)
n

¼ �i εn

�
i
v

vt

�nþ1
~E0ð~r; tÞe�iu0t

¼


�i εnðu0Þnþ1~E0ð~r; tÞ þ ðnþ 1Þεnðu0Þ n v

~E0ð~r; tÞ
vt

�
e�iu0t:

(2.50)

Although series can be continued to higher order, this approximation is sufficient to
provide useful results. Gathering all of the terms together, the sum of the terms in
square brackets is


�iu0εðu0Þ~E0ð~r; tÞ þ dðu0εðu0ÞÞ
du0

v~E0ð~r; tÞ
vt

�
: (2.51)

The time derivative of the displacement field is

v~D
þð~r; tÞ
vt

¼ v

vt
ε

�
i
v

vt

�
~E0ð~r; tÞe�iu0t

¼
�
�iu0εðu0Þ~E0ð~r; tÞ þ dðu0εðu0ÞÞ

du0

v~E0ð~r; tÞ
vt

�
e�iu0t: (2.52)

An analogous procedure is invoked for the magnetic terms. The time average of the
energy density flux in Eqn (2.42) is separated into two contributions:

Q ¼ 1
2
Re
�
~jf0ð~r; tÞ$~E

�
0ð~r; tÞ

�þ 1
2

�
u0ε

00ðu0Þ
��~E0ð~r; tÞ

��2
þ u0m

00ðu0Þ
��~H0ð~r; tÞ

��2�; (2.53)

vw

vt
¼ 1

2
Im
�
~jf0ð~r; tÞ$~E

�
0ð~r; tÞ

�þ 1
2

 
dðu0ε

0ðu0ÞÞ
du0

Re

(
~E0ð~r; tÞ$v

~E
�
0ð~r; tÞ
vt

)

þ dðu0m
0ðu0ÞÞ

du0
Re

�
~H0ð~r; tÞ$v

~H
�
0ð~r; tÞ
vt

�!
: (2.54)

The functionQ describes contributions to power dissipation per unit volume. When
the current density is proportional to the local field, the constitutive relation is related
to Ohm’s law:

~jf0ð~r; tÞ ¼ sðuÞ~E0ð~r; tÞ: (2.55)
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The function s(u) ¼ s0(u) þ is00(u) is the conductivity; as expressed, it is a com-
plex function. The power dissipation simplifies

Q ¼ 1
2
s0ðuÞ��~E0ð~r; tÞ

��2 þ 1
2

�
u0ε

00ðu0Þ
��~E0ð~r; tÞ

��2 þ u0m
00ðu0Þ

��~H0ð~r; tÞ
��2�:

(2.56)

The electric and magnetic terms are related to the losses in the dielectric and mag-
netic materials within the volume. The absorption of energy leads to a subsequent local
heating of the materials.

Equation (2.54) is a reactive term leading to storage of electromagnetic energy in
the volume. This can be written as

vw

vt
¼ 1
2
s00ðuÞ��~E0ð~r; tÞ

��2 þ 1
2

 
dðu0ε

0ðu0ÞÞ
du0

Re

(
~E0ð~r; tÞ$v

~E
�
0ð~r; tÞ
vt

)!

þ 1
2

�
dðu0m

0ðu0ÞÞ
du0

Re

�
~H0ð~r; tÞ$v

~H
�
0ð~r; tÞ
vt

��
:

(2.57)

The first term is a reactive contribution to the kinetic energy of the free electrons,
which is related to the kinetic inductance contribution from the circuit analysis.More de-
tails on this contribution are discussedbelow.Leavingout thefirst term, the last two terms
in Eqn (2.54) can be integrated in time, yielding the energy density stored in the volume,

w ¼ 1
4

�
dðu0ε

0ðu0ÞÞ
du0

��~E0ð~r; tÞ
��2 þ dðu0m

0ðu0ÞÞ
du0

��~H0ð~r; tÞ
��2�: (2.58)

To be of use, the energy density should be a positive definite function, which implies

that the coefficients are positive; that is, dðu0ε
0ðu0ÞÞ

du0
;
dðu0m

0ðu0ÞÞ
du0

> 0. Under these condi-

tions, the group velocity is also positive. Equation (2.58) reduces to the traditional elec-
tromagnetic energy density result for nondispersive media (i.e., ε0 and m0 are constants).
The coefficients can be positive although the dielectric permittivity and magnetic
permeability are negative; therefore, Eqn (2.58) applies to a wide range of materials,
including plasmonic and metamaterials, which are discussed in later chapters.

2.4.4 Fresnel equations

At an interface between two materials, an electromagnetic field experiences reflection
and refraction. The connections between the incident field amplitude and the reflected
and transmitted field amplitude are called the Fresnel equations. Consider a plane
at z ¼ 0 separating two isotropic materials. The plane of incidence is defined by the
incident, reflected, and transmitted wave vectors. For definiteness, here the plane of
incidence will be the (x, z) plane.
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The incident, reflected, and transmitted wave vectors are

~ki ¼ ðkix; 0; kizÞ; ~kr ¼ ðkrx; 0; krzÞ; and ~kt ¼ ðktx; 0; ktzÞ: (2.59)

The three wave vectors are illustrated in Figure 2.3. The angles are defined with
respect to the dotted line in the figure. Referring to Eqn (2.27), the spatial variation
of the plane-wave fields at a uniform interface (z ¼ 0) satisfy

kix ¼ krx ¼ ktx: (2.60)

This is an expression of Snell’s law, which is normally expressed in terms of the
angle of incidence, reflection, and refraction. The sign of the z-component of the
reflected wave vector is krz ¼ �kiz, and the angle of reflection is the same as the angle
of incidence. A geometric interpretation of Eqn (2.60) is illustrated in Figure 2.3. The
horizontal dashed line in Figure 2.3 demonstrates the equality of the component of the
transmitted and reflected wave vectors expressed in Eqn (2.59). The lengths of the
wave vectors satisfy the dispersion relation, Eqn (2.30), and we consider real
material coefficients in this situation; in Figure 2.3, the refractive index of medium
2 is larger than that in medium 1 because the wave vector has a longer length and
the angle it makes with the normal line is smaller. The reader should be aware that
in media with complex refractive indices, the angles are treated as complex numbers;
perhaps a less confusing approach is developing expressions using only the wave vec-
tor components, which are naturally complex valued. We derive expressions using this
philosophy.

In isotropic materials, light is decomposed into two orthogonal polarizations. One
is called the s-polarization (s is shorthand for senkrecht, meaning “perpendicular” in
German) and is defined by the electric field perpendicular to the plane of incidence.
The other is called p-polarization, and the electric field is parallel to the plane of
incidence.

ki

1 2

kr kt

Figure 2.3 Planar interface between two media with wave vectors. Medium 1 is on the left and
medium 2 is on the right.
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The s-polarization electric and H-fields for each plane wave are written as

~Ea ¼ ð0;Ea0; 0Þ; ~Ha ¼ i
Ea0

ma
ð�kaz; 0; kaxÞ; (2.61)

for a ¼ i, r, t, denoting the incident, reflected, and transmitted wave fields, respec-
tively. The field amplitudes are connected through the boundary conditions. Conti-
nuity of the tangent electric and H-field provide the s-polarization Fresnel equations for
the reflection and transmission amplitudes defined as Er0 ¼ rsEi0 and Et0 ¼ tsEi0:

rs ¼
�
kzi
mi
� kzt

mt

�
�
kzi
mi
þ kzt

mt

� and ts ¼ 2
kzi
mi�

kzi
mi
þ kzt

mt

� : (2.62)

The p-polarization H- and electric field amplitudes are now

~Ha ¼ ð0;Ha0; 0Þ; ~Ea ¼ i
1
εa

Ha0ð�kaz; 0; kaxÞ for a ¼ i; r; t: (2.63)

The p-polarization Fresnel equations, in which the reflection and transmission
amplitudes are defined by Hr0 ¼ rpHi0 and Ht0 ¼ tpHi0, are

rp ¼ ðkziεt � kztεiÞ
ðkziεt þ kztεiÞ and tp ¼ 2kziεt

ðkziεt þ kztεiÞ : (2.64)

The reflection and transmission coefficients are defined by

Ra ¼ bz$	~Sr
bz$	~Si
 ¼ jraj2 and Ta ¼ bz$	~St
bz$	~Si
 ¼ Ka

Real
n
kzt
mt

o
jtaj2

Real
n
kzi
mi

o ¼ 1� Ra:

(2.65)

where, a ¼ s or p. Ks ¼ 1 and Kp ¼ jki=ktj2
The generalized form of the equations has some interesting consequences. The

impedance of a medium is defined by

Z ¼
ffiffiffi
m

ε

r
: (2.66)

When the impedance values of the two media are identical, the reflection coefficient
vanishes at a normal angle of incidence.

The graphs in Figure 2.4 cover a few cases of interest for real valued optical co-
efficients. For these cases, real angles of incidence and transmission are defined and
applied. Figure 2.4(a) and (b) exemplify situations for commonly found dielectric
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materials; the relative magnetic permeability is unity and the dielectric permit-
tivity defines the optical properties. For light incident from the air side, the
s- and p-polarization R and T are the same at zero and p/2 angles of incidence.
However, whereas the s-polarization R, T monotonically increases with the angle
of incidence, the p-polarization R, T is nonmonotonic and has a zero at the

s-polarization: ε1 = 1, μ1 = 1 ε2 = 3, μ2 = 1

s-polarization: ε1 = 1, μ1 = 1 ε2 = 3, μ2 = 3

s-polarization: ε1 = 1, μ1 = 1 ε2 = 2, μ2 = 2

i (× 2/ ) i (× 2/θ π θ π)
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p-polarization: ε1 = 1, μ1 = 1 ε2 = 3, μ2 = 1

p-polarization: ε1 = 1, μ1 = 1 ε2 = 1, μ2 = 3

s-polarization: ε1 = 2, μ1 = 2 ε2 = 1, μ2 = 1

(a) (b)

(c) (d)

(e) (f)

Figure 2.4 Reflection and transmission coefficients that exemplify the characteristics of
different media. (a, b) Polarizations for the air: dielectric case with εr2 ¼ 3. (c, d) Polarizations
for the air: magnetic case with mr2 ¼ 3. (e) Air: impedance-matched case with mr2 ¼ εr2 ¼ 3.
(f) Impedance matched: air case with εr2 ¼ mr2 ¼ 2.
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so-called Brewster angle. The Brewster angle is defined by the zero of the numer-
ator in Eqn (2.64). The Brewster angle for transparent dielectric materials is

tan qi ¼ ni
nt
; (2.67)

where

ni ¼ ffiffiffiffiffiffiffiffiffiffiffi
εrimri

p
and nt ¼ ffiffiffiffiffiffiffiffiffiffiffi

εrtmrt
p

: (2.68)

define the indices of refraction of the incident and transmitted media, respectively.
Figure 2.4(c) and (d) explores the Fresnel equations for a pure magnetic material

with the dielectric permittivity remaining unity in both materials. This is a situation
that does not exist in nature. However, it is interesting to note that the R, T character-
istics of the light waves have switched between the two polarization states compared
with the previous example.

Figure 2.4(e) and (f) explores two cases in which the impedance is matched
between the two media. In the first case, the second medium has the higher index of
refraction and in the second case the index of refraction of the first medium is higher.
The angle for total internal reflection (TIR) is deduced from Snell’s law with the
transmission angle qt ¼ p/2

sin qTIR ¼ nt
ni
: (2.69)

An interesting physical situation arises for qi > qTIR in that the field does not

propagate into the medium and kzt ¼ ik0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2i sin

2qi � n2t

q
is imaginary; there is an

evanescent field present in the transmitted medium and energy is stored in it. A
plane-wave evanescent field at the boundary decays as the distance from the bound-
ary; that is,

e�kztz: (2.70)

At the TIR angle, the penetration depth of the evanescent wave is infinite; however,
for larger angles of incidence, the penetration depth is on the order of the optical wave-
length. An interesting and useful consequence of TIR is that the Fresnel equations,
Eqns (2.62) and (2.64), are complex, leading to a phase change on reflection of the
wave. Because the phase changes are different for each polarization, this implies a
change of polarization by reflection at the boundary. A linearly polarized wave shared
between the s- and p-polarization states becomes elliptically polarized upon reflection
from a boundary for an angle of incidence greater than the TIR angle. For example,
this phenomenon has been exploited to transform linear polarized light to circular
polarization at the output using a two reflections in a glass material; the device is called
a Fresnel rhomb.
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2.4.5 Three velocities

The velocity of an electromagnetic wave needs to be carefully examined to avoid pitfalls
that lead to confusing and even nonphysical interpretations of experimental results. A
cornerstone principle of relativistic physics is that the speed of light in vacuum is a
limiting velocity for energy transport. A large body of experimental observations has
never violated this principle; indeed, any evidence reporting superluminal wave propa-
gation has not held up under careful scrutiny. There are several velocities that come to
mind, including phase, group, energy, and signal velocity. In this section, we briefly
define the first three concepts. An optical pulse carries carrier frequency oscillations
and an envelope function of the field. An illustration of a scalar plane-wave field is
shown in Figure 2.5. The horizontal axis could be either pulse position, representing
the field at a moment in time, or temporal, representing the pulse passing a specific
position. The sinusoidal oscillations represent the carrier phase of the wave and the
smooth envelope function extends over many oscillations of the oscillations.

The mathematical form of an electromagnetic wave is exemplified in the decompo-
sition into plane waves described by Eqn (2.10). To determine the phase velocity,
consider the phase in the exponential factor

4 ¼ ~k$~r � ut (2.71)

as constant for the position vector in the direction perpendicular to the phase front
(i.e., r is parallel to k). The phase velocity of the propagating phase front is

vp ¼ ~r

t
¼ bku=k; (2.72)

where the unit vector bk ¼ ~k=k lies in the direction of the wave vector. In an isotropic
material, the phase velocity is perpendicular to the phase fronts.

Figure 2.5 Illustration of one field component of a pulse at one instant in time or as it passes
one point in space. The spatial period of the field oscillations is the central wavelength l and
the field envelope function highlights the slower variation of the field amplitude.
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In dispersive media, the wave number is related to the angular frequency by the
dispersion relation Eqn (2.30). Here, we restrict the presentation to isotropic media.
A pulse is a superposition of plane waves; we adopt a description of pulses with a car-
rier angular frequency u0 and carrier wave vector~k0. There is a spread of frequencies
(Du) around the carrier frequency, and we will assume that the pulse has a narrow
bandwidth (i.e., Du � u0). Using the dispersion relation u

�
~k
�
, a Taylor series expan-

sion yields

u
�
~k
� ¼ u

�
~k0
�þ �~k �~k0

�
$V
!

~k0
u
�
~k0
�þ/: (2.73)

The coefficient of the second term defines the group velocity,

~vg ¼ V
!

~k0
u
�
~k0
�
: (2.74)

The group velocity is perpendicular to phase fronts. In an isotropic medium, the
phase and group velocities are parallel; this observation does not generalize to aniso-
tropic media in which the velocities point in different directions. In dispersive media,
the group and phase velocities are generally different from one another. The group
velocity can be negative and even have values that are superluminal. However, a group
velocity larger than c does not violate relativity because under these circumstances, it
does not propagate information. Keep in mind that it is one term of a Taylor series
expansion and higher order terms should be examined when violations of accepted
physical principles are discovered.

Energy velocity is defined by the ratio of the Poynting vector and the energy density,

~vE ¼
	
~S



w
; (2.75)

where h~Si is defined by Eqn (2.44) and the local energy density w is defined in
Eqn (2.58). Under certain circumstances, the energy and group velocity are identical.
Again, it is well to keep in mind that the form of the energy density is approximate
(also the first contribution of a Taylor series expansion) and physical violations need to
be carefully examined.

The mention of signal velocity has been extensively discussed in the literature;
especially relevant are the early discussions of Sommerfeld and Brillouin on pulse
precursors for which the velocity is bound by the speed of light in vacuum. Over
the last century, there have been many studies of pulse propagation in dispersive media
and the conundrum of superluminal velocities.

2.5 Quasistatic limits

The electromagnetic interactions in composite materials under the right circumstances
can be treated by neglecting propagation effects. This is the lumped circuit model,
which can provide useful physical insights in complex systems. These approaches
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have a limited usefulness, but they provide physical insight that helps to better under-
stand the physical functionality of the materials. Even extended systems are well
described by distributed elements: capacitors, inductors, and resistors.

In a series of papers, Engheta and others promoted the notion that the quasistatic
limit could be used to engineer metamaterials. The quasistatic limit is achieved
when the size of the lumped circuits is much smaller than the wavelength of the elec-
tromagnetic radiation; thus, for metamaterials, this means that for optical or infrared
wavelengths the elements must be fabricated on the nanoscale. However, it is not
just a matter of scaling the sizes of geometric structures to the nanoscale. Fabrication
and materials science technologies have enabled nanometer dimension control. There
are additional complications because material parameters, such as the dielectric con-
stant, are not qualitatively the same in the visible and infrared regimes as their values
in the RF regime. Furthermore, although lumped circuits are connected by wires and
currents are confined to the wires, fabricated nanoscale structures have extended fields
that can affect elements that are distant neighbors. These facts mean that use of circuit
methods at the nanoscale has limited application. Nevertheless, these techniques are
very useful for deriving simple results that can qualitatively and even quantitatively
describe the essential underlying physics.

A recent paper formulated the circuit model using a source-free decomposition of
the fields. This approach is more physically appealing because it eliminates issues
that can plague previous formulations. Before presenting that formulation, we recall
salient features of a simple series LRC circuit.

2.5.1 Series LRC circuit

The basic building blocks of circuit theory are resistors, capacitors, and inductors. The
rules governing the behavior of circuits made with these lumped parameters are a
simplification extracted from Maxwell’s equations. There are two simple rules applied
to circuits called Kirchhoff’s circuit laws. The two laws are illustrated in Figure 2.6.

1. At a node where several current branches combine, the total current flowing into and out of
the node is equal. This is a statement that charge is conserved.Xn

a¼ 1

Ia ¼ 0: (2.76)

… Vn

V1

V2

Vn–1

…

In–1

In

I2

I1

(a) (b)

Figure 2.6 Illustrations of Kirchhoff’s laws: (a) nodal current law and (b) the voltage loop law.
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2. The voltage potential difference around any closed circuit is zero. This is a consequence of
conservation of energy. In other words, as a charge moving around the circuit follows the
potential changes, the charge gains or loses potential energy in equal amounts.Xn

a¼ 1

Va ¼ 0: (2.77)

To illustrate Kirchhoff’s laws, we adopt a simple-series LRC circuit shown in
Figure 2.7. We decompose the voltage into Fourier components and express voltages,
current, and charge in complex form as

VaðtÞ ¼ Vaue
�iut; IðtÞ ¼ Iue

�iut; QðtÞ ¼ Iu
�iu

e�iut: (2.78)

a labels the circuit elements a ¼ L, R, C, or a. The nodes between two elements
have only two branches; therefore, by Kirchhoff’s nodal law, the current through
each circuit element is the same.

The voltages across each element are

VLðtÞ ¼ L _IðtÞ ¼ �iuLIðtÞ; VRðtÞ ¼ RIðtÞ; and VCðtÞ ¼ IðtÞ
�iuC

; (2.79)

where the dot above the current denotes a time derivative. Application of Kirchhoff’s
circuit law yields the equation

VaðtÞ ¼ VLðtÞ þ VRðtÞ þ VCðtÞ: (2.80)

The steady-state solution for the current is

_Iu ¼ �iuVau

ð�Lu2 � iuRþ 1=CÞ : (2.81)

This result is isomorphic with a mechanical damped harmonic oscillator and can be
explored to find a rich set of consequences. We do not explore them here, but only
consider the limit of small resistance (i.e., R2 � L=C). In this case, the denominator
has two frequency zeroes given by

u� ¼ � 1ffiffiffiffiffiffi
LC

p � i
R

2L
: (2.82)

L

Va(t)

CR

Figure 2.7 A series LRC circuit driven by an applied voltage Va(t).
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The real part represents the resonant frequency of the oscillator, u0 ¼ 1ffiffiffiffiffi
LC

p , and the

imaginary term is one half the damping coefficient, g ¼ R
L defined by the rate of

energy loss in the circuit. The quality factor is defined as the maximum energy stored
in the circuit at resonance divided by the energy loss per cycle

Qf ¼ 2p
Estored

Eloss
¼ u0

Estored

Ploss
: (2.83)

The last equality equates the energy loss to the power loss in one cycle. In the
previously discussed small resistance limit, the power loss is Ploss ¼ 1

2RjIj2 and the

energy stored is Estored ¼
�jQj2

2C þ L jIj2
2

�
¼ LjIj2. The quality factor is

Qf ¼ u0

g
: (2.84)

2.5.2 Source-free formulation of nanocircuits

The treatment of nanostructured materials as consisting of lumped circuit elements
(capacitors, resistors, and inductors) has great appeal for bringing a simplification
to the analysis of complex systems. Specific results of the nanocircuit treatment
depend on the decomposition of the fields. Circuits are described by voltages
and currents; therefore, the starting point of the analysis is the treatment of
the displacement current. In this case, we have in mind a dielectric material
with dielectric permittivity ε surrounded by free space with permittivity ε0 as illus-
trated in Figure 2.8. The total displacement current in a region of space is
described as

~jd ¼ �iu~D ¼ �iuε~E: (2.85)

This can be decomposed in different ways; here, we follow the source-free formu-
lation used by Zhu. The displacement current is decomposed into a free-space

E ε0

Figure 2.8 Dielectric sphere embedded in material with dielectric constant 30.
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displacement current contribution
��iu~D0 ¼ �iuε0~E

�
and a current density�

~j ¼ �iuðε� ε0Þ~E
�
giving the identity

~jd ¼ ~j� iu~D0: (2.86)

The conductivity is identified from the current density as

s ¼ �iuðε� ε0Þ: (2.87)

Using this identity, Ampere’s law can be expressed as

V
!� ~H ¼ ~j� iu~D0: (2.88)

Taking the divergence of this equation,

V
!
$~j� iuV

!
$~D0 ¼ 0: (2.89)

Imposing conservation of charge leads to the following identification:

V
!
$~D0 ¼ r: (2.90)

The other Maxwell equations, Eqns (2.2) and (2.3), remain unchanged. The circuit
coefficients are derived by application of Poynting’s theorem in Eqn (2.35), incorpo-
rating the source-free version of Ampere’s law. The revised form of the time-averaged
Poynting theorem is

�%inbn$~SdA ¼ 1
2

ZZZ
V

1
s

��~j��2dV � 1
2iuε0

ZZZ
V

��~D0
��2dV

þ ium0
2

ZZZ
V

��~H��2dV : (2.91)

The source-free version of Poynting’s theorem is separated into real and imaginary
contributions. The first integral on the right-hand side is related to the kinetic energy of
the electrons. It is separated into its real and imaginary parts, which define the effective
resistivity and kinetic inductance:

1
2
ðR� iuLKÞjIj2 ¼ 1

2

ZZZ
V

1
s

��~j��2dV : (2.92)

The real part is called Joule heating and the imaginary part is the electronic contri-
bution to the inductance and is discussed further in the following section. The
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capacitance, due to the electric energy density, and Faraday inductance, due to the
magnetic energy, are identified in Eqn (2.58) as

1
2C

jQj2 ¼ 1
2ε0

ZZZ
V

��~D0
��2dV ; (2.93)

1
2
ðLFÞjIj2 ¼ m0

2

ZZZ
V

��~H��2dV : (2.94)

The total current is determined from the integral

I ¼
ZZ

~jf$d~S: (2.95)

2.5.3 Kinetic inductance

As mentioned earlier, in the nanoscale limit there is a required fourth circuit element
called kinetic inductance related to the kinetic energy of the electrons and that is not
included in the magnetic field expression of the (Faraday) inductance. It is invoked
in nanocircuits and in superconductor systems in which the kinetic inductance pro-
vides additional inertia to imposed current changes and the magnetic contribution is
too weak to contribute.

To determine an expression for the kinetic inductance in a bulk medium, a cylinder
of displaced charges is used as an example, as shown in Figure 2.9. The displacement
of charges creates a restoring force that returns the medium toward neutrality. The
equation for the mass acceleration is

M
dv
dt

¼ F ¼ qE: (2.96)

The mass in the thin slice isM ¼ mnAdz and the total charge is q ¼ �enAdz, where
n is the electron density, dz is the thickness of the slice, and A is the area of the cylinder
end cap. The mass and velocity of the charge are related to the current density by

~jf ¼ �env: (2.97)

-
-
-

-
-

+

+

+
+

h

Figure 2.9 A cylinder of length h with electrons displaced from its neutral position.

Electrodynamics for nanophotonics 37



Neglecting any fringe fields, the capacitor geometry gives a simple relation between

the voltage and the field voltage is expressed as V ¼ ~E$~h, the current and charge ve-
locity are related by I ¼~jA ¼ �enAv. Inserting these relations into Eqn (2.96) we can
determine the expression for the kinetic inductance, which is defined by

Lk
dI
dt

¼ V : (2.98)

The kinetic inductance in a bulk medium is given as Lk ¼ m
e2n

h
A ¼ 1

ε0u2
p

h
A. The

frequency u2
p is the plasma frequency defined under Eqn (2.22). Note that for the

cylinder geometry considered in Figure 2.9, the capacitance is given by C ¼ ε0
A
h;

then, the plasma frequency is simply given by u2
p ¼ 1=LkC and the plasma frequency

becomes the natural oscillation frequency for displaced free charges in a simple metal.
The published data on material dielectric functions do not distinguish between

the bound and free electron contributions. A more general expression for the kinetic
inductance can be obtained by separating the bound and free contributions. The current
density in a material is related to the applied field by a generalized form of Ohm’s law
for isotropic materials,

~ju ¼ sðuÞ~Eu: (2.99)

The current density includes contributions from bound and free charges

~ju ¼ ~jfu � iu~Du ¼ sðuÞ~Eu: (2.100)

The displacement field is related to the material dielectric constant

~Du ¼ εbðuÞ~Eu; (2.101)

~jfu ¼ sfðuÞ~Eu: (2.102)

The total current is

~jTu ¼ ~jfu � iu~Du ¼ ðsfðuÞ � iuεbðuÞÞ~Eu ¼ �iuεðuÞ~Eu (2.103)

sfðuÞ ¼ �iuε0cfðuÞ: (2.104)

The free charge susceptibility cf(u) defined in Eqn (2.24) is a complex quantity.
Solving for the free charge susceptibility, cfðuÞ ¼ ðεðuÞ � εbðuÞÞ=ε0. Applying
the inductance definition, a more general expression for the kinetic inductance is
found:

Lk ¼ � 1
u2 Re

�
1

εðuÞ � εbðuÞ
�

h

A
: (2.105)
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The bound electron dielectric function contribution εb(u) may be extracted from the
dielectric data by fitting using the Drude and Lorentz models with optimized fitting
parameters. The result in Eqn (2.105) is proportional to the plasma frequency and re-
covers the heuristic results discussed previously as the electron damping vanishes.
This result incorporates a modification of the kinetic inductance due to the electronic
damping contribution.

2.5.4 Nanocircuit model

We conclude this chapter with a simple application of the aforementioned nanocircuit
formulations. Consider a dielectric sphere of radius a is suspended in vacuum with a
uniform electric field directed along the z-axis, ~E0 ¼ E0bz. The electric field solution
of this ubiquitous electrostatic problem is

~E< ¼ 3ε0
ðεðuÞ þ 2ε0Þ

~E0; (2.106)

~E> ¼ ~E0 þ

�
3n
�
~p$bn��~p

�
4pε0r3

: (2.107)

The dipole moment for the sphere is
�bn ¼ ~r=r

�
:

~p ¼ 4pε0a
3 ðεðuÞ � ε0Þ
ðεðuÞ þ 2ε0Þ

~E0: (2.108)

The source-free expressions for the fields (in)side and (out)side the dielectric
sphere are

~Ein ¼ ðεðuÞ � ε0Þ
ðεðuÞ þ 2ε0Þ

~E0; (2.109)

Eout ¼

�
3n
�
~p$bn��~p

�
4pε0r3

: (2.110)

Using these fields, the following integrals are evaluated as: sigma2 Ein.Ein.ZZZ
V<

~j$~jdV ¼ 4p
3

a3s2~Ein$~Ein; (2.111)

ZZZ
V

~D0$~D0dV ¼ ðε0Þ2
0B@ZZZ

V<

~Ein$~EindV þ
ZZZ

V>

~Eout$~EoutdV

1CA
¼ ðε0Þ2

�
4pa3

3
ðEinÞ2 þ 8pa3

3
ðEinÞ2

�
: (2.112)
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The conductivity was previously defined in Eqn (2.86). The LRC coefficients are
calculated as

R� iuLK ¼

RRR
V<

~j$~jdV

jIj2 ¼ 1
s

4
3pa

; (2.113)

C ¼ ε0Q
2

,ZZZ
V

��~D0
��2dV ¼ pa

4ε0u2 jsj2 (2.114)

Applying the Drude model, the LRC coefficients are

R� iuLK ¼ 4
3paε0u2

p
ðg� iuÞ; (2.115)

C ¼ pa

4ε0

u4
p

u2ðu2 þ g2Þ : (2.116)

From Eqns (2.113) and (2.114), the LC resonance frequency, u ¼ ur(s ¼ s0 þ is00)
is calculated from the product of the capacitance and the inductance:

CLK ¼

RRR
V<

~j$~jdV

I2
¼ Im

�
1
s

�
jsj2 �1

3ε0u3
r
¼ s00

3ε0u3
r
¼ 1

3ε0u2
r
ðε0 � ε

0Þ:
(2.117)

The resonant frequency of the electric field in the sphere is found by setting the real
part of the denominator in Eqn (2.109) equal to zero:

ε
0ðurÞ ¼ �2ε0: (2.118)

For this condition, the resonant frequency is identically CLK ¼ 1
u2

r
. Using the

Drude mode results from Eqns (2.115) and (2.116) in Eqn (2.117) and neglecting
the damping term, the resonant frequency is ur ¼ up=

ffiffiffi
3

p
. The same result is also

found using the resonance condition in Eqn (2.118).
The results applied here can also be applied to the two-dimensional case of dielec-

tric rods (of infinite length) embedded in vacuum with some care being given to the
calculation of the capacitance and inductance. Further treatment of this case is left
as a homework problem.

Problems

1. The polarization in Eqn (2.22) can be adopted to describe a simple dielectric material
embedded in a static magnetic field B ¼ B0bz. Consider the dynamical equations for the
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polarization as a function of the electric field. Note the equations are best solved using the
circular polarization basis defined by ~P ¼ Pþbeþ þ P�be� with unit vectors defined asbe� ¼ ðbx � ibyÞ= ffiffiffi

2
p

.
a. Solve for the susceptibility: cb,�(u, B0).
b. Calculate the refractive index neglecting the damping contribution and approximate the

expression when the magnetic field is a small perturbation.
2. Consider the Drude model of free electrons defined after Eqn (2.23). Write the kinematic

equation of motion for the free electron polarization and show that the susceptibility is given
by Eqn (2.24).

3. For s- and p-polarizations, verify Eqns (2.62) and (2.64).
4. Derive the transmission and reflection coefficients for s- and p-polarization as a function of

angle for a free-standing thin film of thickness d and complex refractive index n þ ik
surrounded by air. Use the result to numerically explore the R and T for various cases:
a. n ¼ 1.5, k ¼ 0, and d ¼ l/(2n), where l is the wavelength; discuss the Brewster angle

results.
b. n ¼ 1.5, k ¼ 0.1, and d ¼ l/(2n).

5. Derive the transmission and reflection coefficients for s- and p-polarization as a function
of angle for a free-standing thin film of thickness d and complex refractive index
n þ ik sandwiched between air on the superstrate and material with real refractive
index n1 on the substrate. Use the result to numerically explore the R and T for various
cases:
a. n ¼ 1.414, k ¼ 0, n1 ¼ 2, and d ¼ l/(4n) where l is the wavelength; discuss the normal

incident results. What is the angular dependence of R and T for this case?
b. n ¼ 1.5, k ¼ 0.1, n1 ¼ 2, and d ¼ l/(2n). Plot R and T versus the angle of incidence again.

6. Consider the Drude model (neglecting damping) form of the susceptibility for the dielectric
constant and the magnetic permeability:

εðuÞ ¼ 1� u2
p;e

u2 and ðuÞ ¼ 1� u2
p;m

u2 :

up,e is the dielectric plasma frequency and up,m is the magnetic plasma frequency.
Show that the coefficients of the fields in Eqn (2.58) are positive for all frequencies.

7. Show that for a plane wave for which the energy density is described by Eqn (2.58), the
group velocity is defined by vg ¼ bzvu=vk, where u is the angular frequency and kbz is
the wave vector of the plane wave. Show that the group velocity is equal to the energy
velocity defined by

~vE ¼ 	
~S

�

w;

where h~Si is the average Poynting vector. Assume that the imaginary contributions to the
permittivity and permeability are negligible when computing the fields and Poynting
vector.

8. An electric field is applied external to a long cylinder of radius a and made with material of
dielectric constant ε(u) embedded in a medium of dielectric constant ε0, as shown in
Figure 2.10.
a. Using electrostatics, calculate the electric field inside and outside of the cylinder.
b. Calculate the LRC values adapting the relations in Eqns (2.113) and (2.114).
c. Show that the LC resonance frequency satisfies the condition ε

0(ur) ¼ �ε0.
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References for electrodynamics

There are many good books on Electrodynamics. A reference of note is
[1] L.D. Landau, E.M. Lifshitz, Electrodynamics of Continuous Media second ed., vol. 8,

Elsevier, Amsterdam, 2004.
The following books can be consulted for more details.
[2] M.A. Heald, J.B. Marion, Classical Electrodynamic Radiation, third ed., Saunders

College Publishing, Fort Worth, 1995.
[3] J.D. Jackson, Classical Electrodynamics, third ed., John Wiley and Sons, New York,

1998.
[4] C.A. Balanis, Advanced Engineering Electromagnetics, second ed., John Wiley and

Sons, New York, 2012.
[5] D.J. Griffiths, Introduction to Electrodynamics, fourth ed., Addison-Wesley, Boston,

2014.
The following book is a useful mathematical primer on the operator calculus.
[6] H.M. Schey, Div, Grad, Curl, and All that: An Informal Text on Vector Calculus,

fourth ed., W.W. Norton and Co, 2004.
A reference covering aspects of electrodynamics in this chapter can be found in
[7] L. Novotny, B. Hecht, Principles of Nano-optics, Cambridge University Press,

Cambridge, 2012.
The nanocircuit concept was advanced in a series of articles by Engheta and
collaborators. The following references are an example from the literature.
[8] N. Engheta, A. Salandrino, A. Alu, Circuit elements at optical frequencies: nano-

inductors, nanocapacitors and nanoreistors, Phys. Rev. Lett. 95 (2005) 095504.
[9] A. Alu, A. Salandrino, N. Engheta, Coupling of lumped optical circuit elements and

effect of substrate, Opt. Expr. 15 (2007) 13865.
[10] A. Alu, N. Engheta, Optical ‘shorting wires’, Opt. Expr. 15 (2007) 13773.
[11] M. Staffaroni, J. Conway, S. Vedantam, J. Tang, E. Yablonovitch, Circuit analysis in

metal optics, Photonics Nanostruct. Fundam. Appl. 10 (2012) 166e176.
The nanocircuit presentation discussed in this chapter follows
[12] D. Zhu, M. Bosman, J.K.W. Yang, A circuit model for plasmonic resonators, Opt.

Express 22 (2014) 9810.

ε
ε0

E

Figure 2.10 Dielectric cylinder embedded in a medium with dielectric constant 30.
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The Drude model has a long history and has been used with the Lorentz model of a
bound electron to fit experimental data. A useful reference with fit parameters for a
variety of metals is
[13] A.D. Rakic, A.B. Djuri�sic, J.M. Elazar, M.L. Majewski, Optical properties of metallic

films for vertical cavity optoelectronic devices, Appl. Opt. 37 (1998) 5271e5283.
A collection of experimental data on dielectric dispersion is found in the collection
[14] E.D. Palik, Handbook of Optical Constants of Solids (Academic Press, NY) vols. IeV.
[15] L. Brillouin, Wave Propagation and Group Velocity, Academic, New York, 1960.
[16] M. Born, E. Wolf, Principles of Optics, fourth ed., Pergamon, Oxford, 1970.
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Quantum mechanics and
computation in nanophotonics 3
A. Sarangan
University of Dayton, Dayton, OH, USA

3.1 Introductory concepts

3.1.1 Schrodinger’s equation

The motion of electrons at the nanoscale is governed by the Schrodinger’s wave equa-
tion, given by�

� Z2

2m
V2 þ V

�
j ¼ iZ

vj

vt
; (3.1)

where m is the mass of the electron, Z is Plank’s constant divided by 2p, V is the
potential energy of the system, and j is the wave function of the electron. The first

term on the left side �Z2

2mV
2 is the kinetic energy operator, and the second term V is the

potential energy operator. In general, the potential energy will vary with position rather
than remain a constant. Therefore, Eqn (3.1) states that the total energy of the electron
can be computed from its spatial profile (left side) or from its temporal profile (right
side). Assigning ε as the total energy of the electron, we can also write Eqn (3.1) as two
separate equations:�

� Z2

2m
V2 þ V

�
j ¼ εj; (3.2)

iZ
vj

vt
¼ εj; (3.3)

Equation (3.2) is often referred to as the time-independent Schrodinger’s equation.
The time dependence is in Eqn (3.3), from which we can see that j has a time har-
monic solution of form

j ¼ j0e
�iðεZÞt ¼ j0e

�iut; (3.4)

which states that an electron with an energy of εwill exhibit a temporal oscillation with
an angular frequency u. In most quantum mechanics problems, we often start with a
known potential energy profile V, then apply Eqn (3.2) to calculate the total energy ε

and the corresponding wave function j.
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A simple example is a one-dimensional rectangular quantum well with a potential
of zero inside of the well and a higher value outside of the well, as shown in Figure 3.1.
Electrons in the system will naturally gravitate toward the center of the well where the
potential is lower. However, the wave nature of electrons forces the electrons to exist in
discrete states governed by the wavelength of the electron (which is related to its en-
ergy) and the width of the well. These solutions can be found by solving the time-
independent Schrodinger’s wave Eqn (3.2). This results in several different solutions,
each having a pair of values ðε;jÞ. Figure 3.1 shows an illustration of the first two
confined states in a quantum well and their wave functions.

3.1.2 Interpretation of j

j is a complex number with amplitude and phase and does not have a direct physical
meaning. However, the interpretation of jjj2 is more meaningful—it is a dimensionless
real number interpreted as the probability density function. In the context of a single
electron, this interpretation can still lead to the dilemma of an electron’s exact location
being nondeterministic. However, in practical calculations this is rarely relevant
because we deal with systems that have a vast number of electrons. In these cases,
qNjjj2 can be simply interpreted as the charge density where N is the total number
of electrons and q is the unit electronic charge, circumventing the debate of whether
an electron is a particle or a wave.

3.1.3 Quantum confinement in one dimension
with infinite potentials

Nearly every quantum structure of practical relevance requires a numerical approach
because the confining potential V is rarely a simple analytical function. However,

Second confined stateFirst confined state Potential

Angstroms

–400 –300 –200 –100 0 100 200 300 400

Figure 3.1 Illustration of two electron wave functions in a confining potential.
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for the sake of completeness, we will first start with an elementary example of
a rectangular one-dimensional potential well described by the following function:

VðzÞ ¼ 0 for jzj < Lz
2
; (3.5)

VðzÞ ¼ N for jzj � Lz
2
: (3.6)

This represents a sandwich structure of three different layered media as shown in
Figure 3.2. The center layer is the quantum well and the surrounding layers are the
barriers. For the assumed one-dimensional potential, we can recognize that it can
be expressed as

V ¼ VðzÞ þ VðxÞ þ VðyÞ; (3.7)

where incidentally V(x) ¼ 0 and V(y) ¼ 0. This is a key assumption that allows us to
expand Eqn (3.2) in Cartesian coordinates as�

� Z2

2m

�
v2

vz2
þ v2

vx2
þ v2

vy2

�
þ VðzÞ þ VðxÞ þ VðyÞ

�
j ¼ εj: (3.8)

Recognizing that the operators are independently acting along x, y, and z allows us
to write j as a product of three independent wave functions and ε as a sum of three
energies. This technique is known as the separation of variables.

x

z

y

= 0

= ∞V(  ) V(  )

V(  )

= ∞
Ζ

Ζ

Ζ

Figure 3.2 Quantum well structure from three-layered films.
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j ¼ jðzÞjðxÞjðyÞ; (3.9)

ε ¼ εx þ εy þ εz: (3.10)

With these substitutions, Eqn (3.8) becomes

� Z2

2m

�
jðxÞjðyÞ v

2jðzÞ
vz2

þ jðzÞjðyÞ v
2jðxÞ
vx2

þ jðzÞjðxÞ v
2jðyÞ
vy2

�
þ ðVðzÞ þ VðxÞ þ VðyÞÞjðzÞjðxÞjðyÞ ¼ ðεx þ εy þ εzÞjðzÞjðxÞjðyÞ:

(3.11)

Dividing both sides by jðzÞjðxÞjðyÞ results in

�Z2

2m

�
1

jðzÞ
v2jðzÞ
vz2

þ 1
jðxÞ

v2jðxÞ
vx2

þ 1
jðyÞ

v2jðyÞ
vy2

�
þ ðVðzÞ þ VðxÞ þ VðyÞÞ

¼ ðεx þ εy þ εzÞ:
(3.12)

From Eqn (3.12), we can decouple the x, y, and z dependent terms into separate
equations:

� Z2

2m
1

jðzÞ
v2jðzÞ
vz2

þ VðzÞ ¼ εz; (3.13)

� Z2

2m
1

jðxÞ
v2jðxÞ
vx2

þ VðxÞ ¼ εx; (3.14)

� Z2

2m
1

jðyÞ
v2jðyÞ
vy2

þ VðyÞ ¼ εy: (3.15)

For the one-dimensional potential V(z) that we defined earlier, V(x) ¼ 0 and
V(y) ¼ 0. Therefore,

� Z2

2m
v2jðxÞ
vx2

¼ εx jðxÞ; (3.16)

� Z2

2m
v2jðyÞ
vy2

¼ εyjðyÞ; (3.17)

� Z2

2m
v2jðzÞ
vz2

þ VðzÞjðzÞ ¼ εzjðzÞ: (3.18)
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These are the final three equations we need to solve.
The first two equations are straightforward. Their solutions are

jðxÞ ¼ Axe
�ikxx and jðyÞ ¼ Aye

�ikyy; (3.19)

where

kx ¼
ffiffiffiffiffiffiffiffiffiffi
2mεx

p
Z

and ky ¼
ffiffiffiffiffiffiffiffiffiffi
2mεy

p
Z

: (3.20)

The third equation, which is in the direction of the electron’s confinement, requires
a few more steps. Because the electron’s energy is finite, the probability of its existence
outside of the well has to be zero because the potential energy there is infinitely large.

Furthermore, because jjj2 represents the probability distribution of the electron’s loca-
tion, we can conclude that j must have a value of zero for all values jzj � Lz

2 . This
becomes the boundary condition for solving the third equation.

Using this assumption, we can obtain

jðzÞ ¼ 0 for jzj � Lz
2
; (3.21)

jðzÞ ¼ Aze
�ikzz for jzj < Lz

2
; (3.22)

where

kz ¼
ffiffiffiffiffiffiffiffiffiffi
2mεz

p
Z

: (3.23)

Furthermore, because jðzÞ has to satisfy both conditions at jzj ¼ Lz

2 , this results in
kzLz being an integer number of p, such as

kzLz ¼ np; (3.24)

with

jðzÞ ¼ Azn cos

�
n
p

Lz
z

�
for n ¼ 1; 3; 5; 7.odd multiples; (3.25)

jðzÞ ¼ Azn sin

�
n
p

Lz
z

�
for n ¼ 2; 4; 6; 8.even multiples: (3.26)

Quantum mechanics and computation in nanophotonics 49



The confinement energy becomes

εz ¼ Z2k2z
2m

; (3.27)

¼ Z2

2m

�
np

Lz

�2

; (3.28)

¼ εz0n
2; (3.29)

where εz0 is the ground state for the confinement given by

εz0 ¼ Z2

2m

�
p

Lz

�2

: (3.30)

This result basically says that the energy of the electron along the z axis (direction of
confinement) is discretized in steps of εz0; 4εz0; 9εz0; 16εz0; etc: As a handy reference,
Z2p2

2m has a value of 37.6 eV/Å2, which makes εz0 ¼ 37:6
L2
z
with Lz given in Angstroms.

However, the total energy of the electron is not just εz, but the sum of all three en-
ergies εx þ εy þ εz. We can see that the equations along x and y directions do not have
a boundary condition; therefore, their solutions are essentially a continuum. Therefore,
the energies εx þ εy can take any value. The discretization only exists along the z axis.
However, in practice the electrons are always bounded at some distance Lx and Ly by
the material boundaries. However, because these dimensions are typically much larger
than the quantum well dimension Lz, the discretization step εx0 and εy0 will be
extremely small and can be considered to be zero.

All of the coefficients Azn of the wave functions still remain to be calculated. These

can only be determined by assigning the integral
Z þN

�N
jjj2dV to a known constant.

We choose this to be unity because of the interpretation of jjj2 as the probability
density function. With this assumption,

ZþN
�N

jjðzÞjðxÞjðyÞj2dzdxdy ¼ 1: (3.31)

The separation of variables allows us to normalize each of these functions
separately as

ZþN
�N

jjðzÞj2dz ¼ 1; (3.32)
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ZþN
�N

jjðxÞj2dx ¼ 1; (3.33)

ZþN
�N

jjðyÞj2dy ¼ 1: (3.34)

The normalization integration for jðzÞ (which is left as an exercise for the reader)
can be shown to be

Azn ¼
ffiffiffiffiffi
2
Lz

s
: (3.35)

On the other hand, the normalization of jðxÞ and jðyÞ is also identical to
Eqn (3.35), but it is usually not necessary unless one needs to know the electronic
distributions along the x and y directions. In that case, we can consider Ax and Ay to
be the normalization constants in the limiting case of Lx/N and Ly/N.

In summary, the full solution to the infinite quantum well can be written as

ε ¼ εz0n
2 þ εx0m

2 þ εy0p
2; (3.36)

and

j ¼
ffiffiffiffiffi
2
Lz

s �
cos

�
n
p

Lz
z

�
or sin

�
n
p

Lz
z

��
Axe

�jkxxAye
�jkyy: (3.37)

3.1.3.1 Numerical example

Let us consider an infinite potential well with Lz ¼ 100 Å. The energy states for this
system are straightforward to calculate. As a reminder, we use the following universal
constants:

m ¼ 9:1� 10�31 kg (3.38)

Z ¼ h

2p
¼ 1:05� 10�34 J$s: (3.39)

From this, we can obtain

εz0 ¼ Z2

2m

�p
a

�2 ¼ 6:02� 10�22 J (3.40)
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or, expressed in the more commonly used units of electron-volts (eV) or milli-electron-
volts (meV),

εz0 ¼ 3:76 meV: (3.41)

Therefore, discrete energy states along the z axis will be 3.76, 15.04, 33.84 meV.,

and the wave functions jðzÞ will be
ffiffiffiffi
2
Lz

q
cos
�
p
a z
�
,
ffiffiffiffi
2
Lz

q
sin

�
2p
a z

�
,
ffiffiffiffi
2
Lz

q
cos

�
3p
a z

�
, etc.

Figure 3.3 illustrates these functions and verifies that the functions do indeed fall to
zero at the boundaries z ¼ �50 Å.

3.1.4 Quantum confinement in one dimension
with finite potentials

In the previous section, we examined a quantum well surrounded by infinitely large
potential barriers. This is one of only a few special cases for which the energy and
wave functions have closed form solutions. When the barriers have finite potentials,
the solution requires a semianalytical approach. We write the general solutions for
each of the three regions and then apply appropriate boundary conditions at the inter-
faces to obtain the solution that equally applies to all three regions.

n = 1 n = 2 n = 3
0.2

0.15

0.1

0.05

–0.05

–0.1

–0.2

–0.15

0

Angstroms

–50 –40 –30 –20 –10 0 10 20 30 40 50

Figure 3.3 First three wave functions in an infinitely deep 100-Å wide potential well.
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V = 0

Vb Vb

2
– 2

LZLZ

Figure 3.4 Illustration of a finite symmetric potential well structure.

A symmetric finite potential well as shown in Figure 3.4 can be defined mathemat-
ically as

VðzÞ ¼ 0 for jzj < Lz
2

(3.42)

VðzÞ ¼ Vb for jzj � Lz
2
: (3.43)

Inside of the well region, we can write the solution as

jwðzÞ ¼ A cosðkwzÞ or A sinðkwzÞ; (3.44)

and for z < �Lz

2

jblðzÞ ¼ Bekbz; (3.45)

and for z > Lz

2

jbrðzÞ ¼ Ce�kbz; (3.46)

where

kw ¼
ffiffiffiffiffiffiffiffiffi
2mE

p

Z
(3.47)

kb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðV � EÞp

Z
: (3.48)

First we will consider the symmetric solution of the form A cosðkwzÞ. Applying the
boundary conditions for jwðzÞ, we can obtain

A cos

�
kw

Lz
2

�
¼ Be�kb

Lz
2 ; (3.49)

A cos

�
kw

Lz
2

�
¼ Ce�kb

Lz
2 ; (3.50)
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Akw sin

�
kw

Lz
2

�
¼ kbBe

�kb
Lz

2 ; (3.51)

�Akw sin

�
kw

Lz
2

�
¼ �kbCe

�kb
Lz

2 ; (3.52)

From these equations, we can deduce that

B ¼ C: (3.53)

This results in

kw tan

�
kw

Lz
2

�
¼ kb: (3.54)

Manipulating it further,

kw
Lz
2
tan

�
kw

Lz
2

�
¼ kb

Lz
2
; (3.55)

which then becomes

ffiffiffiffiffiffiffiffiffi
2mE

p

Z

Lz
2
tan

 ffiffiffiffiffiffiffiffiffi
2mE

p

Z

Lz
2

!
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðV � EÞp

Z

Lz
2
: (3.56)

Then, we define a few normalized parameters:ffiffiffiffiffiffiffiffiffi
2mE

p

Z

Lz
2

¼ w; (3.57)

and ffiffiffiffiffiffiffiffiffiffi
2mV

p

Z

Lz
2

¼ R: (3.58)

The final equation then becomes

w tanðwÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � w2

p
: (3.59)

This equation can only be solved numerically for w and R, from which we can
obtain the energy E.
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Next, consider the antisymmetric solution of the form A sinðkwzÞ. Applying the
boundary conditions results in

�A sin

�
kw

Lz
2

�
¼ Be�kb

Lz

2 ; (3.60)

A sin

�
kw

Lz
2

�
¼ Ce�kb

Lz

2 ; (3.61)

Akw cos

�
kw

Lz
2

�
¼ kbBe

�kb
Lz

2 ; (3.62)

Akw cos

�
kw

Lz
2

�
¼ �kbCe

�kb
Lz

2 : (3.63)

From this, we can see that

B ¼ �C; (3.64)

which results in

�kw cot

�
kw

Lz
2

�
¼ kb: (3.65)

Following the same approach as before, we can obtain

�w cotðwÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � w2

p
; (3.66)

which also can only be solved numerically.
If the barrier potentials are different on either side (asymmetric structure), then a

similar approach to the one outlined above can still be used, although the algebra
does become rather messy.

Nevertheless, these methods are rarely used in practical situations because of their
limited utility and applicability. For example, when quantum wells are doped with
impurity atoms, the rectangular potential shape will become altered by the distribution
of the positive ions and the negative electrons in a manner that is not possible to write
with an analytical expression. Likewise, an external applied electric field will also modify
the potential profile. Such situations cannot be easily handled by the analytical methods
previously outlined. A fully numerical approach is often required. Fortunately, numerical
approaches can actuallybe simpler toperform than the algebraic approaches, at least for the
one-dimensional cases. This is the approach we will take in the remainder of this chapter.

A reader who is familiar with optical waveguides may have already noticed the sim-
ilarity between quantum wells and slab waveguides. The approach to the calculations
are nearly identical in both cases except for a few minor differences related to the
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polarization of light and the effective mass of the electron. Hence, it is useful for a stu-
dent who is learning these subject areas for the first time to develop methods and com-
puter codes that will be equally applicable in both situations. The exploration of the
similarities between Maxwell’s wave equations and Schrodinger’s equations is left
as an exercise for the reader.

3.2 Computational methods

3.2.1 Numerical shooting method

In this section, we will derive the numerical shooting method, apply it to a few simple
cases, and compare them with the analytical results for confirmation. Compared with
other numerical techniques, this is an extremely trivial method to understand and
implement. The limitation, at least in its current form, is that it can only be applied
to one-dimensional problems. However, this is not a serious limitation because the
vast majority of quantum engineered devices are planar multilayer structures for which
a one-dimensional model is ideally suited.

We start with the one-dimensional decoupled equation (assuming separation of
variables):

� Z2

2m
v2jðzÞ
vz2

þ VðzÞjðzÞ ¼ εzjðzÞ: (3.67)

All of the spatial functions will be discretized on a finite-difference grid as

jðzÞ ¼ jðnDzÞ; (3.68)

and

VðzÞ ¼ VðnDzÞ; (3.69)

where n is an integer and Dz is the grid size.
The second-order derivative at the grid point n becomes

v2jðzÞ
vz2

				
n
¼

�
vjðzÞ
vz

			
n�1

2

� vjðzÞ
vz

			
nþ1

2

�
Dz

(3.70)

¼
�
jððnþ 1ÞDzÞ�jðnDzÞ

Dz � jðnDzÞ�jððn� 1ÞDzÞ
Dz

�
Dz

(3.71)

¼ jððnþ 1ÞDzÞ � 2jðnDzÞ þ jððn� 1ÞDzÞ
Dz2

: (3.72)
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This allows us to express the one-dimensional Schrodinger’s equation in finite-
difference notation as

� Z2

2m

�
jððnþ 1ÞDzÞ � 2jðnDzÞ þ jððn� 1ÞDzÞ

Dz2

�
þ VðnDzÞjðnDzÞ

¼ εzjðnDzÞ: (3.73)

If we know the first two values of the wave function jððn� 1ÞDzÞ and jðnDzÞ
as well as the energy εz, then we can express the subsequent value jððnþ 1ÞDzÞ by
rearranging Eqn (3.73) as

jððnþ 1ÞDzÞ ¼
�
2m

Z2
ðVðnDzÞ � εzÞDz2 þ 2

�
jðnDzÞ � jððn� 1ÞDzÞ: (3.74)

This is the basic equation for the shooting method. First, the numerical procedure
for solving this starts by assuming a value for the confinement energy εz. This should
be somewhat close to the value we are ultimately seeking, so it is predicated on the user
having some idea where the solution lies. Second, because we are only seeking solu-
tions for bounded electrons (trapped in the well), we can assume that the wave function
falls to zero at large distances outside of the well:

jð�NÞ / 0: (3.75)

If we set the computational axis such that m ¼ 1 is at a large distance left of the
quantum well, then this can be stated as

jð1DzÞ ¼ 0; (3.76)

jð2DzÞ ¼ d: (3.77)

The value of d at n ¼ 2 is entirely arbitrary—it basically states that the wave func-
tion has a nonzero gradient a large distance from the quantum well. The exact value of
d only affects the normalization of the wave function, which we will calculate after-
ward. Because d is arbitrary, we can go one step further and make d ¼ 1. Putting
all of these together, the first iteration of the numerical process will be

jð3DzÞ ¼
�
2m

Z2
ðVð2DzÞ � εzÞDz2 þ 2

�
1� 0: (3.78)

The next iteration will be to use these values to calculate jð4DzÞ; jð5DzÞ etc:
such as

jð4DzÞ ¼
�
2m

Z2
ðVð3DzÞ � εzÞDz2 þ 2

�
jð3DzÞ � 1; (3.79)
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jð5DzÞ ¼
�
2m

Z2
ðVð4DzÞ � εzÞDz2 þ 2

�
jð4DzÞ � jð3DzÞ: (3.80)

Of course, this iteration is based on our initial guess for the energy εz; therefore, we
need to check the validity of the solution and keep iterating until proper convergence is
achieved. We perform this check by examining the last point jðNDzÞ, where n ¼ N is
the last grid point at a large distance to the right of the quantum well. If εz is close to the
exact solution, then this value of jðNDzÞ should be very close to zero, jðNDzÞ/0.
Several different techniques can be used to solve for jðNDzÞ ¼ 0 by driving εz

toward the exact solution, such as the bisection method and the NewtoneRaphson
method. Bisection is reliable, but it is slower; NewtoneRaphson is faster, but there
are some cases in which it may fail because of division by zero. With that precaution-
ary note, we will proceed to use the NewtoneRaphson method in this case. We will
represent εzð1Þ to represent the first iteration, εzð2Þ for the second iteration, etc. and

the wave functions as jðNDzÞðεð1Þz Þ; as jðNDzÞðεð2Þz Þ; etc.
We can then show that

ε
ðqþ1Þ
z ¼ ε

ðqÞ
z � jðNDzÞðεðqÞz Þ

j0ðNDzÞðεðqÞz Þ (3.81)

where j0ðNDzÞðεðqÞz Þ is the derivative calculated from the values of jðNDzÞ separated
by a small energy value Dεz around ε

ðqÞ
z :

j0ðNDzÞðεqzÞ ¼ jðNDzÞðεðqÞz þDεzÞ � jðNDzÞðεðqÞz Þ
Dεz

: (3.82)

This iteration process is repeatedly performed and is terminated when the improve-
ment in εz falls below a certain threshold ε, such as					εðqþ1Þ

z � ε
ðqÞ
z

ε
ðqÞ
z

					 < ε: (3.83)

Further details of the numerical shooting method for quantum confinement can be
found in the textbook by Harrison [2].

3.2.1.1 Numerical example—finite potential well

In this example, consider a symmetric finite quantum well with Lz ¼ 50 Å and with
barrier potentials of 50 meV. Using Dz ¼ 0:025 �A and N ¼ 10,000, with a termina-
tion condition ε ¼ 10�9 and an initial estimate of 1 meV, we can quickly converge on
a solution of εz ¼ 8:09 meV. This is the ground state of this quantum well because it
is the lowest allowed energy state. This is shown in Figure 3.5(a).
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We can compare this with the semianalytical equations that we derived earlier. The
result is εz ¼ 8:14 meV; which is reasonably close to the numerical solution. The
agreement can be improved further by refining the mesh size and the termination
criteria for the numerical procedure.

We can also find the higher order solutions by using a larger initial estimate for
εz. Starting from an estimate of 15 meV, we can converge on a solution of
εz ¼ 30:47 meV, whereas the analytical solution gives 30.65 meV. This is shown
in Figure 3.5(b).

However, the numerical process cannot distinguish between symmetric and anti-
symmetric solutions or the order of the solutions. If we are seeking a specific solution,
then this can only be determined by examining the wave function. In a large problem,
this can become cumbersome, but the process can be automated to examine the wave
function for certain symmetries and the number of peaks and valleys. This is left as an
exercise for the interested reader to pursue.

3.2.1.2 Numerical example—two coupled wells

In this example, consider two 50 Å quantum wells with 50 meV barriers separated by
50 Å. Using Dz ¼ 0:03 �A with N ¼ 10,000, with a termination condition ε ¼ 10�9

and an initial estimate of 1 meV, we can converge on a solution of εz ¼ 8:078 meV.
The reader may notice that this solution is very close to the solution we obtained in the
previous example for the single quantum well. In fact, we can find a second solution
that has a value of 8.117 meV. This is the effect of energy splitting due to the interac-
tion between two quantum wells. The wave function of the first solution turns out to be
a symmetric combination of the single quantum well solution, and the second solution
is an antisymmetric combination, as shown in Figure 3.6(a) and (b). The energy of the
symmetric combination is slightly lower than the single well, and the energy of the
antisymmetric combination is slightly higher. These states are also sometimes referred
to as the bonding and antibonding states in the context of the interaction between two
neighboring atoms.

Coupled quantum wells are extremely useful structures in quantum engineering.
They are used in devices such as quantum cascade lasers.
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Figure 3.5 (a) First state solution of the 50-meV, 50-Å quantum well: εz ¼ 8.09 meV.
(b) Second state solution of the 50-meV, 50-Å quantum well: εz ¼ 30.47 meV.
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3.2.1.3 Numerical example—coupled wells with
an applied electric field

In this example, consider the same two coupled quantum wells but with an applied
static electric field across the quantum well structure. The field modifies the potential
profile as follows:

VðzÞ ¼ VQWðzÞ þ qF (3.84)

where VQWðzÞ is the potential profile without the electric field and F is the field
intensity.

As expected, the degeneracy of the coupled states breaks when an asymmetric
potential is superimposed by the applied electric field. The electrons migrate into
the quantum well with the lower potential instead of being equally split between
the two wells. As the field intensity is increased, almost all of the electrons move
into the lower potential well. These situations are shown in Figure 3.7(a) and (b).
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Figure 3.6 (a) First state solution of the two 50-meV, 50-Å coupled wells: εz ¼ 8.078 meV.
(b) Second state solution of the two 50-meV, 50-Å coupled wells: εz ¼ 8.117 meV.
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Figure 3.7 (a) First state solution of the two 50-meV, 50-Å coupled wells with an applied field
of F ¼ 0:1 kV

cm: εz ¼ 8.044 meV. (b) First state solution of the same two wells with a larger

applied field of F ¼ 1:0 kV
cm: εz ¼ 7.596 meV.
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3.2.1.4 Numerical example—10-coupled wells

In this example, consider ten 50 Å quantum wells with 50 Å wide 50 meV barriers,
with Dz ¼ 0:12 �A and N ¼ 10,000. We can find 10 different solutions that correspond
to the first state of the single quantum well. The first four of these are shown in
Figure 3.8.

We can see that the energies of all of these states are extremely close together,
which is what we would expect from our earlier example of two coupled quantum
wells. This example can be extended to a large number of coupled quantum wells,
which then becomes known as the superlattice. If we had 50 coupled quantum wells,
the ground-state energy will split 50 ways, which can then be considered as a band of
energies. This is how artificial band structures are synthesized in quantum engineered
structures. The larger the number of quantum wells in a coupled system, the smaller the
energy spacing within the energy band.

3.2.2 Additional notes on the numerical shooting method

The numerical shooting method has some quirks that the user must be aware of to
avoid getting caught with unexpected results.
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Figure 3.8 (a) First solution of the 10-coupled wells: εz ¼ 8.047 meV. (b) Second solution
of the 10-coupled wells: εz ¼ 8.055 meV. (c) Third solution of the 10-coupled wells:
εz ¼ 8.066 meV. (d) Fourth solution of the 10-coupled wells: εz ¼ 8.073 meV.
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The distance of the first point (n ¼ 1) and the last point (n ¼ N) from the quantum
well cannot be too large. Because the functions are exponentially decaying outside of
the quantum well, if these distances are made too large, then the numerical values can
get extremely small beyond the resolution of the computer or exceedingly large. For
example, in a strongly confined quantum well, it is not uncommon for the shooting
method to produce a wave function that initially settles down but then grows to an
indefinitely large positive or negative value. This growth is induced by numerical dis-
cretization errors and can significantly affect the results of normalization and subse-
quent calculations. It is important to watch for this occurrence and correct it by
moving the computational boundaries closer to the quantum well. The plots in
Figure 3.9 illustrate this scenario.

3.3 Quantum tunneling across barriers

As a result of their wave nature, electrons can penetrate a potential barrier to a certain
depth even when the total energy of the electron is smaller than the barrier height energy.
This can produce the unusual effect of electrons traversing through a barrier rather than
over it. The result is often expressed as a tunneling probability, fromwhichwe can calcu-
late a tunneling current when multiplied by the rate of incident electrons at the barrier.

3.3.1 Tunneling across a single barrier

Consider a rectangular one-dimensional potential barrier, as shown in Figure 3.10,
with electrons incident from the left side. Similar to before, we will assume the sepa-
ration of variables still apply and only consider the z axis for the calculations.

Because the incident electrons are traveling waves along the z axis, they can be
written as

jiðzÞ ¼ Azie
þikzz; (3.85)
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Figure 3.9 (a) Illustration of a typical convergence problem on a 50-Å quantum well, 160 meV
barriers, Dz ¼ 0.025 Å, N ¼ 10,000 (window size is 250 Å): εz ¼ 10.41 meV. (b) The same
example with Dz ¼ 0.015 Å, N ¼ 10,000 (window size is 150 Å): εz ¼ 10.42 meV.
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where we have used the positive sign to denote forward-traveling waves, and

kz ¼
ffiffiffiffiffiffiffiffiffiffi
2mεz

p
Z

: (3.86)

Likewise, the backscattered (reflected) electrons are

jrðzÞ ¼ Azre
�ikzz; (3.87)

and the transmitted electrons on the other side of the barrier become

jtðzÞ ¼ Azte
þikzz: (3.88)

The tunneling electrons inside of the barrier have an energy lower than the poten-
tial; therefore, they will exhibit an exponential behavior. Because the barrier has a
finite dimension, both exponential factors need to be included:

jbðzÞ ¼ Azb1e
�kbz þ Azb2e

þkbz; (3.89)

where

kb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðVb � εzÞ

p
Z

: (3.90)

Applying the boundary conditions at the left interface, we can obtain

Azi þ Azr ¼ Azb1 þ Azb2; (3.91)

ikzAzi � ikzAzr ¼ �Azb1kb þ Azb2kb; (3.92)

Barrier

Backscattered electrons

Incident electrons Transmitted electronsTunneling electrons

z = 0 z = w
Figure 3.10 Single-barrier tunneling.
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and at the right interface we obtain

Azb1e
�kbw þ Azb2e

þkbw ¼ Azte
þikzw; (3.93)

�kbAzb1e
�kbw þ kbAzb2e

þkbw ¼ ikzAzte
þikzw: (3.94)

The amplitude of the incident electron can be arbitrarily set to Azi ¼ 1, which
allows us to interpret Azr as the reflection amplitude and Azt as the transmission
amplitude.

The above four equations can be solved for the four unknowns. Despite the straight-
forward nature of the problem, the algebra for this solution can run into several pages
(which is left as an exercise for the reader). The solutions are

Azr ¼
�
k2z þ k2b

�

1� e�2kbw

�
ðkz þ ikbÞ2 � ðkz � ikbÞ2e�2kbw

; (3.95)

Azb1 ¼ 2kzðkz þ ikbÞ
ðkz þ ikbÞ2 � ðkz � ikbÞ2e�2kbw

; (3.96)

Azb2 ¼ �2kzðkz � ikbÞe�2kbw

ðkz þ ikbÞ2 � ðkz � ikbÞ2e�2kbw
; (3.97)

Azt ¼ i4kzkbe�ðikzþkbÞw�
k2z � k2b

�
ð1� e�2kbwÞ þ 2ikbkzð1þ e�2kbwÞ

: (3.98)

The tunneling and reflection probabilities can be calculated by taking the magnitude
of the complex amplitudes and further simplified to produce the following two
expressions:

T ¼ jAztj2 ¼ 1

1
4

�
k2zþk2b
kzkb

�2�
eþkbw � e�kbw

2

�2 þ 1
; (3.99)

R ¼ jAzrj2 ¼ 1

4

�
kzkb

k2z þ k2b

�2�
2

eþkbw � e�kbw

�2 þ 1

: (3.100)

We can also verify that T þ R ¼ 1, which is required for the conservation of charge
and mass.
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If the incident current is Ii, the tunneling and reflected currents become

It ¼ IiT ; (3.101)

Ir ¼ IiR: (3.102)

The above derivation only considers the case of εz < Vb, which is what we gener-
ally consider as tunneling. However, even when εz > Vb, the approach is still valid as
long as we replace the real term kb with the imaginary terms �ikb. This case would
represent a reflection off a potential step rather than tunneling through a barrier,
much like ordinary light reflecting off a refractive index step.

3.3.1.1 Numerical example—tunneling across a single barrier

Consider a barrier height of 100 meV and a barrier width of 50 Å. We can calculate the
tunneling probability of an electron through this barrier as a function of its energy
using the above expression. The resulting plot is shown in Figure 3.11.

We can see that the tunneling probability is a very small number when the
electron’s energy is significantly smaller than the barrier height. As the energy
approaches the barrier height, the tunneling exponentially increases. It does not level
off at a value of 1.0 as the energy approaches the barrier height as one might expect.
This is because even when the electron energy exceeds the barrier height, it still expe-
riences reflection off of the barrier. It tends toward 1.0 only when the electron energy is
significantly greater than the barrier height.
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Figure 3.11 Tunneling probability for 100-meV, 50-Å barrier calculated from the analytical
expression in Eqn. 3.99.
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3.3.2 Numerical shooting method for tunneling problems

Instead of the analytical expressions, which apply only to rectangular-shaped barriers,
the tunneling probability can also be easily calculated using the same foundations laid
out in the earlier section on the numerical shooting method. However, in the earlier
case, we had assumed a confining potential, but the tunneling potential is an inverse
of the quantum confining potential. Whereas the wave function in a confining potential
decays exponentially to zero outside of the wells, in a tunneling barrier the wave func-
tions will contain traveling waves on either side of the barrier. To account for these
differences, we will modify the shooting method as follows.

Although it may seem odd at first, it is easier if we start the numerical shooting
method from the transmission side and proceed towards the incident side. The reason
for this is because the initial condition is easier to define on the transmission side as it
contains just one traveling wave Azteþikzz, whereas the incident side has a combination
of two waves. This is shown in Figure 3.12. Furthermore, for the ease of calculations,
we will assume that the amplitude of the electron on the transmitted side is Azt ¼ 1.
This is an arbitrary choice of course, which can be easily scaled once we find the am-
plitudes of the waves on the other side. Therefore, on the transmission side, we will
have

jtðzÞ ¼ Azte
þikzz; (3.103)

and on the incident side we will have

jiðzÞ ¼ Azie
þikzz; (3.104)

jrðzÞ ¼ Azre
�ikzz: (3.105)

Therefore, the initial conditions will be

jðDzÞ ¼ 1; (3.106)

jð2DzÞ ¼ e�ikzDz: (3.107)

Barrier

Incident electrons Transmitted electronsTunneling electrons

Backscattered electrons

ψr (Z) = Azre–ikzz 

i (Z) = Azie+ikzz t (Z) = Azte+ikzz ψψ

n = N n = 1

Figure 3.12 Numerical shooting method for the tunneling problem.
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This is all we need to proceed with the calculation of jð3DzÞ;jð4DzÞ;. up to the
last point jðNDzÞ, which is on the left side, using the shooting algorithm defined in
Eqn (3.74). However, unlike the quantum confinement calculations, we do not have
to iterate the calculation until convergence is achieved—it is a one-time sweep from
n ¼ 1 to n ¼ N. Therefore, it is much easier than the quantum well calculations.

The next step is to calculate the amplitudes Azi and Azr. Because the incident side
contains a mixture of two waves, a few extra steps are required to separate these
wave functions and obtain their amplitudes. If the numerical solutions at the last
two points are jðNDzÞ and jððN � 1ÞDzÞ, then these can be expressed as

jðNDzÞ ¼ Azre
�ikzNDz þ Azie

þikzNDz; (3.108)

jððN � 1ÞDzÞ ¼ Azre
�ikzðN�1ÞDz þ Azie

þikzðN�1ÞDz: (3.109)

The value of kz is known because we know the potential function, which we assume
to be flat at the edge of the computation window. That is,

VðNDzÞ ¼ VððN � 1ÞDzÞ: (3.110)

This results in

kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðεz � VðNDzÞÞp

Z
: (3.111)

Therefore, Eqns (3.108) and (3.109) contain only two unknowns, Azr and Azi, which
can be calculated by simple substitution. This results in

Azr ¼ jððN � 1ÞDzÞeþikzDz � jðNDzÞ
e�ikzNDzðeþ2ikzDz � 1Þ ; (3.112)

and

Azi ¼ e�ikzNDz


jðNDzÞ � Azre

�ikzNDz
�
: (3.113)

From this, we can obtain the tunneling probability

T ¼
				Azt

Azi

				2 ¼
				 1Azi

				2: (3.114)

We can also obtain the reflection probability

R ¼
				Azr

Azi

				2: (3.115)
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3.3.2.1 Numerical example—tunneling across a single
barrier with shooting method

We will consider the same earlier example with a barrier height of 100 meV and a bar-
rier width of 50 Å. We can sweep the energy εz, plot the tunneling probability as a
function of εz, and compare against the analytical results for confirmation. For this,
we have used Dz ¼ 0:015 �A with N ¼ 10,000. As we can see in Figure 3.13, both
curves are identical.

Shown next in Figure 3.14 is the plot of the wave functions at εz ¼ 50 meV.
Remembering that the input wave is on the right side of the barrier, we can see the
exponential decay of the wave function inside of the barrier as well as the result of
counterpropagating incident and reflected waves resulting in an oscillation pattern.

3.3.2.2 Numerical example—resonant tunneling
across a double barrier

Compared with a single barrier, a structure that contains multiple barriers exhibits a
unique feature known as resonant tunneling. In this example, consider two 50-Å
wide 100-meV barriers separated by 50 Å. Using the numerical shooting method,
we can calculate the tunneling probability as a function of energy as shown in
Figure 3.15.
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Figure 3.13 Comparison of the tunneling results for the 100-meV, 50-Å barrier from the
analytical expression and the numerical shooting method.
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The most important features are the sharp peaks that increase to 1.0, the energies of
which are all substantially below the barrier energy. These energies actually corre-
spond to the resonant states of the electrons because of the confinement between the
two barriers, very similar to that of quantum wells. When the incident energy is exactly
equal to the resonant energy, electrons are able to penetrate the barrier with very large
probabilities. This is a very useful feature in quantum engineered structures. It allows
specific energies to pass through a barrier unimpeded.

It should be noted that the widths of these peaks are extremely narrow. This makes
it easy to miss them in numerical calculations, especially if the step size (in energy) is
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Figure 3.14 Wave functions for an incident energy of 50 meV.
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Figure 3.15 Resonant tunneling across two 50-Å wide 100-meV barriers.
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coarse. Ideally, an adaptive step size should be used so that the step size is fine in the
vicinity of the peaks and coarse elsewhere.

For illustration, the plots in Figure 3.16(a) and (b) show the wave functions when
the electron energy is equal to the first two resonant energies. We can see that the elec-
trons are trapped between the barriers as in a quantum well. This results in a large
accumulation of electrons in the cavity that produces a high transmission, very similar
to the FabryePerot effect in optical cavities.

3.4 Quantum well structures in semiconductors

Thus far, we have defined the potential energy functions V(z) without specifying how
they are created in practice. By far the most commonly used method is by sandwiching
semiconductor materials of different band gaps and utilizing the discontinuities in their
conduction and valence bands to produce the step-like functions. GaAs and
AlxGa1�xAs are the most widely used material systems primarily because AlxGa1�xAs
is perfectly lattice matched to GaAs. Many other material systems such as InP, GaSb,
InAs, and their alloys are also used, but lattice matching requirements often limit the
range of compositions that can be used. The material aspects of this subject are beyond
the scope of this chapter. The detailed calculation of electronic band structures of
solids is also beyond our scope. Nevertheless, it is useful to understand some basic
concepts and properties of common material systems used in quantum devices, which
we will briefly explore next.

3.4.1 Origin of band structures

We can illustrate the origin of band structures by going back to Example 3.2.1.4, in
which we had 10-coupled quantum wells. This resulted in 10 different energy levels
all clustered around 8 meV, which also happens to be the confinement energy of a
solitary quantum well of the same size. Furthermore, examining the wave functions,
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Figure 3.16 (a) Wave function in the double barrier structure at the first resonant energy
of εz ¼ 9.54 meV. (b) Wave function in the double-barrier structure at the second resonant
energy of εz ¼ 37.30 meV.

70 Fundamentals and Applications of Nanophotonics



we can see that they all contain a single peak inside of each quantum well with an over-
all envelope that spans across the 10 quantum wells. We will designate the wave func-
tion inside of each well as the core function jcðzÞ, and designate the envelope function
that links all of these core functions together as jeðzÞ. We can also see that the differ-
ence between one solution and another lies primarily in the envelope functions,
whereas the core functions all remain pretty much the same. This can be mathemati-
cally approximated as

jðzÞ ¼ jeðzÞ
XQ
q

jcðz� qaÞ (3.116)

where a is the distance between each quantum well. Furthermore, the envelope
function jeðzÞ is a purely sinusoidal function bounded by the 10 quantum wells. This
allows it to be written as

jeðzÞ ¼ Aeþikez þ Be�ikez; (3.117)

where

ke ¼ np

Qa
; (3.118)

and Q ¼ 10 in this case and n ¼ 1.Q. The first solution will have ke ¼ p
10a, the

second solution will have ke ¼ 2p
10a etc. and the last solution will have ke ¼ 10p

10a. If we
repeat Example 3.2.1.4 with the next higher confined state for the core function, there
will be 10 additional energy states clustered around 30 meV. These energy values as a
function of ke will produce a curve that looks like Figure 3.17.

We can identify two lines of energies, each containing 10 states, with each energy
clustered around the confinement energy of the single quantum well. Each line repre-
sents an energy band. The lower band spans 8.05e8.13 meV and the upper band spans
30.04e30.94 meV. If there are more states within the individual quantum wells, then
more bands can be found. In this case, we only had 10 wells; therefore, the energies are
still discrete. However, if the number of quantum wells is increased to a very large
number, we can see that the energy states will start to form a continuous line rather
than discrete points. This is the basis of how energy bands are formed in a solid,
although this example only illustrates a one-dimensional case. In a three-
dimensional crystal, many atoms couple together to form bands similar to the one-
dimensional coupled quantum wells.

3.4.2 Effective mass

Calculations involving many coupled cells would be greatly simplified if we represent
the electrons by jeðzÞ alone instead of as a product of the envelope and core functions
jeðzÞ

PQ
q jcðz� qaÞ: The envelope function jeðzÞ is a simple plane wave; therefore, it
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is much easier to handle than the full wave function consisting of a plane wave multi-
plied by many confined state wave functions. However, a correction needs to be
applied in the Schrodinger’s equation to account for the omission of the core functions.
This is where the concept of effective mass comes in. The mass of the electron is multi-
plied by a dimensionless parameter m�(effective mass) so that the envelope functions
yield the same energy values as the full wave functions. The modified Schrodinger’s
equation then becomes

� Z2

2mom�
v2jeðzÞ
vz2

þ VðzÞjeðzÞ ¼ εzjeðzÞ; (3.119)

where mo is the free electron mass. Furthermore, m� is not a single constant, but a
function of energy because the magnitude of the correction required at each energy will
be different. In practice, m� is computed and specified over a small energy range near
the top and bottom of an energy band because electrons or holes accumulate primarily
in these areas. Using jeðzÞ ¼ Aeþikez þ Be�ikez, we can show that

Z2k2e
2mom� þ VðzÞ ¼ εz (3.120)

and

m� ¼ Z2

mo

 
v2εz

vk2e

!�1

; (3.121)
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Figure 3.17 Calculated energy versus envelope ke for the 10 quantum wells example.
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where the term v2εz
vk2e

is computed from the previously calculated band structure of εz

versus ke.
Returning to the 10-coupled well example, we can calculate the effective masses to

be �5.67 at the top of the lower band and 3.15 at the bottom of the upper band. Notice
the negative effective mass for the lower band, which simply means that the curvature
of the εz versus ke is concaved. This is often found in the valence band of semiconduc-
tors. In addition, the effective mass can have a value smaller than 1.0, which is also
frequently encountered in semiconductors.

3.4.3 GaAs/AlxGa1�xAs quantum wells

A simple quantum well can be constructed by sandwiching a thin layer of GaAs
between two layers of AlxGa1�xAs, such as AlxGa1�xAsjGaAsjAlxGa1�xAs. The
bandgap of GaAs is 1.42 eV and that of AlxGa1�xAs is empirically given as
1.42 þ 1.247x for x < 0.45. More importantly, the relative offset in the conduction
band minimum between GaAs and AlxGa1�xAs is DEc ¼ 0:836x. The electron
effective mass is also a function of the alloy composition, which is empirically deter-
mined to be m� ¼ 0:063þ 0:083x for x < 0.45. Therefore, by changing the compo-
sition of the AlxGa1�xAs alloy, we can construct different quantum wells,
multiquantum wells, and barrier structures. A GaAs/AlxGa1�xAs quantum well struc-
ture is illustrated in Figure 3.18. These are the type of structures one often encounters
in devices such as quantum well infrared photodetectors (QWIPs) and quantum
cascade lasers (QCLs).

Quantum wells can also be constructed using the valence band offsets. The valence
band offset between GaAs and AlxGa1�xAs is DEv ¼ �0:412x and the effective mass
is m� ¼ �ð0:51þ 0:25xÞ. This actually results in an inverted quantum well, but
because the masses are negative, it still results in a confinement inside of the well.
This is illustrated in the next two examples.

3.4.3.1 Numerical example of a GaAs/AlxGa1�xAs
single quantum well

Consider a three-layer quantum-well structure consisting of Al0.2Ga0.8As/GaAs/
Al0.2Ga0.8As in which the thickness of the central GaAs layer is 100 Å. This results
in a confining potential of 167.1 meV because of the conduction band offset. The elec-
tron effective mass in GaAs is 0.063 and in Al0.2Ga0.8As it is 0.0796. Using this, we

∆Ec∆Ec 

GaAs  AlxGa1–xAs AlxGa1–xAs 

Figure 3.18 Illustration of a conduction band quantum well in the GaAs/AlxGa1�xAs material
system.
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can calculate the first and second confinement energies to be 32.28 and 116.75 meV,
respectively. The two wave functions are shown in Figure 3.19.

The same structure also exhibits an inverted confining potential in the valence band,
with an offset of 82.4 meV. The effective masses are �0.51 and �0.56 in GaAs and
Al0.2Ga0.8As, respectively. The calculated first two energies become �5.15 meV
and �20.39 meV, respectively, using the valence band edge of the GaAs layer as
the zero reference. These wave functions are shown in Figure 3.20.

3.5 Two- and three-dimensional quantum
confined structures

One-dimensional quantum confined structures naturally arise from thin film technol-
ogy and have been widely used to build devices. However, it is also possible to confine
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Figure 3.19 (a) First state solution of an Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As 100 Å conduction
band quantum well: εz ¼ 32.28 meV. (b) Second state solution of a Al0.2Ga0.8As/GaAs/
Al0.2Ga0.8As 100 Å conduction band quantum well: εz ¼ 116.75 meV.
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Figure 3.20 (a) First state solution of an Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As 100 Å valence band
quantum well: εz ¼ �5.16 meV. (b) Second state solution of a Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As
100 Å valence band quantum well: εz ¼ �20.40 meV.
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electrons in more dimensions. A two-dimensional confinement would produce a quan-
tum wire, and confinement in all three directions would produce a quantum dot or box.
All of these structures result in different confinement states.

3.5.1 Quantum wire

When electrons are confined along two directions and unconfined in the third direction,
the structure can be described as a quantum wire, or as a nanowire. This can be thought
of as similar to an optical fiber in which light is trapped by two-dimensional confine-
ment and propagates along the third direction. In Cartesian coordinates, the simplest
structure would be a rectangular channel as shown in Figure 3.21. This can be solved
by separating the two-dimensional ( y, z) plane from the x axis as

V ¼ Vðy; zÞ þ VðxÞ; (3.122)

j ¼ jðy; zÞjðxÞ (3.123)

ε ¼ εyz þ εz: (3.124)

The one-dimensional shooting method we developed earlier will not work for this
solution because it requires a two-dimensional boundary value solution. Numerical
methods for implementing two-dimensional solutions can be found elsewhere, but
here we will focus on making certain approximations so that we can still use the
one-dimensional approach. For this, we will attempt to write the potential function
as a sum of three one-dimensional functions, such as

V ¼ VðxÞ þ VðyÞ þ VðzÞ: (3.125)

V = 0 Vb

z

y

x

Figure 3.21 Illustration of a quantum wire.
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If V(z) and V(y) are both quantum well functions with V ¼ 0 inside of the well
and V ¼ Vb outside of the well, then the overlap between the two functions can
produce a two-dimensional rectangular quantum wire, but with one important
difference—the corner regions will contain a potential of 2Vb instead of Vb. This
is illustrated in Figure 3.22. However, depending on the specific problem,
this may be an acceptable approximation; therefore, we will proceed with that
assumption.

Following the same separation of variables approach as we did before, we can
obtain

� Z2

2m
v2jðxÞ
vx2

¼ εxjðxÞ; (3.126)

� Z2

2m
v2jðyÞ
vy2

þ VðyÞjðyÞ ¼ εyjðyÞ; (3.127)

� Z2

2m
v2jðzÞ
vz2

þ VðzÞjðzÞ ¼ εzjðzÞ: (3.128)

V = 0  

 V = 2Vb

V = 2VbV = 2Vb

V = 2VbV = Vb

V = Vb V = Vb

V = Vb

 

Quantum wire 

z

y 

Figure 3.22 Confining potential distribution in a quantum wire under the separation of variables
approximation.
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These three equations are all one-dimensional and can be solved using the
approaches we described earlier. The wave function and energy become

j ¼ jðzÞjðyÞAxe
�ikxx; (3.129)

ε ¼ εx þ εy þ εz: (3.130)

Until recently, quantum wires remained mostly a laboratory curiosity because there
were no compelling device applications. They were grown by self-assembly with
randomly nucleated droplets as catalysts. With the emergence of multigate transistors
such as FinFETs and Gate-All-Around (GAA) field-effect transistors (FETs) in recent
years, the interest in silicon-based quantum wires has gained significant interest.
Although they are primarily being sought to improve the switching characteristics of tran-
sistors and not necessarily for their quantum confinement properties, it nevertheless be-
comes necessary to include the quantum properties in the modeling and simulation of
these devices. This is an area that is likely to gain significant attention in the coming years.

3.5.2 Quantum box

A quantum box results when electrons are confined along all three directions, as illus-
trated in Figure 3.23. Just as with the quantum wire, we can use separation of variables
to solve this problem. However, this results in a potential of 3Vb at all eight corners of
the box and Vb along the sides. Assuming this to be an acceptable approximation of the
structure, we can solve the three directions separately as we did before:

� Z2

2m
v2jðxÞ
vx2

þ VðxÞjðxÞ ¼ εxjðxÞ; (3.131)

� Z2

2m
v2jðyÞ
vy2

þ VðyÞjðyÞ ¼ εyjðyÞ; (3.132)

� Z2

2m
v2jðzÞ
vz2

þ VðzÞjðzÞ ¼ εzjðzÞ: (3.133)

The solution becomes

j ¼ jðzÞjðyÞjðxÞ; (3.134)

ε ¼ εx þ εy þ εz: (3.135)

3.5.2.1 Numerical example of a quantum box

Consider a 100-Å cubic structure of GaAs surrounded by Al0.2Ga0.8As on all sides.
This produces a conduction band offset of 167.1 meV. The fundamental confinement
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energy along any one of the axes can be calculated using the numerical shooting
method. This results in a solution of 32.27 meV. The second confinement energy is
116.8 meV. If all three directions have the same fundamental solution, then we can
designate this solution as (1, 1, 1) to indicate their quantum states and the energy
will become 96.8 meV. If one direction is at the second confinement, then this can
be represented as (2, 1, 1), (1, 2, 1), or (1, 1, 2) depending on which direction contains
the second state. Because we considered a cubic structure, they will all result in a so-
lution of 181.3 meV. If it seems curious that the confinement energy is larger than the
barrier height of 167.1 meV, it should be remembered that the confinement energies
are kinetic energies and have directions; therefore, along any one direction the energy
is still smaller than the barrier height.

3.6 Quantum device structures

In this section, we will examine a few examples of quantum engineered devices that
have been successfully developed for commercial applications. Although their basic
concepts are based on the quantum confinement principles that we have discussed
so far, electron scattering is another important concept that we have not discussed in
this chapter. Scattering rates from photons, phonons, and Coulombic effects play a
profound role in determining the electron population densities in various quantum
confined states. Readers interested in these topics should refer the articles and books
listed at the end of this chapter.

V = 0

Vb

z

y

x

Figure 3.23 Illustration of a quantum box.
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3.6.1 Quantum well lasers

The ability to create offsets in the conduction and valence bands was the key capability
that ushered the invention of the room temperature semiconductor laser. A step discon-
tinuity in the conduction band is designed such that it blocks the flow of electrons, and
a similar discontinuity in the valence band blocks the flow of holes. This way the elec-
trons and holes become trapped within the central region of the device region (known
as the active region), making it possible to reach population inversion at low current
injections. This is the double-heterostructure semiconductor laser, and it is still the
most widely used device structure in semiconductor lasers (Figure 3.24).

The quantum well laser is an extension of the double heterostructure, in which thin
quantum wells are grown inside of the active region. Because the width of the quantum
well is very small compared with the optical wavelength, in most practical devices,
several quantum wells are stacked to increase the extent of the overlap between the
optical waveguide mode and the quantum wells. These are referred to as multi-quantum
well (MQW) lasers. These quantum wells are usually not coupled together; they are
simply a multiple number of single quantum wells. Additional band discontinuities
are also used outside of the heterostructure to induce a refractive index step and create
an optical waveguide. These are referred to as separate-confinement heterostructure
multi-quantum well (SCH-MQW) lasers (Figure 3.25).

The quantum confinement in these lasers makes it possible to realize several key
objectives: (1) the emission wavelength can be adjusted by changing the confine-
ment energies; (2) the two-dimensional staircase-like density of states pins the
gain peak at a constant energy value, resulting in a stable lasing wavelength; (3) dif-
ferential gain becomes higher, which increases the high-speed modulation band-
width of the laser.

3.6.1.1 Numerical example of InP/In0.53Ga0.47As/InP
quantum well laser

Consider an MQW laser consisting of InPjIn0.53Ga0.47AsjInP with 50-Å wells. Unlike
the GaAs/AlxGa1�xAs system, the only composition of InxGa1�xAs that is lattice

Holes 

Electrons Conduction
band  

Valence
band  

Active region 

Figure 3.24 Band alignment in a double-heterostructure semiconductor laser.
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matched to InP is In0.53Ga0.47As. The bandgap of InP is 1.35 eV, and the bandgap of
In0.53Ga0.47As is 0.75 eV. The conduction band and valence band offsets are 0.25 and
0.35 eV, respectively. The InP and In0.53Ga0.47As electron effective masses in the con-
duction band are 0.08 and 0.041, respectively, and for the valence band they are �0.6
and �0.45. Using these, we can calculate the confinement energy of the conduction
band quantum well to be 54.04 meV (measured from the bottom of the In0.53Ga0.47As
conduction band) and the valence band confinement to be�7.04 meV (measured from
the top of the In0.53Ga0.47As valence band). Therefore, the effective energy gap will be
(54.04 þ 7.04) � 10�3 ¼ 61.1 meV higher than the native bandgap of In0.53Ga0.47As.
The emission wavelength from this quantum well will be 1529 nm. In comparison, the
emission wavelength from bulk In0.53Ga0.47As is 1653 nm. Therefore, the quantum
confinement results in a wavelength shift of approximately � 124 nm, which is a sig-
nificant shift to be of practical value in communication applications. What is even
more significant is that this wavelength shift is completely within our control, and it
can be varied by adjusting the quantum well width (Figure 3.26).
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Figure 3.25 Band alignment in a quantum well laser enclosed within a double heterostructure.
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Figure 3.26 InP/In0.53Ga0.47As/InP quantum well laser example.
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3.6.2 Quantum well infrared photodetectors

QWIPs are quantum-engineered devices for the absorption of long-wavelength
infrared radiation whose energy is much smaller than the native material bandgap.
As we saw in the previous example with the quantum well lasers, the optical emission
(and absorption lines) of a quantum well can be engineered by adjusting the well
width. This absorption can be from a confinement state in the valence band to a
confinement state in the conduction band (interband transition) or between two adja-
cent confinement states within the same band (inter-subband transition). These are
illustrated in Figure 3.27. Whereas the emission in quantum well lasers is due to inter-
band transitions, the absorption process in QWIPs is due to inter-subband transitions
within the conduction band. In addition, because thermal excitation can significantly
interfere with the photogenerated current, these devices are generally operated at cryo-
genic temperatures. Because the transition process takes place entirely within one
band, QWIPs are referred to as unipolar devices. They typically operate as photocon-
ductive devices and do not produce energy from the incident radiation, although some
level of photovoltaic activity can be realized by introducing a structural asymmetry in
the QWIP structure.

A photodetector has to not only absorb a photon, it has to also release an electron
into the external circuit in response to the photon. The quantum well structure is
designed carefully to accomplish both of these objectives. There are several mecha-
nisms that have been used:

• Bound-to-bound transition: The quantum well is designed such that the upper state has a
larger tunneling probability through the barrier than the lower state. Upon absorption of a
photon, the electrons are elevated to the upper state and then tunnel through the thin trian-
gular barrier into the unconfined conduction band continuum, as illustrated in Figure 3.28.
Some of them can also escape to the continuum through thermionic emission. However,
the higher electron density in the lower state combined with the finite tunneling probability
generally results in a large dark current in these devices.
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Figure 3.27 Interband and inter-subband transitions in a quantum well.
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• Bound-to-continuum transition: In this design, the quantum well is designed to support only
one state. Upon absorption of a photon, the electrons are elevated out of the quantum well
into the unconfined conduction band continuum to produce a current flow. This is illustrated
in Figure 3.29. Because the carriers do not have to tunnel, the barriers in these devices can be
made wide, which can lead to low dark currents. However, at higher operating temperatures,
thermionic emission from the confined state to the conduction band continuum can still
contribute to an increase in dark current. This dark current can be reduced significantly if
the upper state can be dropped from the continuum to just barely at the top of the well, known
as the quasibound state.

• Bound-to-miniband transition: In this design, each quantum well is surrounded by several
barriers and wells coupled together to produce a band of closely spaced energy levels to coin-
cide with the upper state of the quantum well. An electron elevated from the lower state to the
upper state will couple with the miniband and will be transported across the band, just like
the conduction band continuum, as illustrated in Figure 3.30.
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Figure 3.28 Bound-to-bound transition followed by tunneling in a QWIP.
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Figure 3.29 Bound-to-continuum transition in a QWIP.
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Most of the QWIP devices that have been demonstrated so far have been fabricated using
the GaAs/AlxGa1�xAs material system. This is due to the lattice-matching feature of this
material system and the relatively mature processing technology compared with other
IIIeV semiconductors. QWIPs have been successfully used as the sensor elements in
thermal imaging cameras in the mid-infrared and long-wavelength regimes.

A major consideration in QWIPs is their sensitivity to the incident polarization. The
electric field vector of the dipole moment between two confined states in a quantum well
turns out to be directed perpendicular to the quantum well layers. This means that any
electromagnetic radiation that is normally incident to the layer structure will not be
absorbed. This is illustrated in Figure 3.31. To be absorbed, the radiation has to be tilted,
or otherwise turned with gratings or reflectors. This is one of the biggest challenges with
QWIPs, especially in pixel-level implementations.
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Figure 3.30 Bound-to-miniband transition in a QWIP.

Figure 3.31 Different incident electric field polarizations on a QWIP structure. Only the wave
shown in red will be absorbed.

Quantum mechanics and computation in nanophotonics 83



3.6.3 Quantum cascade lasers

Similar to QWIPs, QCLs are also devices that exploit subband transitions whose
energies are much smaller than the material bandgap, but for the purpose of photon
emission rather than absorption. Because these are lasing devices, an additional
requirement that has to be met is population inversion. However, because population
inversion is not possible in a two-level system, QCL structures are designed to be
three-level systems. In addition, the structures are also designed so that the electrons
in the lowest state of one unit cell tunnel into the upper state of the adjacent cell, thereby
recycling the electrons in a cascading fashion. This results in a significant improvement
in the quantum efficiency. This is schematically represented in Figure 3.32.

If we represent the wave functions in each unit cell as j1, j2 and j3, with j3 as the
upper state and j1 as the lowest state, then the j3/j2 is designed to be the photon
emission transition and the j2 /j1 is designed to be a fast, nonradiative transition. If
we represent the lifetimes of these transitions as s32 and s21, then to reach population
inversion between j3 and j2 we would need to have

s32[s21: (3.136)

The scattering rates between the various states are designed to achieve the largest
ratio of s32

s21
at the lowest current through the device.

In the most common implementation of the QCL, three coupled quantum wells are
used in each cell. This allows a greater flexibility to manipulate the individual wave
functions instead of a single well structure with three states. An example is shown
in Figure 3.33. The quantum wells are designed such that j3 (shown in magenta) is
dominantly localized in the left quantum well, j2 (green) is localized in the right
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Figure 3.32 Schematic representation of the quantum cascade process.
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quantum well, and the lowest energy state j1 (red) is localized in the central quantum
well, although the latter two states are somewhat delocalized between the two quantum
wells because they are designed to be closely spaced in energy. The lifetime of the
photon scattering process s32 is generally in the nanosecond range, whereas the non-
radiative s21 process (which includes phonon and electroneelectron scattering) is
much faster in the picosecond range. To further reduce the s21 scattering lifetime,
the energy separation between j2 and j1 is often matched to certain resonant energy
levels of the semiconductor material. For instance, in GaAs, the longitudinal optical
(LO) phonon energy is approximately 36 meV and QCLs with j2 /j1 transition
matched to this energy will experience a fast scattering rate.

Another effect is electroneelectron scattering, which reaches amaximumvaluewhen
j2 andj1 go through what is known as the anticrossing state. This occurs when an elec-
tricfield is applied to this structure. As thefield is increased, the confined energy states of
the central quantumwell and the right quantumwell will converge toward each other and
then diverge as the field is increased further. When the energies are closest together, the
electroneelectron scattering rate between the two states will reach a maximum value.
Figure 3.34 illustrates j2 and j1 when their energies are closest to each other.

Many cascading units are typically used in QCL devices. Therefore, in principle,
each electron can produce many photons. In addition, unlike other semiconductor la-
sers, the QCL is a unipolar device because the entire process takes place in the conduc-
tion band. The GaAs/AlxGa1�xAs material system is the most commonly used for
QCL. AlxGa1�xAs being perfectly lattice matched to GaAs allows a greater flexibility
to design the quantum wells without introducing strain and dislocations. QCLs are
currently commercially available for various wavelengths ranging from mid-infrared
to terahertz emission.
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Figure 3.33 Three-coupled quantum well structure of QCL.
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Problems

1. Consider a 100-Å quantum well with infinite barriers. If an electron has a total energy of
50 meV, then determine the number of possible confined states of the electron. Assume
that the electron effective mass is 1.0.
(Three possible states with energies of 3.76, 15.04, 33.84 meV)

2. Use the numerical shooting method to solve for the first confined state of a 30-Å quantum
well with 25-meV barriers. Compare this result against the semianalytical solution. Assume
that the electron effective mass is 1.0.
(11.45 meV)

3. Consider the Al0.2Ga0.8As/GaAs/Al0.2Ga0.8As quantum well structure. Calculate the
maximum quantum well thickness that supports just one confined state in the conduction
band and the valence band.
(65 nm, 33 nm)

4. Calculate the tunneling probability through a 150-Å, 200-meV barrier as a function of elec-
tron energy normal to the barrier from 0 to 500 meV. At approximately what energy does the
tunneling probability exceed 99%?
(350 meV)

5. A double tunnel barrier consists of two 50-Å, 100-meV barriers separated by 100 Å. Calcu-
late the tunneling probability through this structure as a function of electron energy and iden-
tify the resonant tunneling energies.
(27.2 meV, 96 meV)

6. For an asymmetric double tunneling barrier consisting of one 50-Å, 100-meV barrier and
another 50-Å, 50-meV barrier separated by 100 Å, calculate the tunneling probability
through this structure as a function of electron energy and identify the resonant tunneling
energies.
(23.3 meV)
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Figure 3.34 Anticrossing state between the first and second solution.
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7. For the quantum cascade laser structure shown in Figure 3.33, the well widths (from left to
right) are 56.5, 96.1, and 84.8 Å and the barrier widths (also from left to right) are 56.5 and
28.25 Å. The wells are composed of GaAs and the barriers are composed of Al0.2Ga0.8As.
Calculate and plot all three energy levels of this structure as a function of applied electric field
from 0 to 10 kV/cm.

Further reading

[1] D.M. Kim, Y.-H. Jeong, Nanowire Field Effect Transistors: Principles and Applications,
Publisher: Springer, New York, 2014.

[2] P. Harrison, Quantum Wells, Wires and Dots: Theoretical and Computational Physics of
Semiconductor Nanostructures, third ed., Wiley Publications, 2010.

[3] S. Adachi, Physical Properties of IIIeV Semiconductor Compounds: InP, InAs, GaAs,
GaP, InGaAs, and InGaAsP, Wiley Publications, 2005.

[4] P.S. Zory, Quantum Well Lasers, Academic Press, 1993.
[5] K.K. Choi, The Physics of Quantum Well Infrared Photodetectors, World Scientific Pub

Co Inc., 1997.
[6] A. Rogalski, Infrared Detectors, second ed., Taylor and Francis Group, 2011.
[7] J. Faist, Quantum Cascade Lasers, Oxford University Press, 2013.

Quantum mechanics and computation in nanophotonics 87



This page intentionally left blank



Materials 4
J.W. Haus
University of Dayton, Dayton, OH, USA

Only within the moment of time represented by the present century has one species –
man – acquired significant power to alter the nature of the world.

Rachel Carson, Silent Spring

4.1 Introduction

An important ingredient of many technological advances has been the discovery of
new materials. In this regard, the Bronze Age and Iron Age are important historical
markers of materials that drove technology and propelled civilization forward. The
pace of new materials development has accelerated in the past century mainly because
of the advancement in understanding the underlying quantum nature of atomic and
molecular constituents. There has been a transformation from a materials-centric
view to an information-based approach to developing technology. In other words,
extensive numerical simulations are performed to design the material composition
and structure of a potential useful device. Experiments are performed to validate the
findings and help lead to new photonic devices.

The periodic table of the elements is a profound descriptive picture of the chemical
properties of the elements. Each row is descriptive of filling another electronic shell.
Remember that this table was devised by Dmitri Mendeleev before the existence of
electrons was discovered by J.J. Thomson. Mendeleev’s organization of the elements
was based on the similarity of their chemical properties and their atomic mass. He
observed that the elements had properties that were recurring or periodic in relation
to their atomic masses. Of course, there were holes in Mendeleev’s table, but over
time the missing elements were found. The table was also refined by the eventual
recognition that atomic number (i.e., the number of protons in the nucleus) should
replace the atomic mass for ordering the elements in the periodic table. The open mys-
tery at the time, of course, was why are the properties periodic? This question was
definitively answered by the advent of quantum mechanics, which reveals physical
phenomena that have a profound effect on our understanding of nature.

Surprisingly, the quantum mechanical solution of the hydrogen atom provides deep
insight into the chemical properties of the multielectron elements. The details of solv-
ing Schrodinger’s equation for the hydrogen atom are given in Supplement A. The
atomic wave functions of the hydrogen atom and their symmetry provide a reliable
guide to properties of many electron atoms. The atomic wave function has a principal
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quantum number, n, that labels the electron shells; an orbital quantum number, l; and a
magnetic quantum number m that determines its angular symmetry and the number of
states for each shell (n > l � jmj). There are two additional physical properties that are
invoked to understand the periodic table. One is the electron has an intrinsic spin; it is
denoted by a spin quantum number with two values ms ¼ �1/2. The electron is a spin
1 =

2 Fermion. The second property is the Pauli exclusion principle, which states that no
two Fermions can occupy the same quantum state.

The first six rows of elements in the periodic table are shown below with the atomic
number at the top and the outer orbital at the bottom. As a notational fresher, recall that
the occupied electronic states are written in the following notation using the previously
defined quantum numbers n½1�½m;ms� for each of the elements, where the superscript
counts the number of electrons occupying states summing the magnetic quantum
numbers and intrinsic spin states. Of course, because of Pauli’s exclusion principle
for Fermions, no two electrons occupy states having the same values of all of the quan-
tum numbers.

The electrons occupy states starting from the ground state and fill up the lower
energy quantum states first. The levels are built up according to the Aufbau principle,
which states that the electrons fill up orbital states by increasing order of n þ l quan-
tum numbers, starting with the smallest n value and in accordance with the Pauli
exclusion principle for electrons. For the s shell (n ¼ 1,2,3., l ¼ 0, m ¼ 0), two
electrons fill the shell (ms ¼ �1/2). For the p shell (n ¼ 2,3., l ¼ 1, m ¼ �1,0,1)
six electrons fill the shell. For the d and f shells (i.e., l ¼ 2 and 3, respectively), a sim-
ple enumeration of the states shows that 10 and 14 electrons will fill those shells. For
example, the inert gas argon with 18 electrons has the filled electronic states
1s22s22p63s23p6 (i.e., n þ l ¼ 1,2,3,4) and germanium with 32 electrons has the
states 1s22s22p63s23p63d104s24p2 ¼ [Ar]3d104s24p2 (i.e., n þ l ¼ 1,2,3,4,5). The
symbol [Ar] is shorthand for the electronic states of argon (Table 4.1).

Table 4.1 Periodic table of the elements to element 86, but excluding
the Lanthanide series of rare-earth elements

1

H
1s

3
Li
2s

11
Na
3s

19
K
4s

55
Cs
6s

37
Rb
5s

4
Be
2s

12
Mg
3s

20
Ca
4s

56
Ba
6s

38
Sr
5s

21
Sc
3d

57
La
5d

39
Y

22
Ti
3d

72
Hf
5d

40
Zr
4d

23
V

3d

73
Ta
5d

41
Nb
4d

24
Cr
3d

74
W
5d

42
Mo
4d

25
Mn
3d

75
Re
5d

43

Tc
4d

26
Fe
3d

76
Os
5d

44
Ru
4d

27
Co
3d

77
Ir
5d

45
Rh

4d 5s

28
Ni
3d

78
Pt

5d 6s

46
Pd
4d

29
Cu

3d 4s

79
Au

47
Ag

4d 5s

30
Zn

3d 4s

80
Hg

48
Cd

4d 5s

5
B

13
Al
3p

31
Ga

81
Tl
6p

49
In
5p

6
C

14
Si
3p

32
Ge
4p

82
Pb
6p

50
Sn
5p

7
N
2p

15
P

3p

33
As
4p

83
Bi
6p

51
Sb
5p

8
O
2p

16
S

3p

34
Se
4p

84
Po
6p

52
Te
5p

9
F

2p

17
Cl
3p

35
Br
4p

85
At
6p

53
I

5p

2
He
1s
10
Ne
2p

18
Ar
3p

36
Kr
4p

86
Rn
6p

54
Xe
5p

IA

IIA VAIVAIIIA VIA VIIA

VIIIA

IIBIBIIIB IVB VB VIB VIIB VIIIB

The occupied or partially occupied electron orbital is indicated on the bottom of each box. The orbitals generally follow
Hund’s rule, but there are exceptions. The transition metals are found under the B-labeled columns. Notable for photonic
applications are the noble metals in the IB column.
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The Aufbau principle describes the order that shells are occupied, but it does not
explain how the suborbitals are filled. Hund’s rule addresses this issue. It states that
every suborbital (i.e., s, p, d,.) is filled by a single electron before being doubly occu-
pied and the electron spins in each suborbital align to maximize the total spin. Three
electron configuration examples applying Hund’s rule are shown in Figure 4.1.

4.2 Crystal structure

4.2.1 Periodic lattices

Many phenomena explored in this and later chapters exploit properties of periodic
structures called crystals. Advanced fabrication tools are available to build thin struc-
tures to confine electrons, and a later chapter will examine the electromagnetic prop-
erties of materials, so-called photonic crystals, built from a periodic arrangement of
dielectric structures. Understanding of the energy and dispersion properties of periodic
materials is based on a solid mathematical foundation of periodic functions.

A theory of crystalline solids is simplified by the existence of translational sym-
metry where a set of basis vectors are defined to translate to equivalent positions in
the lattice when multiplied by a set of integers. The crystal structure is defined by
the lattice and the atomic basis. The unit cell, defined by a set of primitive basis
vectors, is repeated throughout the solid, as illustrated in Figure 4.2. The placement
of the unit cell can be defined as a matter of convenience. In Figure 4.2, two unit
cells are depicted: one with its corners aligned with the vertices of the lattice and a
second centered about a vertex. In Figure 4.3, an important third unit cell choice
that preserves the symmetry of the lattice around the lattice point is shown for
the example of a triangular lattice. This construction is called the WignereSeitz
(WS) unit cell. The WS unit cell for the triangular lattice is invariant, for example,
under rotations around its center by 60�, which is also an invariant rotation for the
lattice. The construction of the WS cell is illustrated by the unit cell labeled 2 in
Figure 4.2 and is especially useful for the reciprocal lattice.

For Bravais lattices, the entire space is filled by translations of the unit cell. In two
dimensions there are 5, and in three dimensions there are 14 Bravais lattices. They are

2s 2px 2py 2pz

2s 2px 2py 2pz

2s 2px 2py 2pz

Carbon

Nitrogen

Oxygen

Element Electron configuration

Figure 4.1 Electron configurations for three elements. The occupation of the state sublevels
follows Hund’s rule.
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listed in Tables 4.2 and 4.3. These are lattices where all of the lattice positions can be
reached by linear combinations of two ð~a1;~a2Þ or three ð~a1;~a2;~a3Þ primitive basis vec-
tors, respectively. The lattice positions are determined by multiplying the basis vectors
by a set of integers (n1, n2) and (n1, n2, n3).

~Rðn1; n2Þ ¼ n1~a1 þ n2~a2; (4.1)

a2

a1

Figure 4.3 Construction of the WignereSeitz unit cell for the triangular lattice.

a2

a1

1

2

Figure 4.2 A two-dimensional rectangular lattice is used to illustrate the translational properties
of a crystalline solid. The lattice vertices are occupied, and the shaded region labeled 1 is a unit
cell with two primitive basis vectors ð~a1;~a2Þ, which are translations to nearest-neighbor lattice
vertices. The choice of unit cells is arbitrary, a second unit cell, centered on a lattice vertex is
labeled 2.
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~Rðn1; n2; n3Þ ¼ n1~a1 þ n2~a2 þ n3~a3: (4.2)

The classification of lattices by their symmetries (translations, rotations, mirror
symmetries, inversion, etc.) is an important tool that can be applied to work out the
number of independent parameters that are needed to fully describe the properties of
a material within a physical tensor. The set of lattice transformations that leave the lat-
tice unchanged or invariant is a space group. An understanding of group theory is
beneficial in working out the connections between the lattice symmetry and the phys-
ical properties. However, the study of group theory is too complex to delve into and
would divert attention from the main topics.

4.2.2 The reciprocal lattice

Periodic functions of one variable are defined by a coordinate translation f (x þ a) ¼
f (x). The function can be represented by an infinite one-dimensional lattice with lattice
constant a. The treatment of periodic, one-dimensional functions is familiar in most

Table 4.2 Bravais lattices in two dimensions defined by relations
between two lattice constants and the angles between the two sides

Oblique a1s a2;4s p
2

a1

a2

Rectangular a1s a2;4 ¼ p
2

a1

a2

Rhombic a1s a2;4s p
2

~u1$~u1 ¼ 2~u1$~u2

a1

a2

Hexagonal a1s a2;4 2p
3

a1

a2

Square a1 ¼ a2;4 ¼ p
2

a1

a2
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Table 4.3 Bravais lattices in three dimensions

Triclinic (1) as bs c sa,
a; b;gs p

2

Monoclinic (2) as bs c s a,
a ¼ g ¼ p

2; bs p
2

S Ba

Orthorhombic (4) as bs c s a,
a ¼ b ¼ g ¼ p

2

S B F Ba
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Tetragonal (2) a ¼ bs c
a ¼ b ¼ g ¼ p

2

S B

Trigonal (1) a ¼ b ¼ c,
a ¼ b ¼ gs p

2; <
2p
3 ;

Hexagonal (1) a ¼ bs c,
b ¼ 2p

3 ; a ¼ g ¼ p
2

Cubic (3) a ¼ b ¼ c,
a ¼ b ¼ g ¼ p

2

S B F

S, simple; B, body-centered; F, face centered; Ba, base-centered. The lattice lattices are determined by the relations among three lattice constants and three angles defined in the first row.
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scientific disciplines, where it is well known that the function can be decomposed into
a familiar Fourier series

f ðxÞ ¼
XN

n¼�N

Ane
iGnx; Gn ¼ n

2p
a

: (4.3)

This expression manifestly satisfies the periodicity condition because Gna ¼ 2pn;
the set of amplitudes {An, n ˛ Integers} are determined from the original function by
the integral

An ¼ 1
a

Za
0

f ðxÞe�iGnxdx: (4.4)

The extension of the Fourier decomposition to higher dimensions is straightforward
when the function is periodic on a rectangular or simple orthorhombic lattice,

f ðxþ a; yþ bÞ ¼ f ðx; yÞ; (4.5)

f ðxþ a; yþ b; zþ cÞ ¼ f ðx; y; zÞ: (4.6)

The decomposition is a product of the expressions given Eqn (4.3) for each dimen-
sion. Using vector notation, the Fourier series for rectangular and orthorhombic lattices
are

f ðx; yÞ ¼
XN

n1;n2¼�N
An1;n2e

i~Gn1 ;n2$~r; ~Gn1;n2 ¼ n1
2p
a
bx þ n2

2p
b
by; (4.7)

f ðx; y; zÞ ¼
XN

n1;n2;n3¼�N
An1;n2;n3e

i~Gn1 ;n2 ;n3$~r;

~Gn1;n2;n3 ¼ n1
2p
a
bx þ n2

2p
b
by þ n3

2p
c
bz:

(4.8)

The functions ~Gn1;n2 and ~Gn1;n2;n3 are reciprocal lattice vectors.
Constructing the Fourier series for a multivariable function on a lattice that has

an orthogonal basis vectors (e.g., the triangular lattice in Figure 4.3) is managed
using a straightforward formulation. In general symmetry cases, the basis vectors
ð~a1;~a2;~a3Þ are used to form the reciprocal lattice basis vectors and are defined by

~g1 ¼ 2p
~a2 �~a3

~a1$~a2 �~a3
; ~g2 ¼ 2p

~a3 �~a1
~a1$~a2 �~a3

;

~g3 ¼ 2p
~a1 �~a2

~a1$~a2 �~a3
:

(4.9)
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For a nonorthogonal set of basis vectors, the volume of the unit cell is
vc ¼ ~a1$~a2 �~a3 (i.e., the volume of a parallelepiped with side lengths
j~a1j$j~a2j; j~a3j). For the reciprocal lattice vector in two dimensions, set~a3 ¼ cbz (the
constant, c, is entirely arbitrary) and use two basis vectors restricted to the (x, y) plane.
The reciprocal lattice basis vectors satisfy the following relation:

~gi$~aj ¼ 2pdij: (4.10)

The general Fourier series for the function is

f ð~rÞ ¼
XN

n1;n2;n3¼�N
Ane

i~Gn1 ;n2 ;n3$~r; ~Gn1;n2;n3 ¼ n1~g1 þ n2~g2 þ n3~g3: (4.11)

The set of variables f~Gn1;n2;n3 ; n1; n2; n3 ˛ Integersg form a periodic reciprocal lat-
tice. The volume of the unit cell in the reciprocal lattice is inversely proportional to the
volume of the unit cell,

~g1$~g2 � ~g3 ¼ ð2pÞ3
~u1$~u2 �~u3

¼ ð2pÞ3
vc

: (4.12)

The reciprocal lattice is a momentum space representation of the functions; there-
fore, the variables ~Gn1;n2;n3 represent wave vectors. On the reciprocal lattice, the WS
unit cell is invoked to examine the momentum space properties of physical functions
(wave functions, electromagnetic fields, etc.). The WS unit cell is the first Brillouin
zone; it is simply called the Brillouin zone (BZ) and is used to quantify the electronic
or optical properties in periodic materials in a momentum space representation. Band
structure plots are energy or dispersion bands for wavenumbers along specific symme-
try directions in the BZ.

For example, consider the triangular lattice with the basis vectors defined as

a1 ¼ abx; ~a2 ¼ a

�
� 1
2
bx þ ffiffiffi

3
p

2
by�; (4.13)

and shown in Figure 4.3. The corresponding reciprocal lattice wave vectors are

~g1 ¼ 2p
a
bx þ 2pffiffiffi

3
p

a
by; ~g2 ¼ 4pffiffiffi

3
p

a
by: (4.14)

They also form a triangular lattice, and the BZ has the shape of a regular hexagon.
The reciprocal lattice is illustrated in Figure 4.4(a). The BZ is highlighted in
Figure 4.4(b) with a triangle inserted. The BZ in Figure 4.4(b) has three labeled points
of high symmetry.
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G ¼ 0bx þ 0by; M ¼ p

a

�bx þ 1ffiffiffi
3

p by� and K ¼ 4p
3a
bx þ 0by: (4.15)

The determination of the energy or dispersion bands may be simplified by using the
crystal symmetry. In addition to the lattice symmetry, the structures at the lattice sites
also have symmetry properties. For example, a triangular lattice with circular structures
on the lattice sites (Figure 4.4) satisfies the same symmetry operations as the lattice point
group. In this case, the band structure properties within the shaded triangular region of
the BZ in Figure 4.4(b) capture the same characteristics over the entire zone. The band
structure can be extended over the entire zone area by using the group transformations.
For high-symmetry systems, there are 6 equivalent M and K points in the BZ and only
1/12th of its area needs to be examined. An itinerary for presenting the band structure is
along lines connecting the high-symmetry points (e.g., G to K to M to G). The band
structure images represent points along the periphery of the triangle.

The three-dimensional lattices of interest are the simple and face-centered cubic
lattice and the hexagonal lattice. Unit cells of these lattices are drawn in Figure 4.5.

(a) (b)

M

KΓ

g2

g1

Figure 4.4 (a) A portion of the reciprocal lattice for the triangular lattice shown in
Figure 4.3 with the basis vectors ð~g1;~g2Þ and the shaded region is the BZ. (b) The BZ with
high symmetry points indicated.

R 

X 
M 

 

A 

 
K M 

L 

H 

W X 
K 

 

L 
U 

Γ Γ Γ

(a) (b) (c)

Figure 4.5 BZs constructed for three lattices: (a) SC, (b) FCC, and (c) hexagonal. The high-
symmetry points on the surface are labeled.
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A set of basis vectors together with their corresponding reciprocal lattice basis vectors
are as follows:

Simple cubic (SC; lattice constant a)

~a1 ¼ abx; ~a2 ¼ aby; ~a3 ¼ abz: (4.16)

~g1 ¼ 2p
a
bx; ~g2 ¼ 2p

a
by; ~g3 ¼ 2p

a
bz: (4.17)

Face-centered cubic (FCC; lattice constant a)

~a1 ¼ affiffiffi
2

p
�bx þ by�; ~a2 ¼ affiffiffi

2
p
�bx þ bz�; ~a3 ¼ affiffiffi

2
p
�by þ bz�: (4.18)

~g1 ¼
ffiffiffi
2

p
p

a

�bx þ by � bz�; ~g2 ¼
ffiffiffi
2

p
p

a

�bx � by þ bz�;
~g3 ¼

ffiffiffi
2

p
p

a

�
�bx þ by þ bz�: (4.19)

Hexagonal (lattice constants: (x, y) plane a, z plane c)

~a1 ¼ abx; ~a2 ¼ a

�
� 1
2
bx þ ffiffiffi

3
p

2
by�; ~a3 ¼ cbz: (4.20)

~g1 ¼ 2p
a
bx þ 2pffiffiffi

3
p

a
by; ~g2 ¼ 4pffiffiffi

3
p

a
by; ~g3 ¼ 2p

c
bz: (4.21)

The SC lattice and its reciprocal lattice are identical in form. The BZ is also a cube
and is illustrated in Figure 4.5(a). The gamma point always denotes the point in the
center of the zone. A subset of the designated high-symmetry points on the surface
of the BZ is

X ¼ p

a
bx; M ¼ p

a
bx þ p

a
by; R ¼ p

a
bx þ p

a
by þ p

a
bz: (4.22)

The FCC lattice in Figure 4.5(b) displays a 14-sided BZ (6 sides are diamond
shaped and 8 sides are hexagonal shaped). Labeled high-symmetry points at represen-
tative positions are

X ¼
ffiffiffi
2

p
p

a
by; W ¼ pffiffiffi

2
p

a
bx þ ffiffiffi

2
p

p

a
by; K ¼ 3p

2
ffiffiffi
2

p
a
bx þ 3p

2
ffiffiffi
2

p
a
by;

U ¼ p

2
ffiffiffi
2

p
a
bx þ pffiffiffi

2
p

a
by � p

2
ffiffiffi
2

p
a
bz; L ¼ pffiffiffi

2
p

a
bx þ pffiffiffi

2
p

a
by � pffiffiffi

2
p

a
bz: (4.23)
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Finally, the hexagonal reciprocal lattice BZ in Figure 4.5(c) is composed of a base
with the triangular lattice BZ and a basis vector in the z direction. A subset of high-
symmetry points on the surface of the BZ is

M ¼ p

a

�bx þ 1ffiffiffi
3

p by�; K ¼ 2pffiffiffi
3

p
a
bx; A ¼ p

c
bz;

L ¼ p

a

�bx þ 1ffiffiffi
3

p by�þ p

c
bz; H ¼ 2pffiffiffi

3
p

a
bx þ p

c
bz:

For high-symmetry physical systems, the reduced volume of the BZ sufficient to
plot the entire band structure is reduced by 32, 48, and 24 times for each lattice.

4.2.2.1 Hybridization

Examining atomic orbitals of the electrons for the elements is the key to a deeper
understanding of the electronic properties of solid materials. The atomic orbitals
were previously introduced and electron configurations are tabulated in Table 4.1.
Electrons in the filled shells are strongly bound to the nucleus and interact very weakly
with neighboring atoms. The inner electrons partially shield the nucleus from the open
shell electrons. The outer electrons are called valence electrons.

The valence electrons in the unfilled electronic shells extend their electronic wave
functions over a wider radius that overlaps with neighboring atomic lattice sites. The
coupling between all of the lattice sites contributes to the formation of bands that
extend over the entire lattice. The valence electrons are shared among all of the atoms
in the solid and they fill available states in the bands.

The mathematical treatment of bands was previously presented in the chapter on
quantum mechanics. The reader may examine the tight binding model (TBM) treating
the quantum well wave functions as atomic wave functions and using the overlap be-
tween them to form bands. The TBM illustrates how the overlap of wave functions
among neighboring atoms leads to the formation of electronic bands. The bands are
a consequence of bonding atoms together, and they contribute to the energy of
cohesion, which is discussed in Section 4.3.

In the treatment of covalent bonds, a pair of electrons with a linear combination of
atomic orbitals. For instance, a hydrogen atom with a single electron in the 1s state
can complete the shell by binding two hydrogen atoms together to form a hydrogen
molecule. The formation of the molecule is energetically favored over the atomic state.
To understand more complex atomic systems, bond formation is understood by
combining or hybridizing multiple orbitals. There are three hybridized orbitals that
will be highlighted here that are simply designated as sp, sp2, and sp3. There are addi-
tional cases that are relevant involving d orbitals, but they are not considered further here.

The carbon atom containing six electrons is an excellent example of sp orbital
hybridization. Its electronic ground state has four valence electrons in the n ¼ 2
orbitals; the 2s state has two electrons and two additional electrons are shared between
the three 2p states, in accordance with Hund’s rule, as shown on the left in
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Figure 4.6(a). The arrows indicate the electron spin state, either up or down. The s state
is spherically symmetric and the p state is cylindrically symmetric with equal proba-
bility to be on either side of the node. The atomic orbitals are depicted in
Figure 4.6(a) with the s state as a circle and the p states as three orthogonal double
ellipses. The p phase difference between the two lobes in the p states is indicated
by different shading.

For sp hybrid states, an s and p atomic orbital are combined to form the new
orbitals. The two hybrid states indicated by the box in Figure 4.6(b) are 2s and 2px.
There are two sp hybrid orbitals each with a probability distribution that is asymmetric
around the node. This characteristic is shown as a large lobe on one side of the node.
The other two atomic p orbitals (py, pz) do not participate in the sp hybrid bond. The sp
hybrid state bonding is along the line of symmetry and can participate in the formation
of a linear molecule.

The sp2 hybrid states are formed by combining the s state with two p states, as
shown in Figure 4.6(c). The atomic p states lie orthogonal to one another in the
(x, y) plane and their mixing forms three hybrid states that have asymmetric lobes
and lie in a plane. The hybrid orbitals minimize their overlap by distributing the lobes
at a 120� angle from one another (i.e., their lobes point along different vertices of an
equilateral triangle). The sp2 hybrid bond can be identified when molecular bond an-
gles display the same symmetry.

The four sp3 hybrid states are illustrated in Figure 4.6(d). All four states are mixed
to form the hybrid wave functions. The nucleus is found at the center of a triangular
pyramid and the lobes of the four hybrid orbitals point to the vertices. The angle
that each hybrid orbital makes with the others is the characteristic 109.5�.

The hybrid orbitals are applied to understand the covalent bonding of atoms to
form molecules. Hybrid orbitals from two atoms overlap and pair electrons to

sp

sp2

sp3

Atomic orbitals

Nonbonded statesBonding atomic orbitals Hybridized states

2s 2px 2py 2pz

2s 2px 2py 2pz

2s 2px 2py 2pz

2s 2px 2py 2pz

Excited state

Ground state

(a)

(b)

(c)

(d)

Figure 4.6 Hybridized atomic orbitals.
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complete the occupation of the state, consistent with the Pauli exclusion principle. In
particular, they impose a symmetry that is different from the original atomic orbitals
and the number of states for a particular symmetry is equal to the number of electrons
occupying the atomic states. The symmetry of the hybrid orbitals conforms to expec-
tations based on the repulsion between the numbers of electrons that occupy the
bonding orbitals.

Understanding electron occupation of states when bonding atoms to form mole-
cules or solids is based on simple, previously discussed physical principles. Electrons
will occupy the lowest energy orbitals first; as the lower energy states are filled, elec-
trons will occupy the next higher energy state.

Diatomic molecules are formed by sharing the electrons. This results in a modifica-
tion of the electron density between the two nuclei. Consider two hydrogen atoms in
their ground (1s) state. The spherical distributions of the electrons in the 1s state
around each nucleus are distorted by linear combinations of the s states. When the
phase of the two wave functions is the same, the linear combination results in an elec-
tron density that is concentrated between the nuclei. When the two atomic wave func-
tions are combined with the opposite phase, the electron density has a node between
the two nuclei and the electron density is displaced closer to the nuclei. The two states
are illustrated in Figure 4.7. The energy is higher when there is a node in the electron
density and is called an antibonding state. The lower energy state is called the bonding
state; it has a lower energy because the electron density is concentrated at a greater dis-
tance from the nuclei.

E(bonding) 

E(Antibonding) 

|1s>1 

|1s>2 

E(1s) E(1s) 

|1s>1+ |1s>2 

|1s>1– |1s>2 

Figure 4.7 Two separate hydrogen atoms have j1s> ground states; the arrows (up or down)
depict the two intrinsic electron spin states. As the atoms are placed closer together, their wave
functions overlap and mix to form two states. The bonding state is the lower energy molecular
state. The higher energy molecular state is called the antibonding state.
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The same bonding principle applies to hybrid states and is illustrated in Figure 4.8.
Hybrid orbitals from neighboring atoms combine to form a set of bonding and
antibonding states. The bonding state is occupied by two electrons in the hybrid
orbitals. The shift of the energy levels can be determined by the overlap of the hybrid
wave functions.

The principles of hybrid orbitals will be invoked when we examine the properties
of specific materials in the next section. The symmetry of the solid-state materials
and our knowledge about the atomic constituents will be a guide to a deeper under-
standing of their physical properties. Specifically, the theoretical considerations start
with the identification of the relevant atomic valence electrons as drawn from the
periodic table. The physical properties are then calculated using quantum mechanics
based on the linear combination of atomic orbitals of the valence electrons centered
on the nuclei.

4.3 Metals

The optical properties of metals are complicated by the free electrons that act like a
fluid inside of the solid. For instance, the observation of collective electronic motion
called plasmons has opened up many new applications of metals, and they are of spe-
cial interest in the field of nanophotonics. Moreover, metallic elements dominate the
periodic table and they have been widely studied using density functional theory
(DFT), which is a method that has been refined, expanded, and applied to understand-
ing materials properties. The literature on this topic is extensive. The origins of DFT
are based on the original contributions of Fermi and Thomas almost a century ago.
They recognized the central role of electron density in computing the properties mul-
tiatomic systems. Hohenberg and Kohn’s 1964 paper proving that the ground-state
energy of an electronic system is determined by the density alone is an important
marker that propelled the future development of DFT. Since that time, over 100,000
DFT-related papers have been published.

E(bonding)

E(Antibonding)

|nsp3>1
|nsp3>2

|nsp3>1+ |nsp3>2

|nsp3>1– |nsp3>2

Figure 4.8 Two atoms possessing sp3 states that overlap with one another will form bonding
and antibonding states when bound together.
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Simple metals from Groups IA, IIA, and IIIA of the periodic table have valence
electrons in s and p orbitals with closed-shell inner orbitals that are tightly bound to
the nuclei. The group of transition metals has valence electrons in the d orbitals,
and in rare-earth metals (not shown) the valence electrons occupy f orbitals.

For the free electron model, the electron density is homogeneous throughout the
solid (volume V ). At zero temperature, the N (factor of two for spin 1 =

2 degree of
freedom) free electrons fill up the volume to the Fermi wave number kF,

N ¼ 2V

ð2pÞ3
ZZZ

d3k ¼ V

3p2 k
3
F: (4.24)

From this result, the Fermi wave number is related to the electron density by
kF ¼ (3p2n)1/3; the electron density is n ¼ N/V. In monovalent metals (i.e., one free
electron per atom) the number n is the number density of atoms in the volume. In
multivalent metals, the number of electrons per metal atom is denoted as z and
N ¼ zNc, where Nc is the number of metal atoms in the volume V.

The wave function for a multielectron is represented by the Slater determinant in
Eqn 4.25, which incorporates the Pauli exclusion principle, into the determinant of
an N � N matrix composed of single-electron atomic wave functions. Thus, the multi-
electron wave function is antisymmetric in the interchange of any pair of atomic wave
functions. The functions j~kð~rÞ are single-electron wave functions, where the subscript
also implicitly includes the electron spin to designate the quantum state of the electron.
The normalized N particle wave function can be defined as

Jð~r1;~r2;~r3;.~rNÞ ¼

1ffiffiffiffiffi
N!

p det

�������������

j~k1;s1
ð~r1Þ j~k2;s2

ð~r1Þ / j~kN ;sN
ð~r1Þ

j~k1;s1
ð~r2Þ j~k2;s2

ð~r2Þ / j~kN ;sN
ð~r2Þ

« « / «

j~k1;s1
ð~rNÞ j~k2;s2

ð~rNÞ / j~kN ;sN
ð~rNÞ

�������������
:

(4.25)

For any two states taking the same quantum number values ðe:g:; ~k1; s1 ¼ ~k2; s2Þ
the determinant vanishes, thus enforcing Pauli’s principle.

The quantum mechanical kinetic energy operator for the N electron system is
defined as

bTKEðNÞ ¼
XN
i¼1

� Z2

2m
V2
i : (4.26)
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Each term is a single-electron contribution. The average value is expressed as

TKEðNÞ ¼
Z

J�ð~r1;~r2;~r3;.~rNÞbTKEðNÞ

�Jð~r1;~r2;~r3;.~rNÞd3~r1d3~r2.d3~rN

¼ N
X
~k;s

ZZZ
� Z2

2m
j�
~k;s

ð~rÞV2j~ksð~rÞd3~r:

(4.27)

The last single-electron integral is a consequence of the identical contribution for

each electron. The sum over quantum numbers ð~k; sÞ reflects the properties of the
Slater determinant. The single particle properties assume orthogonality of the set of
wave functions.

To be specific, consider the free electron wave function as a normalized plane-wave
function:

j~k;sð~rÞ ¼ 1ffiffiffiffi
V

p ei
~k~r$js >; j�

~k;s
ð~rÞ ¼ 1ffiffiffiffi

V
p ei

~k~r$< sj: (4.28)

The bra (js>) and ket (<sj) notation is adopted for the spin coordinate; the inner
product, a bra and ket, has the following orthogonality property:

<sjs0>¼ ds;s0 : (4.29)

The sum over wave vectors is transformed into an integral using the relationX
~k;s

0
2V

ð2pÞ3
ZZZ

.d3~k: (4.30)

The factor of two assumes that the integrand is independent of the spin coordinate.
This restriction is true of the kinetic energy discussed above. For a single particle wave
function, the zero temperature kinetic energy is given by

TKEðNÞ ¼ 2V

ð2pÞ3
Z2

2m

ZZZ
k2d3~k ¼ 1

5
V

ðpÞ2
Z2

2m
k5F ¼ 3

5
NEF: (4.31)

In the last equality, the Fermi wavenumber is used to define the Fermi level

EF ¼ Z2

2m k
2
F. Recall that the Fermi wavenumber, defined in Eqn (4.24) is a function

of the free electron density.
In a noninteracting electron system, the internal energy of a system is determined

from the kinetic energy. The kinetic energy vanishes as V goes to infinity; therefore,
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there is no energy of cohesion in the model. The inclusion of interactions among the
constituents in a material leads to additional attractive contributions to the internal en-
ergy that can have a minimum value at a finite volume, and this stabilizes the material.
The Jellium model incorporates Coulomb interactions among the constituents with the
proviso that the ion density is uniform throughout (i.e., nion is constant). The internal
energy for Jellium is composed of three additional terms

U ¼ TKE þ Vion�e þ Vion�ion þ Ve�e;

The Coulomb interaction energy among the smeared ions is

Vion�ion ¼ 1
2

ZZZ
nion

e2

4pε0j~r �~r 0j niond
3~rd3~r 0: (4.32)

It is not affected by the electronic wave function and appears as a constant shift of
the electron internal energy.

The interaction energy between electrons and ions is

Vion�e ¼ �
X
~k;s

ZZZ
nion

e2

4pε0j~r �~r 0j
���j~k;sð~rÞ���2d3~rd3~r 0: (4.33)

In this expression, the nuclei play the role of applying a smeared Coulomb field
acting on the electrons. The integrand contains the electron density defined as ne ¼P
~k;s

���j~k;sð~rÞ���2, which, analogous to the kinetic energy contribution, is composed of a

sum of single-electron wave functions. The electroneelectron interactions have a
richer form based on the Slater determinant. There are two electron contributions
appearing in the integrals:

Ve�e ¼ 1
2

X
~k;s

X
~k
0
;s0

ZZZ ���j~k;sð~rÞ���2 e2

4pε0j~r �~r 0j
���j~k 0;s0 ð~r 0Þ

���2d3~rd3~r 0
� 1
2

X
~k;s

X
~k
0
;s0

ZZZ
e2

4pε0j~r �~r 0jj~k 0;s0 ð~rÞj�
~k;s

ð~rÞj~k;sð~r 0Þ

� j�
~k
0
;s0 ð~r 0Þds;s0d3~rd3~r 0:

(4.34)

The first term corresponds to the classical repulsion that two electron densities in
the same locality would experience. The last term is a consequence of the Pauli exclu-
sion principle that no two Fermions can occupy the same state (including the spin de-
gree of freedom). This is called the exchange term and it has no classical analog. It is
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present because of the antisymmetrized Slater determinant. Note that this term is only
nonzero when the spins on the two wave functions are the same.

Invoking the plane-wave electron wave functions to calculate the interaction
contributions, the Coulomb terms cancel one another (n ¼ nion) and the internal
energy is

U ¼ 3
5
NEF � 1

ð2pÞ6

�
ZZZ �ZZZ

e2

4pε0j~r �~r 0j e
i
�
~k�~k 0

	
$ð~r�~r 0Þd3~rd3~r 0

�
d3~kd3~k

0
:

(4.35)

The second term is the exchange term and it is evaluated by transforming the six-
dimensional spatial integral in parentheses to “center of mass” and relative coordi-
nates. The integral over the center of mass yields the volume V and the integral
over the relative coordinates is the Fourier transform of the Coulomb potential of a
point charge, which is

e2

ε0

���~k �~k
0���2: (4.36)

The six integrals over the wave vectors are likewise evaluated by decomposing the
variables into center of mass and relative coordinates. The center of mass coordinate
integral is 4p

3 k3F and the relative integral has the value 4pkF. After some reorganization
of the last expression, the internal energy is

U ¼ N

�
3
5
EF � 3e2kF

16p2
ε0

�
: (4.37)

This result is elegant and simple and a useful physical quantity for deriving addi-
tional results. The cohesion energy of a metal is primarily based on electrons that
do not share a bond with a specific atom but instead are delocalized throughout the
volume. The lack of bond-specific interactions in metals is what endows them with
their ductility and malleability. The internal energy is a thermodynamic quantity.
The electron pressure is defined by

P ¼ � vU

vV

����
N

¼ N

�
2
5
EF � e2kF

16p2
ε0

�
: (4.38)

The first term is the repulsive free electron contribution and the exchange term
lowers the pressure. In equilibrium, the pressure is zero in this expression. The electron
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pressure is used to derive the bulk modulus, which measures the compressibility or
rigidity of the metal. Equation (4.38) has serious drawbacks; for instance, it does
not differentiate between elements. Additional effects were included to remedy this
deficiency, such as correlated energy and core repulsion effects.

It is instructive to minimize the internal energy with respect to the Fermi wavenum-
ber. The value of the wavenumber at the minimum is

kF;min ¼ 5
4pa0

; (4.39)

where the denominator is expressed in terms of the Bohr radius a0 ¼
4pε0Z

2

me2 ¼ 0:0529 nm. The Fermi wavenumber is a function of the electron density. For
multivalent metal the electron density is n ¼ z natom with natom the atomic density of
the material and z is the electron valence (z ¼ 1 in monovalent metals, z ¼ 2 in divalent
metals etc.). The atomic density is related to the WS radius, rws which is defined as the
radius of a sphere around a single atom:

Vws ¼ 4p
3
ðRwsÞ3:

The atomic density is natom ¼ 1/Vws. Using these relations, the Fermi

wavenumber is related to the WS radius as kF ¼
�
9pz
4

�1=3
1
Rws

. Using Eqn (4.39),

the WS radius (z ¼ 1) is 0.255 nm and the internal energy minimum is
Umin
N ¼ � 15

16p2 E1 ¼ �1:29 eV, the symbol E1 is the ground-state energy of the
hydrogen atom (13.6 eV). An estimate of lattice constant is determined by doubling
the WS radius. The lattice constant depends weakly on the electron valency in the
unit cell, but it does not depend on specific properties of the elements.

The severe shortcomings of the model have resulted in a reexamination of the un-
derlying assumptions, and corrections have been added. For instance, using the many-
body theory, Low and Pines derived an additional contribution called the correlation
energy. It is a small correction to the energy and the lattice constant, but it has the trou-
blesome logarithmic divergence at large radii. The contribution of the Coulomb energy
between the charges in a WS volume is another physical effect; the mutual repulsive
effect between electrons in the core is represented as a repulsive constant potential core
of radius Rc. The effective ion-electron potential is represented in Figure 4.9. The
potential has the form

VðrÞ ¼

8>><>>:
�1
4pε0r

; r > Rc

0; r < Rc

(4.40)
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The potential introduced by Ashcroft is called a pseudopotential to repel the elec-
trons from the core region. By pursuing these corrections, more faithful correspon-
dence can be constructed with experimental results. We do not pursue those here;
the literature and books can be consulted for further results.

The tight binding approximation is described in Supplement B. Here a simple
example is considered by adopting only a single s wave electron orbital basis. The
wave function is a summation over the single electron atomic wave function jsð~rÞ
has the Bloch wave function has the form (M ¼ 1)

F~kð~rÞ ¼ a~kjsð~rÞ: (4.41)

The TBM, Eqn (4.B13), reduces to a single equation of the form

�
E~k � Es

�
a~k ¼

 XNN
n¼1

xss
�
~Rn
	
ei
~k$~Rn

!
a~k: (4.42)

The wave function overlap integral is restricted to nearest neighbor (NN) sites as
shown by a sum over nearest neighbors; the positions ~Rn are atom displacement posi-
tions relative to the central atom; the structure function defines the electron wave vec-
tor dependence of the band structure, defined by

f
�
~k
�

¼
XNN
n¼1

ei
~k$~Rn : (4.43)

Its form is specific to the symmetry of the lattice. Consider two cases: an SC lattice
and an FCC lattice. The SC lattice has six nearest neighbors, (�a, �a, �a), and the
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Figure 4.9 Core repulsion potential for the valence electrons.
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FCC lattice has 12 nearest neighbors, (�a,�a, 0), (�a, 0,�a), (0,�a,�a). The single
energy band function is

E~kðSCÞ ¼ Es � 2xssðcos ðkxaÞ þ cos ðkyaÞ þ cos ðkzaÞÞ; (4.44)

E~kðFCCÞ ¼ Es � 2xssðcos ðkxaþ kyaÞ þ cos ðkxa� kyaÞ þ cos ðkyaþ kzaÞ
þ cos ðkya� kzaÞ þ cos ðkxaþ kzaÞ þ cos ðkxa� kzaÞÞ:

(4.45)

The band structure for the two geometries is plotted in Figure 4.10. The height of
the band is adjustable by modifying the overlap coefficient xss. The itinerary chosen
depends on the lattice symmetry. The wave vector follows the line connecting the
two endpoints. The SC lattice itinerary GXMRG shows the shape of the energy eigen-
values along one path. The width of each segment between two symmetry points is the
length of the wave vector’s path for that segment. The itinerary WKGLUXG of the
FCC lattice has more segments as it captures all of the high-symmetry points.

The noble metals copper, silver, and gold are commonly a material component in
nanophotonic systems because of their useful optical properties. The noble metals
appear in the IB column of the periodic table and they are grouped together with
so-called transition metals, which have d shell, s shell, and p shell valence electrons.
Note that the noble metals form an exception to Hund’s rule: the d state is not closed
and one electron instead occupies an s state in the n þ 1 shell. The d state wave func-
tions are more tightly bound to the nucleus than the open shell s state/p state wave
functions, which means that in the tight binding calculations, d state bands are nar-
rower than sp state bands. The electronic density of states (DOS) illustrated in
Figure 4.11 depicts contributions from sp and d states. The Fermi level separates
the filled from the unfilled states at zero temperature. As discussed earlier, the Pauli
exclusion principle prohibits the occupation of any state by more than two electrons.
In the parlance of chemistry, the states having lower energies are bonding orbitals for

Γ Γ Γ ΓX

E
(k

)

E
(k

)

M R W K L U X

(a) (b)

Figure 4.10 Band structure for a single band approximation: (a) SC lattice and (b) FCC lattice.
The width of the band is determined by the value of the overlap coefficient xss.
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the sp and d states, and the antibonding orbitals are found at the higher energies. In
other words, the states below the Fermi level are bonding states.

Copper, silver, and gold are monovalent metals forming an FCC lattice. The indi-
vidual atoms have filled d shells and one electron in the s shell (Cu(3d104s1),
Ag(4d105s1), Au(5d106s1)). The d band and sp bands overlap in the metals, as indicated
in Figure 4.11. The d states are more tightly bound to the nucleus; hence, their elec-
tronic DOS is narrower. Furthermore, because there are more electronic states for
the d orbitals, the DOS is higher than the sp state band DOS.

For the noble metals, intraband transitions (sp state to sp state) are responsible for
the free electron-like behavior using an electron mass close to the free electron value.
At long wavelengths, the intraband transitions near the Fermi level dominate the
optical properties. The interband d state to sp state transitions contribute to the optical
properties when the photon energy can promote d band electrons to an unoccupied
state above the Fermi level, Zu > DEd (indicated in Figure 4.11). As a consequence,
there will be nonfree electron contributions to the dielectric function. The interband
transitions contribute to an increase in the absorption losses; the free electron (i.e.,
Drude) model predicts that the imaginary contribution to the dielectric function
decreases as the inverse cube of the photon energy. The free electron behavior
expected of intraband transitions is apparent for the noble metals for photon energies
below 2 eV. The value of the imaginary part of the dielectric function, ImfεðZuÞg,
plotted for the noble metals in Figure 4.12, increases as the interband transitions
contribute to electron dynamics, which is approximately 2 eV for Cu and Au and
3.7 eV for Ag.

4.4 Semiconductors

In the context of electronic band structure, a semiconductor is characterized by a filled
valence band and empty conduction band; the two bands are separated from one

EEF

D
O

S

sp state

d state

EdΔ

Figure 4.11 Schematic of the electronic sp and d band DOS for transition metals. The Fermi
level lies within the s band and the top of the d band DOS is indicated by the energy DEd.
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another by an energy bandgap (Eg). There is no typical bandgap energy for a semicon-
ductor material. As the bandgap approaches zero, the material exhibits properties of
semimetals. As the bandgap becomes larger, the material approaches the properties
of an insulator. The room temperature conductivity of a semiconductor is typically
in the range of 10�8e103 (U m)�1. This range distinguishes a semiconductor from
an insulator, such as diamond from a semiconductor such as Si or Ge or a semimetal,
such as Bi or graphite. Below the lower end of the range, the material is an insulator
and above it the material is classified as a semimetal (conductivity range
103e106 (U m)�1) or a metal.

Electrical conductivity is one measure that can be used to classify a material. For a
semiconductor, the electrical conductivity of a semiconductor is determined by the car-
rier density in the conduction band, which is proportional to the Boltzmann distribu-
tion function of the bandgap energy and the temperature T: n f exp(�Eg/kBT), where
kB is the Boltzmann constant. Typical electron concentrations for semiconductors are
104e1014/cm3, for metals it is 1022/cm3, for semimetals it is 1018/cm3, and for insula-
tors it is less than 104/cm3.

Table 4.4, containing semiconductor bandgap properties, illustrates the range that is
available from a selection of elemental and binary compound materials. The elemental
solids Si and Ge are Group IVA semiconductors, simply referred to as Group IV; the
Group IV carbon allotrope diamond is also included for comparison. Diamond with a
large bandgap is classified as an insulator, but its other allotropes are technologically
interesting in nanophotonic’s devices. The binary semiconductors are drawn fromGroups
IIIeV and IIeVI of the periodic table. Table 4.4 also lists the crystal structure, the clas-
sification of the material as a direct (D) or indirect (I) bandgap material, and the bandgap.
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Figure 4.12 The imaginary portion of the dielectric for the noble metals (Cu, Ag, Au) as a
function of photon energy.
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There are three crystal structures listed in Table 4.4. In the diamond lattice structure,
the atoms have four nearest neighbors; the diamond lattice is a non-Bravais lattice type
that is related to the FCC lattice with two atoms per unit cell. One atom pair occupies the
FCC lattice site and the second is displaced by a quarter of the edge length a in the (111)
direction (i.e., 1

4 aðbx þ by þ bzÞ). The zincblende structure denotes the periodicity of
binary compound materials; it is equivalent to the diamond structure with the replace-
ment of the atom pair by different elements (e.g., Ga and As). The diamond and zinc-
blende structures are shown in Figure 4.13(a). The wurtzite structure is a non-Bravais
lattice that has the symmetry of the hexagonal lattice with two atoms per lattice site.
The wurtzite structure is illustrated in Figure 4.13(b).

An empirical TBM for calculating semiconductor band structures with sp3 covalent
bonding and an additional excited s state added (the so-called sp3s* model) is discussed
in Supplement C. The method restricts overlap integral contributions to nearest-neighbor
atoms and uses on-site energy eigenvalues obtained from free atom orbital energies
(i.e., only weakly dependent on the local environment and experimentally derived
overlap parameters). Selected electronic band structures of materials with a diamond
or with a zincblende lattice are shown in Figure 4.14. The “simple” TBM is able to cap-
ture the main features of indirect and direct bandgap semiconductors; a discussion of the
TBM is available in Supplement B with examples presented in Supplement C. It has
been applied to Group IV elements and IIIeV and IIeVI direct and indirect gap

Table 4.4 Selected material bandgaps

Element
groups Material

Crystal
structure Bandgap type

Bandgap
(eV)

IV C D I 5.4

IV Si D I 1.12

IV Ge D I 0.66

IIIeV GaAs ZB D 1.42

IIIeV InAs ZB D 0.35

IIIeV InP ZB D 1.34

IIIeV InSb ZB D 0.17

IIIeV AlAs ZB I 2.17

IIIeV GaN ZB/W D 3.2/3.39

IIIeV GaP ZB I 2.26

IIeVI ZnS ZB/W D 3.534/3.91

IIeVI ZnSe ZB D 2.82

IIeVI ZnTe ZB D 2.24

Crystal structure: D, diamond; ZB, zincblende; W, wurtzite. Bandgap type: I, indirect; D, direct.
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compound semiconductors. The model input is based on the available empirical data at
selected symmetry points.

In each example, the top of the valence is at 0 eV. The bandgap is emphasized by a
rectangular band. Silicon and germanium are indirect bandgap semiconductors. The
featured band structures miss several details that can be captured by extensions.
One feature of multielectron interactions is spineorbit coupling, which is ignored in
the images in Figure 4.14. The placement of the bands with spineorbit coupling alters
the valence band characteristics.

4.4.1 Doping

Semiconductors are noted for their ability to incorporate doping impurities into their
lattice. The electrical and optical properties of semiconductors can be modified by

(a) (b)

Figure 4.13 Zincblende/diamond structure and the wurtzite structure.
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Figure 4.14 TBM based on five states per atom called the sp3s*. See Supplement C for details.
After Vogl et al. [1].
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doping with atoms. Impurities can either donate an electron to the conduction band,
so called donors create n-doped materials, or accept an electron from the valence
band, which are thereby dubbed acceptors. Acceptors create p-doped materials
with holes in the valence band left by the captured electrons. Modern electronics
nanotechnology places p- and n-doped silicon to form a pn junction interface to fabri-
cate diodes or transistors. However, pn junctions are also important for photonic de-
vices, such as solar cells, semiconductor lasers, and photodetectors. Junctions made
from the same material (e.g., silicon) are called homojunctions. Junctions made from
different materials (e.g., alloys of AlGaAs) are called heterojunctions.

4.4.2 Group IV

Group IV elements have electronic orbitals that can be expressed in the form [X]
ns2np2, n ¼ 2, 3, 4. The X in square brackets contains the closed electronic shells
for the element. The diamond lattice has tetrahedral coordinated atoms, which sug-
gests an obvious sp3 hybridization of the valence electrons to form covalent bonds.

4.4.3 Carbon [He]2s22p2

The building blocks of life on Earth owe their existence to the abundance of carbon.
Carbon is a versatile and abundant material with four carbon allotropes widely
mentioned in the nanotechnology literature: diamond, graphene or graphite, Buckmin-
ster fullerenes or simply Buckyballs, and carbon nanotubes. The list in Table 4.5 dis-
plays prominent carbon allotropes and their dimensionality. The table demonstrates
some of the complex structures that can be formed that span all of the dimensions
from extended three-dimensional crystals to zero-dimensional molecules.

4.4.4 Diamond

Diamond is the hardest natural material on earth. Synthetic diamonds are made on an
industrial scale for use as abrasives. In nature, the diamond phase is formed at high
temperatures and high pressures. The diamond synthesis process involves using
specially designed anvils to achieve the growth conditions required by the carbon
phase diagram. Carbon atoms are covalently bonded with four other carbon atoms
in a network that forms a crystalline network. The diamond lattice with two atoms
per unit cell is related to the Bravais FCC lattice. The lattice is named the diamond
lattice.

The electronic bonds between the carbon atoms are formed from sp3 hybrid orbitals.
The combination of four atomic orbitals have the tetrahedral symmetry of the bond
directions for the diamond lattice. The diamond band structure in Figure 4.14 has a
large bandgap (5.5 eV) separating the fourth and fifth bands. Surprisingly, although
diamond is an electrical insulator, it also has excellent thermal conductivity. This
property has promoted diamond thin film applications as a heat sink layer to help
cool electronic and photonic devices. Diamond films can be synthesized using chem-
ical vapor deposition (CVD). Despite its large bandgap, diamond can be doped with
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impurities to endow it with semiconductor electrical properties. It can be p doped using
boron impurities that are introduced during the deposition process. On the other hand,
n doping using nitrogen is problematic because the donor doping level is deep
compared with thermal energy, and few electrons are released from the trap state
and excited into the conduction band.

Table 4.5 Four carbon allotropes

Dimensionality
Allotrope
name Image

3 Diamond,
graphite

2 Graphene

1 Carbon
nanotubes

0 Buckminster
fullerenes

Images created by Michael Str€ock.
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4.4.5 Graphene

Graphite is a completely different structure in comparison with diamond. The carbon
atoms have three nearest neighbors and align themselves in a two-dimensional sheet
forming a honeycomb lattice. In this material, the electrons hybridize into the planar
symmetry of sp2 orbitals. The sheets stack up to form a three-dimensional structure
called a hexagonal lattice. As the image in Table 4.2 suggests, the stacked layers are
weakly bonded and can be slid over one another by applying a shear stress. The stacked
layers form a very soft material that has been used for millennia for writing. The word
graphite is derived from the Greek meaning “writing stone.” Graphite powders also
form excellent dry lubricants and have a property called superlubricity that is a manifes-
tation of the sheets sliding effortlessly over one another after local bonds between them
have been broken. Moreover, graphite has a high electrical conductivity because of the
unbonded valence electron; this makes it useful as an electrode material in arc lamps.

The isolation of the two-dimensional allotrope of carbon graphene was first re-
ported in 2004 by Andre Geim and Konstantin Novoselov. The discoverers isolated
a single layer from graphite using sticky tape and transferred the layer to a substrate
in their extensive studies of its physical properties. They received the Nobel Prize in
2010 for the discovery. In earlier attempts at single-layer graphene synthesis, it was
electronically bonded to a substrate, which altered its electrical properties. Single-
layer graphene has several unusual properties including an electrical conductivity
10 times higher than silver and mechanical strength 100 times higher than steel.

Electrically graphene is a semimetal with a zero bandgap between the valence and
conduction bands. The effective mass of the electrons inferred from the band structure
is zero, and they are described by a two-dimensional analogue of the Dirac equation,
rather than the usual Schr€odinger equation. In other words, the energy-momentum
dispersion relation is linear for graphene converging to so-called Dirac points at
zero momentum. This is in contrast to the quadratic energy-momentum dispersion
relationship expected from Schr€odinger’s equation.

Graphene has three nearest neighbors, 120� bond angles, and a lattice constant
a ¼ 0.246 nm. This makes graphene a prototypical example of a material with sp2 co-
valent bonding of the valence atomic orbitals. These covalent bonds make single
sheets mechanically strong. However, stacking graphene sheets builds the graphite
solid that is familiarly used in pencils because of its very soft nature. This property
is an indication that the bonding between graphene layers is a weak bond using the
unfilled valence pz orbital and van der Waals forces. The unfilled pz orbital is also
responsible for the unusual electronic properties of a single sheet of graphene.

Graphene has the geometry of a honeycomb lattice structure as shown in
Figure 4.15. The honeycomb lattice is related to the previously discussed triangular
lattice in the following way. There are two sets of circles in Figure 4.15 distinguished
by different shading. Each set of circles form a triangular lattice with primitive
lattice unit vectors~a1 and~a2. The second triangular lattice is displaced from the first

by a displacement vector ~d1. The length of the primitive unit vectors is a and
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���~d1��� ¼ a=
ffiffiffi
3

p
. A hexagon is drawn in the figure to emphasize that the lattice sites are

connected to form a set of contiguous hexagons; this is called a honeycomb lattice.
Each atom has three nearest-neighbor atoms and bond angles are 120�.

The band structure of graphene due to the pz orbital has interesting and unusual
properties. Using the TBM, the energy band structure derived in Supplement C has
the following form (DV is the overlap integral contribution):

E~k� ¼ E0 � DV

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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�
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�
cos

 
ky

ffiffiffi
3

p
a

2

!vuut : (4.46)

Surface plots of the energy bands in Figure 4.16 demonstrate that graphene is a per-
fect semimetal with touching valence and conduction bands. The two bands touch at
the six K points at the edge of the BZ and have intersecting dispersion curves at the
Dirac point. Near a Dirac point, the energy is a linear function of the wave vector
yielding back-to-back cones that touch at the point. This functional behavior is the
same as expected for a free, massless Fermion particle solution of Dirac’s equation;
thus, the name Dirac point has been coined for the touching points. In contrast, the
shape of the band edges of many three-dimensional materials, as seen for all cases
shown in Figure 4.13, is parabolic.

At the Dirac points, the electronic DOS vanishes and the pz states share one elec-
tron, to fill the band up to the Dirac point, which is the Fermi level. The (antibonding)
states above the Dirac point are empty. These properties make graphene an ideal
example of a semimetal.

a2

a1

d1

Figure 4.15 Graphene honeycomb lattice structure. Primitive cell lattice vectors f~a1; ~a2g of the
triangular lattice are drawn and the displacement vector,~d1, for the second lattice is also drawn.
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Figure 4.16 Graphene band structure. There are six Dirac points at K symmetry points on the edge of the BZ. A region around one of the points is
enlarged to accentuate the cone-shaped band structure around the Dirac point.
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4.4.6 Carbon nanotubes

Carbon nanotubes (CNTs) are structurally related to graphene by rolling the sheet into
a cylindrical form. The strength and electrical properties of CNTs are also determined
by the sp2 bonds; thus, CNT properties are similar to those of graphene. Two important
designations of this carbon allotrope are the single-walled carbon nanotube (SWCNT)
and the multiwalled carbon nanotube (MWCNT). SWCNTs are closed tubes for which
the length is defined by a displacement vector from one side of the cut to the other,
~Cn;m ¼ n~a1 þ m~a2, as illustrated in Figure 4.17. The variables (n,m) are integers

and ~Cn;m is called the chiral vector. The symmetry axis of the cylinder is perpendicular
to the chiral vector. Two special cases are commonly defined: the zigzag SWCNTs
defined by (n,0) and the armchair SWCNT (n,n). The circumference of the CNTs is

Cn;m ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p
: The length of the tubes can extend to more than

100 million lattice constants. The diameter of nanotubes are indeed on the order of
nanometers in size.

The electronic properties of SWCNTs are sensitively dependent on the (n,m) vari-
ables. SWCNT band structure can be classified as semiconducting to metallic. When
jn � mj ¼ 3p, where p is an integer, the electronic properties are metallic; therefore,
all armchair SWCNTs are metallic. For other values of jn � mj, the SWCNTs are
semiconducting. Of course, because the aspect ratio of length to diameter is much
greater than unity, the electronic and optical properties are highly anisotropic.

Two varieties of MWCNTs are widely reported. One variety is a nesting of
SWCNTs around one another and may be called a Matryoshka MWCNT. Of
course, the Matryoshka is the hollow Russian wooden doll that contains other
smaller hollow wooden dolls inside of them. The second variety is the jellyroll
MWCNT, in which a single graphene sheet is rolled in a spiral shape several times
around a central axis.

Optical studies of CNTs reveal their electronic structure to characterize the samples.
Measurements of optical absorption, photoluminescence, and Raman scattering
spectra reveal the specific characteristics of a sample. The electronic DOS with a
high narrow peak at discrete energies has the properties of other one-dimensional

Armchair (4,4)

Zigzag (6,0)

Cnm = na1 + ma2

Figure 4.17 Cut lines that join to form two types of CNTs.
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electronic systems. The electronic DOS of single CNTs are probed using scanning
tunneling microscope measurements (see Chapter 6 for further details), which confirm
their expected peaked features. CNTs have potential applications in electronics and
photonics that make it an active field of study. Applications have been proposed
to design and make photodetection, energy harvesting, and light-emitting devices.
However, they have shown interesting nonlinear optical properties that can make
them useful elements to mode-lock or Q-switch lasers.

CNTs are now commercially available. They are synthesized using different technol-
ogies: arc discharge, laser ablation, andCVD. TheCVDmethodwith its variants has been
widely used to synthesize CNTs; the substrate is covered with metal nanopatches, which
serve as a catalyst that seeds CNT growth. The diameter of the CNT is controlled by the
nanopatch size. CNT growth is often randomly oriented from the substrate patches;
however, plasma-enhancedCVDcreates a forest of alignedCNTs that cover the substrate.
These methods produce a distribution of diameters with either or both SWCNT and
MWCNT types. Many applications of CNTs depend on purifying the samples to a single
diameter and chirality. Several techniques have been proposed for sorting SWCNTs,
including ultracentrifuge, gel filtration, and chromatography techniques. Individual
nanotubes can align themselves into chains bound through van der Waals forces.

4.4.7 Buckminster fullerenes

Buckyballs, a shorter name for Buckminster fullerenes, are a cluster of covalently
bonded carbon atoms with atoms placed at the vertices of pentagons and hexagons;
the shape of a buckyball resembles a soccer ball. The name applies to the structure
with 60 carbon atoms, but there are stable carbon-based structures, notably with 70
atoms. There are two bond lengths for C60: the pentagons with single electron bonds
have a bond length of 0.144 nm and there are three double electron bonds on the
hexagons with a bond length of 0.14 nm. They were first identified in 1985 by using
laser ablation of a graphite target and mass spectroscopy to identify the products. In
1996, Richard Smalley, James R. Heath, and Harold Kroto were awarded a Nobel
Prize for their discovery. Buckyball applications have been impeded by the availability
of large and inexpensive quantities of the product. The Kr€atschmereHuffman method
is an arc discharge heated using carbon rods in a helium atmosphere, which produces
gram quantities of C60 in the carbon soot formed during the process.

In solid form, buckyballs bind together by van der Waals forces to form an FCC
lattice. The weak binding makes a C60 solid a soft material at atmospheric pressures.
The solid forms a direct bandgap semiconductor with a 1.9-eV bandgap. When metal
atoms are placed at interstitial positions in a C60 solid, it becomes a conductor, and at
low temperatures (w20e30 K) the compounds A3C60 (A ¼ K, Rb, Cs as single ele-
ments or in combination) transition to a superconducting state.

4.4.8 Silicon [Ne]3s23p2

The rise of silicon is one of the most fascinating success stories chronicled in the his-
tory of technology. It has become the quintessential semiconductor material for
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electronic applications. Because of silicon’s technological preeminence, a worldwide
scientific effort was supported over many decades to measure and catalog its funda-
mental properties. Table 4.6 lists a few electronic properties of silicon; however,
the data does not really reveal silicon’s exceptional technological importance. For
instance, although it has an indirect bandgap, silicon has found commercial uses in
photonic devices, such as photodetectors and solar cells.

Silicon is a major element available in the Earth’s crust (see Figure 1.2). Its abun-
dance and electronic properties make it an ideal material that launched the microelec-
tronics revolution. The main raw material for growing silicon crystals is silica or
amorphous silicon dioxide. It is a tetravalent chemical with four valence electrons.
It has an atomic number of 14 with the inner shells (1s, 2s, 2p) filled. The 3s shell
is also filled and the 3p shell has two electrons out of a possible six electrons to be
filled. It crystallizes to a solid with diamond lattice symmetry. The simplified band
structure shown in Figure 4.14 is based on the sp3s* model. Some essential features
of silicon’s band structure are illustrated in Figure 4.18.

Silicon is commercially available in three grades. Silicon is separated from oxygen
at high temperatures using carbon electrodes in an electric arc furnace. The yield is
metallurgical-grade silicon, which is approximately 95% pure. The electronics indus-
try requires higher purity silicon for its products. Solar-grade (purity>99.9999%) and
electronic-grade (purity 99.9999999% or nine 9s) silicon can be directly made from
silica applying molten salt electrolysis.

Higher grade silicon can be refined from metallurgical-grade materials. The zone
melting technique exploits the properties of the phase diagram where equilibrium
coexists between a liquid and solid to collect impurities in the liquid region. The
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Figure 4.18 Selected features of silicon’s band structure along two wave vector directions from
the center (G) of the BZ: X ¼ <100> and L ¼ <111>. The heavy-hole (HH), light-hole (LH),
and split-off (SO) bands are the main features to the valence states. EG ¼ 3.4 eV, EL ¼ 2.0 eV,
ESO ¼ 0.044 eV. Illustration after http://www.ioffe.rssi.ru/SVA/NSM/Semicond/.
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process called zone melting refines metallurgical-grade silicon by locally melting a
small region or zone of the silicon ingot and slowly moving the liquid section to
one end of the solid. As the liquid part collects impurities, the melting temperature
of that section is raised. The impurities in the liquid plug are transported to one end
of the rod. The process is repeated to improve the purity. A localized zone can be heat-
ed by several methods, including direct flame heating and magnetic induction.

High-purity silicon is also formed using gaseous reactions from a silicon com-
pound. Perhaps the best known uses silane (SiH4) or silicon tetrachloride (SiCl4) reac-
tions to grow silicon films. High-concentration silane is a highly reactive material in air
demanding safe handling procedures. In fluidized beds, silicon tetrachloride forms
silicon films in a continuous process.

Silicon wafers are cut from silicon ingots or booles. Single crystalline ingots can be
made in large diameters using the Czochralski process. In this process, a crystal is
grown from a silicon melt by using a seed crystal that is slowly rotated and lifted
out of the melt. The rotation reduces the defect density in the crystalline material, pro-
ducing ingots of excellent quality. Dopants can also be directly added to the melt to
grow p- or n-doped crystals.

Silicon can be p-doped using boron or gallium impurities or n-doped using phos-
phorus or arsenic. The uses of silicon span many technologies from electronics to pho-
tonics. This makes silicon and other semiconductors useful for designing and
fabricating electronic and optoelectronic devices that use, say, diode action of a pn
junction (Table 4.6).

4.4.9 Compound semiconductors

Binary compound semiconductors are made from many elements; for instance, SiC
binds two group IV elements, but many can be recognized as elemental pairs taken
from either side of the Group IV elements. Examples of widely used compound semi-
conductors are GaAs, InSb, and GaN from the IIIeV element groups and CdS, ZnSe,
and HgTe from the IIeVI groups. Many bind together in the zincblende (FCC dia-
mond symmetry) or wurtzite (hexagonal symmetry) structures, as illustrated in
Figure 4.13. The crystals have the tetrahedral nearest-neighbor coordination that is
indicative of sp3 hybrid orbital covalent binding. Atoms from different groups of
the periodic table share electrons, which also endows the bonds with an ionic contri-
bution. Figure 4.14 shows exemplar band structures for binary compounds using the
sp3s* TBM discussion in Supplement C.

Compound semiconductors, such as GaAs and alloys have found commercial appli-
cations as optoelectronic devices. The direct bandgap of many makes them more effi-
cient light emitters. Fabrication methods can be adopted to alloy the elements to design
a specific bandgap and confine the carriers and modify their DOS. In this section, we
will confine our discussion to selected IIIeV compounds, which have widespread
applications throughout modern technology.

Simplified electronic band structure diagrams for GaAs and AlAs are illustrated in
Figure 4.19. GaAs has a direct bandgap and in AlAs the bandgap is indirect. These two
materials are important for technological reasons because their lattices are only slightly
different from one another, which is a requirement for growing epitaxial films, and
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their bandgaps are different. Epitaxy refers to crystalline film growth over a crystalline
substrate that is registered with the substrate lattice. An AlAs crystalline film deposited
on GaAs exhibits very little strain as the film gets thicker because of the matched lattice
constants. A diagram of the bandgap energy and lattice constants can be found in
Figure 4.20. Binary semiconductor compounds are denoted as points in the diagram.
The lines between two points show the change of the two parameters as the one atom is
substituted for another.

A larger lattice mismatch when one film is grown over another can lead to defects at
the interface in the bulk material that reduce optical and electronic device performance.
Figure 4.21 is a simple depiction of film/substrate interfacial characteristics.
Figure 4.21(a) is the ideal case of a coherent interface with minuscule lattice mismatch.
Placing two materials with different lattice constants will result in lattice strain. The
strain can be large enough that the lattices are incoherent and do not register their
atoms and the lattice is incoherently grown over the substrate, as shown in
Figure 4.21(b); the film lattice constant aF is different from the substrate lattice con-
stant aS. The thin film lattice may choose to accommodate the substrate lattice by form-
ing strong ionic/covalent bonds between the atoms on the two surfaces; this distorts the
natural lattice constant of the film lattice, as in Figure 4.21(c). The lattice, so distorted,
can be compressive (aF < aS) or under tension (aS < aF). However, when the film

Table 4.6 Electronic properties of selected semiconductors

Si GaAs AlAs InSb Units

Bandgap
type

I D I D

Bandgap
energy, Eg

1.12 1.42 2.17 0.17 eV

Electron
effective
mass

0.98 0.063 0.146 0.014 m0

Hole
effective
mass

0.49 0.51 0.76 0.43 m0

Static
dielectric
constant

11.7 12.9 10.06 16.8

Refractive
index
(Ew Eg)

3.42 3.3 2.86 4.0

Lattice
constant

0.5431 0.56533 0.56611 0.6479 nm

I and D denote the indirect and direct bandgap, respectively. m0 is the mass of the electron in free space.
Data taken from http://www.ioffe.rssi.ru/SVA/NSM/Semicond/.
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Figure 4.20 Bandgap energy (eV) vs. lattice constant (nm) for selected IIIeV compounds and
their alloys. The line connecting two points represents the change of the variables as one atom is
substituted for another. The dashed lines represent indirect bandgap regions. Open circles are
indirect bandgap binary compounds.
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Figure 4.19 Illustrated band structures for GaAs and AlAs along two wave vector directions
from the center (G) of the BZ: X ¼ <100> and L ¼ <111>. The heavy-hole (HH), light-hole
(LH), and split-off (SO) bands are main features of the valence states. EG ¼ 3.4 eV,
EL ¼ 2.0 eV, ESO ¼ 0.044 eV.
Illustration after http://www.ioffe.rssi.ru/SVA/NSM/Semicond/.
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thickness reaches a critical thickness, the film relieves the strain by forming disloca-
tions. In some cases, the dislocations can extend through the entire film, as shown
in Figure 4.21(d). Dislocations extending through the lattice are undesirable because
they affect electron dynamics throughout the bulk. When dislocations are formed, it
is desirable to confine them near the interface.

On the other hand, the effects of lattice strains can be harnessed to design high-
performance devices in which built-in strain layers modify the electronic properties
of heterostructures for very thin films (i.e., less than the critical thickness). Another
interesting growth mode of films with large mismatched lattice constants is the forma-
tion of islands; after a few monolayers are formed, the strain is relieved by atoms that
migrate to self-assemble into islands distributed over the wafer surface. This is called
the KranskyeKrastanov growth mechanism and is illustrated in Figure 4.21(e). The
islands are small enough to confine the carriers in all three dimensions (i.e., quantum
dots). For very high lattice mismatch, the islands can form directly without first form-
ing a few monolayers, a mode called the VolmereWeber growth mechanism.

Returning now to the bandgap diagram, the GaAs and AlAs are alloyed in the form
of a ternary compound AlxGa1�xAs; as Al content is increased, the bandgap of the
material increases. The substitution concentration of a few properties are given in
Table 4.7. The bandgap crosses from direct to indirect at x ¼ 0.45. Bandgap engineer-
ing and quantum confinement applications of AlGaAs require films that are narrower
than the critical thickness.

(a) (b)

(c) (d) (e)
Figure 4.21 Lattice drawings showing different interfacial atomic arrangements. (a) The
crystalline film lattice is coherently registered with the substrate lattice. (b) A nonregistered film
with different lattice constants. (c) The film lattice is distorted to fit the substrate crystalline
lattice constant. (d) The lattice remains misregistered but forms dislocations to relieve the strain.
(e) Island formation by the KranskyeKrastanov high lattice mismatch mechanism.
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Quaternary compound semiconductors provide another degree of freedom in
designing new devices. InP substrates are used to fabricate photonic devices, such
as light-emitting diodes, laser diodes, and photodetectors. The quaternary compound
InGaAsP materials are used to design and fabricate photonic devices around 1.5 mm
wavelength which is a dominant wavelength regime for fiber-optic communications
systems. InP has a bandgap of 1.35 eV and a lattice constant of 0.58687 nm at room
temperature. The ternary compound Ga0.47In0.53As is lattice matched to InP with a
bandgap of 0.75 eV and thin films can be grown over InP wafers. Furthermore,
lattice-matched thin film growth of the quaternary compound Ga0.47In0.53AsyP1�y

remains lattice matched to InP for all values of y allowing another degree of freedom
in bandgap engineering photonic devices. The energy bandgap change
(E ¼ 1.344 � 0.738 y þ 0.138y2 eV) can be used to refine designs and functionality
of multiple thin film devices.

Problems

1. The TBM for a single atomic state of a diatom molecule (e.g., H2) has a Hamiltonian with
the form

H ¼ ε

X
a¼1;2

ja >< aj þ Vðj1 >< 2j þ j2 >< 1jÞ:

Using the wave function,

J ¼
X
a¼1;2

caja >:

Table 4.7 AlxGa1LxAs parameters

Bandgap energy, G point (eV) Eg,G ¼ 1.424 þ 1.247x, x < 0.45
Eg,G ¼ 1.424 þ 1.247x þ 1.147

(x � 0.45)2, x > 0.45

Bandgap energy, L point (eV) Eg,L ¼ 1.708 þ 0.642x

Bandgap energy, X point (eV) Eg,X ¼ 1.900 þ 0.125x þ 0.143x2

Lattice constant (nm) a ¼ 0.56533 þ 0.00078x

Effective electron mass (m0) 0.063 þ 0.085x

Heavy hole mass (m0) 0.62 þ 0.085x

Light hole mass (m0) 0.087 þ 0.063x

Effective hole mass (m0) 0.51 þ 0.25x

Static dielectric permittivity 12.90 � 2.84x

The linear relationship between composition and bandgap energy is called Vegard’s law.
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a. Write the coupled equations for the wave function amplitudes {c1, c2}.
b. Solve the coupled equations to find the two energy eigenvalues.
c. Identify the eigenvectors {c1, c2} for each eigenvalue. The lowest eigenvalue corresponds

to a bonding ground state (i.e., no node) for V < 0 and the wave function has no nodes.
2. For the diatom in problem 1, include a contribution of the wave function overlap g.

a. Write the coupled equations using the TBM with the new terms added.
b. Solve the equations for the two eigenvalues.
c. Find the corresponding eigenvectors.

3. A triatom cluster is assumed to be either in a ring or linear geometry.
a. For both triatom geometries, extend the Hamiltonian with only one nearest-neighbor

overlap parameter V.
b. Find the energy eigenvalues for both cases.
c. Find the eigenvectors of the wave function amplitudes and comment on the bonding and

antibonding state energies.
4. An electron and a hole in GaAs combine to form a hydrogen-like atom are called an

exciton.
a. Calculate the ground-state binding energy and the ground-state Bohr radius of the three-

dimensional exciton. Use the following parameters: electron and hole effective mass:
mh ¼ 0.47 m0, and me ¼ 0.067 m0, relative dielectric constant: εr ¼ 13.

b. Find the same quantities as in part (a) or the two-dimensional exciton using the same
material parameters as in part (a).

c. From the results of parts (a) and (b), comment on the effects of quantum well confinement
on the exciton stability and size.

5. Hydrogen atom solutions can help us to understand the size of the wave functions. We
explore that aspect in this problem.
a. For the hydrogen atom, calculate the averages <r> and <r2> defined by

< rq > ¼
ZN
0

rqjRnlðrÞj2r2dr; q ¼ 1; 2:

Answers: <r � aB(3n
2 � l(l þ 1)) and <r2> a2Bn

2

2 ð5n2 þ 1� 3lðlþ 1ÞÞ. Note that the
size is reduced for higher angular momentum.

b. Plot the square of the radial wave functions (n ¼ 1, 2, and 3 with available l values) given
in Tables 4.A1 and 4.A2 to verify the trend in the average and variance of the radius from
part (a).

6. An infinite linear chain consists of two types of atoms (A, B) separated by the lattice constant
a; a segment is shown in the figure below.

A B A B A B A B
a

Using TBM with lattice site energies and nearest-neighbor overlap parameters {EA, EBVAB,
gAB},
a. Deduce the wave function amplitude equations for each sublattice (A, B).
b. Calculate the energy eigenvalues using Fourier methods and diagonalization of a 2 � 2

matrix.
c. Plot the two bands and restrict your wave vector to the first BZ.
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7. The phase velocity of a free electron in a solid is given by ~vp ¼ bku=k, where u is the
frequency that appears in the time-dependent wave function. Calculate the electron group
velocity ð~vg ¼ V

!
kuÞ and compare the result with the phase velocity.

8. Using the coefficients in Table 4.C2 calculate the band structure for C, Si, and GaAs by
numerically evaluating the 10 � 10 matrix given in Table 4.C1. Compare with the results
found in Figure 4.13.

Appendices

Supplement A: Quantum mechanical hydrogen atom

The hydrogen atom in its simple form is a nontrivial, solvable model of a system
that can be applied to many different problems. The quantum numbers were intro-
duced in the Materials chapter to demonstrate how they explain the properties of the
elements. It is surprising that such a simple model provides a deep understanding of
the chemical elements and the formation of molecules and solid-state symmetries.
Moreover, the hydrogen atom provides a model to understand the binding of elec-
tron and hole carriers in semiconductors, called excitons, and the binding of carriers
to impurities in a semiconductor. With that short exposition on the wide applica-
bility of the quantum model, let us proceed to examine the hydrogen atom in greater
detail.

Hydrogen atom in three dimensions

The hydrogen atom is a prototypical model that has found applications throughout sci-
ence and technology. In materials, its solutions form the basis of our understanding of
chemical properties organized in the periodic table and the hydrogen analogy gives
insight into the binding of electrons and holes to form excitons and the binding of elec-
trons to impurities in semiconductors.

We start by considering two charged particles with masses m1 and m2 and charges
Ze and�e, where Z is an integer and e is the charge of the electron. The positions of the
charges are~r1 ¼ ðx1; y1; z1Þ and~r2 ¼ ðx2; y2; z2Þ. The Schrodinger equation for the
two-particle system is�

� Z2

2m1
V2
1 �

Z2

2m2
V2
2 þ Vðj~r2 �~r1jÞ

�
j ¼ Ej; (4.A1)

where the Laplacian for each particle in Cartesian coordinates is

V2
a ¼ v2

vx2a
þ v2

vy2a
þ v2

vz2a
a ¼ 1; 2

and the potential is given by

Vðj~r2 �~r1jÞ ¼ � Ze2

4pε
1

j~r2 �~r1j: (4.A2)
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The parameter ε is the dielectric constant of the surrounding medium. Because the
potential only depends on the relative coordinates, the equation can be separated into
relative and center of mass coordinates

~r ¼ ~r2 �~r1 and ~R ¼ ðm1~r1 þ m2~r1Þ
ðm1 þ m2Þ : (4.A3)

Using this transformation in Eqn (4.A1), we find using a subscript to denote the
Laplacian in each coordinate system�

� Z2

2M
V2
R � Z2

2mr
V2
r þ VðrÞ

�
j ¼ Ej; (4.A4)

where M ¼ m1 þ m2 is the total mass and mr ¼ m1m2/(m1 þ m2) is the reduced mass.
The wave function is separated into functions of the center of mass and relative
coordinates,

jðR; rÞ ¼ jR

�
~R
	
jrð~rÞ: (4.A5)

The Schrodinger equation is separated into two equations

� Z2

2M
V2
RjR

�
~R
	 ¼ ERjR

�
~R
	
; (4.A6)

�
� Z2

2mr
V2
r þ VðrÞ

�
jrð~rÞ ¼ Erjrð~rÞ: (4.A7)

The first equation has the plane-wave solutions of a free particle. The wave func-
tions are written as

jR

�
~R
	 ¼ ei

~K$~R; (4.A8)

where ~K is the center of mass wave vector and the energy of the plane-wave state is

ER ¼ Z2

2M
K2: (4.A9)

Equation (4.A7) for the center of mass dynamics requires further detailed analysis.
Because of the symmetry of the potential, the natural choice for coordinates is the
spherical coordinate system~r ¼ ðr; q;fÞ. When the Laplacian is expressed in spher-
ical coordinates, Schrodinger’s equation is�

� Z2

2mr

�
1
r2

v

vr
r2

v

vr
þ 1
r2 sin q

v

vq
sin q

v

vq
þ 1

r2 sin2 q

v2

vf2

�
þ VðrÞ

�
jrð~rÞ

¼ Erjrð~rÞ:
(4.A10)
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The angular coordinate contributions to the Laplacian are related to the angular
momentum contribution to the particle dynamics. The angular momentum operator
is defined as

L2 ¼ �Z2
�

1
sin q

v

vq
sin q

v

vq
þ 1

sin2 q

v2

vf2

�
: (4.A11)

The wave function is separated into a product of functions that depend on the radial
and angular coordinates:

jrð~rÞ ¼ RðrÞYðq;fÞ: (4.A12)

The two parts of Schrodinger’s equation are

1
RðrÞ

��
d
dr

r2
d
dr

�
þ 2mr

Z2
r2ðEr � VðrÞÞ

�
RðrÞ

¼ � 1
Yðq;fÞ

�
1

sin q

v

vq
sin q

v

vq
þ 1

sin2 q

v2

vf2

�
Yðq;fÞ (4.A13)

There is a separation constant for the two sides, and we write this as two equations

1
RðrÞ

��
d
dr
r2

d
dr

�
þ 2mr

Z2
r2ðEr � VðrÞÞ

�
RðrÞ ¼ CY ; (4.A14)

1
Yðq;fÞ

�
1

sin q

v

vq
sin q

v

vq
þ 1

sin2 q

v2

vf2

�
Yðq;fÞ ¼ �CY : (4.A15)

The function Y(q, f) further separates the equations into a set of two ordinary
differential equations using the definition Y(q, f) ¼ P(q)H(f),

1
PðqÞ

�
1

sin q

d
dq

sin q
d
dq

�
PðqÞ þ CY ¼ 1

HðfÞ
d2HðfÞ
df2 : (4.A16)

First, consider the right-hand side, which is the equation for the azimuthal angle f,
and the function H(f) is periodic in 2p (i.e., H(f) ¼ H(f þ 2p)). Hence, the separa-
tion constant is taken as �m2,

d2HðfÞ
df2 ¼ �m2HðfÞ: (4.A17)

The solutions of Eqn (4.A17) are

HðfÞ ¼ eimf; m ¼ 0;�1;�2;. (4.A18)
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The equation for the polar angle q is

1
sin q

d
dq

sin q
dGðqÞ
dq

� m2

sin2 q
GðqÞ ¼ �CYGðqÞ: (4.A19)

This equation is the associated Legendre differential equation in canonical form
when the new variable s ¼ cos q is defined. The solutions are finite and normalizable
when the coefficient on the right-hand side is CY ¼ l(l þ 1). Equation (4.A19) is
written as

d
ds

�
1� s2

	 dGðsÞ
ds

� m2

1� s2
GðqÞ ¼ �lðlþ 1ÞGðqÞ: (4.A20)

This is the differential equation for associated Legendre polynomials. It has solu-
tions for l ¼ 0, 1, 2,. and the integer m is also restricted to the values
m ¼ �l, �l þ 1,., l. The solutions are associated Legendre polynomials,

GðqÞ ¼ Pm
l ðcos qÞ: (4.A21)

The solutions of Eqn (4.A20) form a set of orthogonal functions for different quan-
tum numbers called spherical harmonics, which are written as

Ym
l ðcos q;fÞ ¼ ð�1Þm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2lþ 1Þðl� mÞ!

4pðlþ mÞ!

s
Pm
l ðcos qÞeimf: (4.A22)

The numerical factors are chosen so that the integral is normalizedZZ
Ym
l ðcos q;fÞYm0�

l0 ðcos q;fÞdU ¼ dll0dmm0: (4.A23)

The spherical harmonics are closely connected with the angular momentum
operator defined by Eqn (4.A11). The z component of the angular momentum
operator is

Lz ¼ Z

i

�
v

vf

�
: (4.A24)

The angular momentum operators satisfy the following relations when operating on
the spherical harmonics:

L2Ym
l ðcos q;fÞ ¼ Z2lðlþ 1ÞYm

l ðcos q;fÞ; LzY
m
l ðcos q;fÞ ¼ mZYm

l ðcos q;fÞ:
(4.A25)
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In other words, the values (l, m) partially label the angular momentum properties of
the electronic state wave function.

The differential equation for the radial contribution to the wave function is�
d2

dr2
þ 2

r

d
dr

þ 2mr

Z2

�
Er þ e2

4pε0r

�
� lðlþ 1Þ

r2

�
RðrÞ ¼ 0: (4.A26)

Using the definition of the length a0 ¼ 4pε0Z2=½e2mr� and an energy constant
E0 ¼ e4mr=½2ð4pε0Þ2Z2� , the radius and energy can be scaled r ¼ a0q and
Er ¼ E0Es with the result�

d2

dq2
þ 2
q

d
dq

þ Es þ 2
q
� lðlþ 1Þ

q2

�
RðqÞ ¼ 0: (4.A27)

This is a form of Laguerre’s differential equation and can be cast into a new form by
the transformation F(q) ¼ u(q)/q,�

d2

dq2
þ Es þ 2

q
� lðlþ 1Þ

q2

�
uðqÞ ¼ 0: (4.A28)

The convergent solutions of the differential equation are found for negative and
discrete values of the energy given by

Es ¼ � 1
n2

; n ¼ 1; 2;. (4.A29)

The energy is the familiar Rydberg series of energy states and it is related to the
bound-state eigenvalues of the differential equation. The symbol n is called the prin-
cipal quantum number; the angular momentum integer eigenvalue l is restricted to
l < n. The energy eigenvalues are degenerate with a degeneracy 2(2l þ 1). The factor
of 2 accounts for the intrinsic pin 1 =

2
�
s ¼ �1

2

	
of the electrons; the electrons are part

of a family of particles called Fermions with half-integer intrinsic spin. The Pauli
exclusion principle prohibits the occupation of a quantum state (n, l, m, s) by more
than one electron.

The eigenfunctions with subscripts added to indicate the quantum state are

RnlðrÞ ¼ N nl

�
2r
na0

�l

L2lþ1
n�l�1

�
2r
na0

�
e�r=na0 : (4.A30)

The functions L2lþ1
n�l�1ðxÞ are Laguerre polynomials and the normalization constant

N nl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

2
na0

�3 ðn� l� 1Þ!
2n½ðnþ lÞ!�3

s
; (4.A31)
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is defined so that

ZN
0

jRnlðrÞj2r2dr ¼ 1: (4.A32)

Wave functions and atomic orbitals

The treatment of the hydrogen atom has applications across the fields of physics,
chemistry, and materials science. The organization of the elements in the periodic table
is a testament to the application of atomic orbitals beyond the hydrogen atom.

Selected radial and angular wave functions are provided in Tables 4.A1 and 4.A2.
The definition of the spherical harmonics in Eqn (4.A22) can be applied to deduce the
angular wave functions for negative values of the quantum number m.

Table 4.A1 Selected radial wave functions

n L Radial wave function

1 0 R10 ¼
0@ 2

a
3
2
0

1Ae�r=a0

2 0 R20 ¼
0@ 1ffiffi

2
p

a
3
2
0

1A�1� r
2a0

�
e�r=2a0

2 1 R21 ¼
0@ 1ffiffi

6
p

a
3
2
0

1A� r
2a0

�
e�r=2a0

3 0 R30 ¼
0@ 2ffiffiffiffi

27
p

a
3
2
0

1A 1� 2r
3a0

þ 2r2

27a20

!
e�r=3a0

3 1 R31 ¼
0@ 8

9
ffiffi
6

p
a
3
2
0

1A�1� r
6a0

��
r
3a0

�
e�r=3a0

3 2 R32 ¼
0@ 4

9
ffiffiffiffi
30

p
a
3
2
0

1A� r
3a0

�2

e�r=3a0
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In atomic physics, a letter symbol is used to designate the orbital angular mo-
mentum state. The s state is l ¼ 0, the p state is l ¼ 1, the d state is l ¼ 2, and additional
states f, g, h,., skipping the letter “j”, correspond to l values in ascending order.

Hydrogen atom in two dimensions

Under conditions where the charges are confined to two dimensions, the hydrogen
atom solutions are modified in important ways. For instance, this situation is relevant,
in quantum-confined structures called quantum wells, where confinement of an elec-
tron or hole, which forms an exciton, freezes out one degree of freedom in the kinetic
energy. The reduction of kinetic energy without affecting the Coulomb binding energy
results in an increased binding energy of the exciton in two dimensions.

In two dimensions, the Hamiltonian in the center of mass coordinates is�
� Z2

2mr

�
1
r

v

vr
r
v

vr
þ 1
r2

v2

vf2

�
þ VðrÞ

�
jrð~rÞ ¼ Erjrð~rÞ: (4.A33)

The wave function is separated into the radial and angular coordinates,

jrð~rÞ ¼ FðrÞGðfÞ: (4.A34)

The functionG(f) satisfies the differential equation with the separation variable m2,

v2

vf2 GðfÞ ¼ �m2GðfÞ: (4.A35)

The solutions are already familiar from the previous analysis,

GðfÞ ¼ eimf: (4.A36)

Table 4.A2 Selected angular wave functions

l M Angular wave function

0 0 Y0
0 ðq;fÞ ¼ 1ffiffiffiffiffi

4p
p

1 0 Y0
1 ðq;fÞ ¼

ffiffiffiffiffi
3
4p

q
cos q

1 1 Y1
1 ðq;fÞ ¼ �

ffiffiffiffiffi
3
4p

q
sin qeif

2 0 Y0
2 ðq;fÞ ¼

ffiffiffiffiffiffiffi
5

16p

q
ð3 cos2 q� 1Þ

2 1 Y1
2 ðq;fÞ ¼ �

ffiffiffiffiffi
15
8p

q
sin q cos qeif

2 2 Y2
2 ðq;fÞ ¼

ffiffiffiffiffiffiffi
15
32p

q
sin2 qei2f
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Defining the parameters a2 ¼�2mrEr=Z
2 and b ¼�2mre2=ð4pεZ2Þ, the differen-

tial equation for the radial coordinate is�
1
r

v

vr
r
v

vr
� m2

r2
� b

r
� a2

�
FðrÞ ¼ 0: (4.A37)

Using the coordinate transformation u ¼ 2ar and introducing the new function L(u),

FðrÞ ¼ ujmjLðuÞe�ar: (4.A38)

This equation is cast into the form of the associated Laguerre differential equation

uL00 þ
�
2jmj � 1þ 1

u

�
L0 þ

�
�jmj � 1

2
� b

2a

�
L ¼ 0: (4.A39)

Solutions that are finite at u ¼ 0 are associated Laguerre polynomials L2jmjþ1
nþjmj ðuÞ.

The subscripted index is a non-negative integer and it satisfies the equation

nþ jmj ¼ jmj � 1
2
� b

2a
: (4.A40)

The values of the principal quantum number are n ¼ 0, 1, 2,. and the azimuthal
angle quantum number is jmj 	 n. Rewriting Eqn (4.A40), the energy eigenvalues
are determined as

Er ¼ � Z2

2mr

b2�
nþ 1

2

	2 ¼ � E0

ð2nþ 1Þ2; (4.A41)

where the ground-state energy is E0 ¼ 2mr

Z2
e4

ð4pεÞ2. In free space for the reduced mass

equal to the free electron mass, the ground-state energy is E0 ¼ 54.4 eV. This
is 4 times the magnitude of the hydrogen atom ground-state energy in three
dimensions.

As mentioned in the introduction to this section, the higher binding energy of an
electron to a hole when they are confined to two dimensions is to be expected because
one degree of freedom of the kinetic energy has been frozen out while the same
Coulomb potential attraction still acts on the electronic system.

Supplement B: Tight binding method

Lattice wave function

The TBM is one of the simplest models for calculating the band structure of solids and
is based on the atomic structure of its elements. The Bravais lattice is defined by a set
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of ionic position vectors; f~Rg; which are defined by all linear combinations of
the primitive basis vectors with integer coefficients as shown in Eqn (4.1) or (4.2).
To streamline the notation, we drop the explicit dependence on the integers. When
the Hamiltonian is a periodic operator (i.e., Hð~r þ~RÞ ¼ Hð~rÞ), the wave function sat-
isfies the Bloch theorem, which is expressed in the form

J~kð~rÞ ¼ ei
~k$~ru~kð~rÞ ¼

X
~R

ei
~k$~RF~k

�
~r �~R

	
: (4.B1)

The function u~kð~rÞ is periodic for translations by a lattice vector (i.e.,
u~kð~r þ~RÞ ¼ u~kð~rÞ). The wave functions under the summation F~kð~r �~RÞ consist of
a linear combination of atomic orbital wave functions that are localized near the lattice
position, ~R. Bloch’s theorem is based on the requirement that

���J~k

�
~r þ~R

	���2 ¼
���J~kð~rÞ

���2: (4.B2)

In other words, the individual sites in a periodic lattice are indistinguishable. As
mentioned previously, each site is represented as a linear combination of atomic orbital
wave functions. The choice of wave functions is taken from the set of valence electron
states, such as corresponding to s and p orbitals. For a representation of M atomic
orbitals on a Bravais lattice, the local wave function is a linear combination of the basis
wave functions, fjað~rÞ; a ¼ 1;.Mg

F~kð~rÞ ¼
XM
a¼ 1

a
a;~kjað~rÞ: (4.B3)

The set of amplitude coefficients fa
a;~k; a ¼ 1;.Mg use atomic wave functions

that are orthonormal to one another; in other words, they satisfy the integral condition

ZZZ
j�
bð~rÞjað~rÞd3~r ¼ dab; a; b ¼ 1;.M: (4.B4)

The set of unknown amplitude coefficients are determined by solving Schr€odinger’s
equation in the form

E~kJ~kð~rÞ ¼ HJ~kð~rÞ: (4.B5)

E~k is the energy eigenvalue of the electron in the lattice.

The Hamiltonian operator consists of two contributions. One is composed of a sum
over single atom contributions; each single atom Hamiltonian has a basis set of atomic
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wave functions fjað~rÞg. The single-atom Schrodinger equation for the atom centered
at lattice position ~R is

Hatom;~Rja

�
~r �~R

	 ¼ Eaja

�
~r �~R

	
; a ¼ 1;.M: (4.B6)

The energy eigenvalues (for which the single-atom energy eigenvalue is empha-
sized by using a bold letter) Ea are independent of the lattice site. The M atomic
wave functions chosen as basis wave functions are chosen after making an assessment
of the contributing valence electron states; they are determined from an examination of
the open shell states binding the atoms together.

The second contribution to the Hamiltonian operator includes the deformation of
the potential due to the neighboring atoms. The importance of the overlap can be
gauged by looking at the potential difference, DVð~rÞ between the single lattice site po-
tential and the superposition of neighboring atomic potentials. The potential DVð~rÞ is a
periodic function on the lattice as illustrated by the shaded region in Figure 4.B1. The
total Hamiltonian is explicitly written in terms of these two contributions,

Hð~rÞ ¼ Hatom þ DVð~rÞ: (4.B7)

where Hatom is a sum over all lattice sites, and

Hatom ¼
X
~R

Hatom;~R: (4.B8)

–1 0

0

1

P
ot

en
tia

l

Position

Figure 4.B1 Periodic atomic potential illustrated on a background of single atomic potentials.
The difference between the two curves, shown as the shaded region, is the difference potential
DVð~rÞ.
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The band structure is calculated by calculating the eigenvalues from Schrodinger’s
equation (Eqn (4.B5)). Multiply both sides by the wave function of the atom labeled
~R ¼ ~0 : j�

bð~rÞd3~r and integrate over the crystal volume. The M coupled equations are

written as

E~kaa;~kdab ¼
XM
a¼1

X
~R

ZZZ
j�
bð~rÞHatomja

�
~r �~R

	
d3~rei

~k$~Ra
a;~k þ

XM
a¼1

�
X
~R

ZZZ
j�
bð~rÞDVð~rÞja

�
~r �~R

	
d3~rei

~k$~Ra
a;~k: (4.B9)

The sum over ~R is over all lattice sites. The energy on the left-hand side has a
Kronecker delta as a result of assumed orthonormality among the set of atomic states.
The integrals appearing on the right-hand side can be defined as coefficientsZZZ

j�
bð~rÞHatomja

�
~r �~R

	
d3~r ¼ gba

�
~R
	
: (4.B10)

Vba

�
~R
	 ¼

ZZZ
j�
bð~rÞDVð~rÞja

�
~r �~R

	
d3~r: (4.B11)

Note that the same site wave function overlap satisfies gbað~0Þ ¼ Ebdba, but in gen-
eral, gbað~RÞs0 because of the overlap of neighboring wave functions. Note also that
Eb is the energy deduced from the atomic Hamilitonian including neighbors; in gen-
eral, it will be different from the single atom eigenvalue Eb, which was introduced
above. The set of coefficients fgbað~RÞ; Vbað~RÞg are assumed to be short ranged, often
extending only to the nearest-neighbor sites. Equation (4.B9) is reduced to a set of M
linear algebraic equations,

�
E~k � Eb

�
a
a;~kdab ¼

XM
a¼1

X
~Rs~0

gba

�
~R
	
ei
~k$~Ra

a;~k

þ
XM
a¼1

X
~R

Vba

�
~R
	
ei
~k$~Ra

a;~k:

(4.B12)

This secular equation is the main TBM result. The set of coefficients
fEa; Vbað~RÞ; gbað~RÞg are either calculated from assumed potentials or deduced using
an empirical fit to available data. The energy eigenvalues, E~k , are calculated using the
coefficients as input parameters. For each value of~k, the energy eigenvalues are found
from the determinant of the M � M matrix representation of Eqn (4.B12). The values
of~k are restricted to lie within the first BZ.
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The TBM has wide application in electronic systems, including metal, semicon-
ductor, and molecular systems. Because the potential of a many-electron system is
difficult to capture, the TBM can be empirically applied using experimental data as
input to determine the coefficients. The number of different coefficients is reduced
by invoking point group operations, rotations, and mirror symmetries that leave the lat-
tice invariant. So, for instance, restricting the coefficients to nearest neighbors, a lattice
with NN nearest neighbors could have M � M � NN coefficients. When the lattice
possesses high symmetry, the same value is found for all nearest neighbors, reducing
the number of contributions coefficients to NN, i.e., Vbað~RÞ ¼ VbaðNNÞ for~R a near-
est neighbor to the origin, 0, and on the same site they are denoted as
Vbað~0Þ; gbað~0Þ ¼ Ebdab. The last equality expresses the assumed orthogonality of
the atomic wave functions.

For this case, the matrix can be simplified by defining the variables

Dab ¼ ��Ebdba þ VabðNNÞ
	
f
�
~k
�
þ Vabð0Þ;

f
�
~k
�

¼
X
n;NN

ei
~k$~R;

DEa ¼ E~k � Ea � Vaað0Þ � Daa: (4.B13)

Note that f ð~kÞ is a sum over nearest neighbors. The last coefficient of Dab is the on-
site overlap integral including the perturbation potential. The M � M equation has the
form

D ¼

0BBBBB@
DE11 D12 / D1M

D21 DE22 / D2M

« « « «

DM1 DM2 / DEMM

1CCCCCA (4.B14)

Solving specific examples and extensions using TBM provides valuable experience
in applying this method. The following two supplements present two specific cases
that are relevant to semiconductors with non-Bravais lattice types and binary com-
pounds. One case is graphene, which is a two-dimensional application of TBM with
two sublattices. The second case is a three-dimensional model that may be applied
to elemental and compound semiconductors. The overlap integral parameters are
empirically extracted from available data.

Non-Bravais lattices

The central TBM result in Eqn (4.B12) can be adopted to treat many other important
and useful semiconductor materials that have an additional complication; namely, they
form a non-Bravais lattice. However, the lattice can be decomposed into sublattices
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that are Bravais lattices. This means that all of the sites of the non-Bravais lattice can
be reached by introducing an additional set of position vectors. For instance, consider
two atoms per unit cell. One atom (labeled A) is positioned at the lattice sites of a Brav-
ais lattice, which means all atoms are reached by integer coefficients of linear combi-
nations of the primitive basis vectors. The second atom (labeled B) can be reached

from any site on sublattice A by a displacement vector ~d (i.e., ~RB ¼ ~RA þ~d). The
Hamiltonian incorporating both atom types is written as

H ¼
X
~RA

Hatom;~RA
þ
X
~RB

Hatom;~RB
þ DVð~rÞ: (4.B15)

The potential DVð~rÞ contains all of the interactions between A and B atoms. There
are two sets of wave functions usually consisting of valence electron states: one for the
A atoms, fja;Að~rÞ;a ¼ 1;.MAg, and one for the B atoms fja;Bð~rÞ;a ¼ 1;.MBg
that describe the specific chemical properties of those atoms. The notation in Eqn
(4.B12) is extended to incorporate the new different atom or lattice positions. The
set of lattice positions covers all sublattices; for instance, for two sublattices the set in-
cludes f~Rg ¼ f~RA;~RBg. Using the atomic wave functions, the TBM can be separated
into two expressions: one for the A atom sites,

�
E~k � EbA

�
aAa;~kdab ¼

XMA

a¼1

X
~RAs~0

EaAgba

�
~RA
	
ei
~k$~RAaAa;~k

þ
XMX

a¼1

X
~R

Vba

�
~R
	
ei
~k$~RaXa;~k;

(4.B16)

and one for the B atom sites,

�
E~k � EbB

�
aBa;~kdab ¼

XMB

a¼1

X
~RBs~0

EaB gba
�
~RB
	
ei
~k$~RBaBa;~k

þ
XMX

a¼1

X
~R

Vba

�
~R
	
ei
~k$~RaXa;~k;

(4.B16)

where X ¼ A or B depending on the type of atom at the lattice site ~R.
In the cases in which the A and B atoms are the same element, the TBM coeffi-

cients at each site are identical; treatment of this situation is covered in examples
found in Supplement C. The extension of this result to more than two sublattices
of a Bravais lattice introduces additional displacement vectors to the atomic positions
in each unit cell.
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Supplement C: TBM examples

Two instructional examples of TBM are presented here. These examples are inter-
esting because of their relevance to materials being studied today. The model for gra-
phene is a two-dimensional non-Bravais lattice type and the model for the diamond/
zincblende lattice, which is also a non-Bravais lattice, is applied to describe applicable
elemental and compound semiconductors. The TBM of the previous supplement is
used to numerically calculate the band structure for these two models.

Example 1: Graphene

A single layer of graphene is a two-dimensional hexagonal structure with carbon atoms at each
site; it has the symmetry of the triangular lattice with two atoms per unit cell. The two atomic

positions in the unit cell will be called A ð~dA ¼ 0bx þ 0byÞ and B
�
~dB ¼ a

2bx þ ffiffi
3

p
a

4 by�. This
pair of atoms is periodically repeated throughout all of the unit cells in the lattice. To construct
the wave function for grapheme, the valence band atomic orbitals are composed of the sp2 hybrid
states and the atomic pz state. The sp

2 states produce strong covalent CeC bonds; they are not the
subject of our treatment here (Figure 4.C1).

The bonds of interest are the bonds formed from the pz states, the wave functions of which lie
along a symmetry line that is perpendicular to the graphene plane. The primitive lattice basis
vectors and reciprocal lattice basis vectors are

~a1 ¼ abx; ~a2 ¼ a

 
� 1
2
bx þ ffiffiffi

3
p

2
by!; (4.C1)

~g1 ¼ 2p
a
bx þ 2pffiffiffi

3
p

a
by; ~g2 ¼ 4pffiffiffi

3
p

a
by: (4.C2)

d2A

d3A

d1A d1B

d2B

d3B

a2

a1

Figure 4.C1 Honeycomb lattice geometry with two interwoven triangular sublattices. The
triangular lattice primitive lattice vectors are~a1 and~a2. The three nearest-neighbor displacements

for each sublattice have the relationship~daA ¼ �~daB;a ¼ 1; 2; 3.
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The wave function on the A sites fAð~rÞ ¼ cAjpzð~r Þ and on the B sites fBð~r Þ ¼ cBjpzð~r Þ have
an identical functional form. The Bloch wave function is

J~kð~r Þ ¼
X
~R

ei
~k$~RF~k

�
~r �~R

	
: (4.C3)

The wave function at each lattice site is (MA ¼ MB ¼ 1)

F~k

�
~r �~R

	 ¼
8<: cA~kjpz

�
~r �~R

	
; ~R˛fA sitesg

cB~kjpz

�
~r �~R

	
; ~R˛fB sitesg

: (4.C4)

This information is inserted into Eqn (4.B13). For only nearest-neighbor overlap integral contri-
butions, the following two equations are�

E~k � Epz � VAAð0Þ
�
cA;~k ¼ VABð1ÞfA

�
~k
�
cB;~k;�

E~k � Epz � VAAð0Þ
�
cB;~k ¼ VBAð1ÞfB

�
~k
�
cA;~k:

(4.C5)

The structure factors are

fB
�
~k
�� ¼ fA

�
~k
�

¼ ei
~k$~d1A þ ei

~k$~d2A þ ei
~k$~d3A :

The nearest-neighbor position vectors are

~d1A ¼ a
2

�bx þ 1ffiffiffi
3

p by�; ~d2A ¼ � affiffiffi
3

p by; ~d3A ¼ a
2

�
� bx þ 1ffiffiffi

3
p by�:

The wave function overlap contributions are assumed to vanish. In matrix form, Eqn (4.C5) is

D ¼

0B@ E~k � Epz � VAAð0Þ �VABð1ÞfA
�
~k
�

�VBAð1ÞfB
�
~k
�

E~k � Epz � VAAð0Þ

1CA ¼ 0: (4.C6)

The two eigenvalues of Eqn (4.C6) are determined from the determinant of the matrix D,

E~k� ¼ Epz þ VAAð0Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVABð1ÞÞ2

���fA�~k����2r
: (4.C7)

fA
�
~k
�

¼ e�iky affiffi
3

p
�
1þ 2 cos

�
kxa
2

�
eiky

ffiffi
3

p
a=2
�
: (4.C8)

The eigenvalues are equal in the BZ at points

fA
�
~k
�

¼ 0:

Not surprisingly, there are six points that satisfy this condition by analyzing the expression in
parentheses. For ky ¼ 0, the cosine function satisfies

fA
�
~k
�

¼ e�iky affiffi
3

p
�
1þ 2 cos

�
kxa
2

�
eiky

ffiffi
3

p
a=2
�
: (4.C9)
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For ky
ffiffiffi
3

p
a ¼ �p, the cosine function for either case satisfies

cos
�
kxa
2

�
¼ 1

2
0

kxa
2

¼ �p

3
: (4.C10)

These correspond to the six K points at the edge of the BZ.

K1 ¼ 4p
3a
bx þ 0by; K2 ¼ 2p

3a
bx þ 2pffiffiffi

3
p

a
by; K3 ¼ �2p

3a
bx þ 2pffiffiffi

3
p

a
by;

K4 ¼ � 4p
3a
bx þ 0by; K5 ¼ �2p

3a
bx � 2pffiffiffi

3
p

a
by; K6 ¼ � 2p

3a
bx � 2pffiffiffi

3
p

a
by: (4.C11)

Example 2: Zincblende semiconductor model

Semiconductors formed from sp3 bonding states can be modeled by adapting the TBM from Sup-
plement B. The treatment here is restricted to the diamond or zincblende crystal structures, which
applies to Si and Ge as well as materials such as GaAs. An illustration of the sp3 orbitals appears in
Figure 4.C2(a). The s orbital is illustrated at the center site and three p orbitals are drawn on the
nearest-neighbor site in the (111) direction. The p orbitals are oriented with the positive phase in
the positive direction of their symmetry axis. In the diagram in Figure 4.C2(b), four nearest neigh-
bors are illustrated: two lie above the z ¼ 0 plane (solid boxes) and two lie below it (dotted boxes).
The overlap integrals will have positive or negative contributions depending on the position of the
nearest-neighbor site. The shading of the orbital label in each box indicates whether it has a
positive or negative contribution.

The usual set of atomic wave functions (sp3) is expanded to incorporate an additional state
called s*, which is treated as s state symmetry; the model with the additional atomic wave function
is dubbed the sp3s* model. We restrict the examples here to the zincblende lattice illustrated in
Figure 4.13, which is the structure found for many of the compound semiconductors. For the binary
semiconductors, the atoms pair up and share their bonds with four nearest neighbors. The sp3s*
model is represented by five atomic wave functions (MA ¼ MB ¼ 5), and there are two sublattices
(e.g., GaAs): one for the cations (Ga ions, labeled c) and one for the anions (As ions, labeled a). The
TBM is a 10 � 10 matrix with structure functions that are defined by the lattice structure and
potential coefficients representing the overlap integrals.

The cation and anion lattices form interlocking FCC lattices. In this section, the TBM is restricted to
nearest-neighbor overlap integrals. The four nearest-neighbor positions from the cation lattice are

x

y

z px

py pz

px, py , pz

px, py , pz

px, py , pz

px, py , pz
x

y(a) (b)

Figure 4.C2 (a) The s orbital at the origin has an overlap with the three p orbitals shown at the
nearest-neighbor sites. (b) The two-dimensional diagram illustrates the relative positions of the
orbitals relative to the center. The solid box represents sites at þz positions and the dotted box
represents sites at �z positions.
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~d1c ¼ a
4
bx þ a

4
by þ a

4
bz; ~d2c ¼ �a

4
bx � a

4
by þ a

4
bz;

~d3c ¼ �a
4
bx þ a

4
by � a

4
bz and ~d4c ¼ a

4
bx � a

4
by � a

4
bz:

The anion sites have cation nearest neighbors, which are displaced from the anion lattice
positions. The anion nearest neighbors are defined by the displacement vectors ~dia ¼ �~dic
and those neighbors are cations. The treatment here is restricted to only nearest-neighbor overlap
integrals.

The overlap between neighboring s wave functions has the same phase for all nearest neigh-
bors; for instance, an s wave on a cation lattice side overlapping with an s wave on an anion lattice

site
�


scjVjsa >¼ 1
4 Vss

�
yields a contribution Vssf0ð~kÞ, where the function is related to the

structure of the lattice. For the four nearest neighbors of a cation-central atom,

f0ð~kÞ ¼ P4
a¼ 1e

i~k$~dac ¼ cos
�
kxa
4

�
cos
�
kya
4

�
cos
�
kza
4

�
� i sin

�
kxa
4

�
sin
�
kya
4

�
sin
�
kza
4

�
.

The last equality follows by applying the Euler formulas from complex analysis. For the case
when the central site is an anion, the result is Vssf �0 ð~kÞ, where the complex conjugate of the func-
tion f0ð~kÞ appears.

To derive the matrix elements, the phase and orientation of the p-type wave functions need
special attention. For the p-type wave functions, we assume that the lobe directed in the positive
direction of the symmetry axis has a positive phase and the lobe on the opposite side is shifted
by 180�, as illustrated in Figure 4.C2(a). The phase difference results in a change of sign for the
overlap integrals for nearest-neighbor atoms. As an example, consider the s-wave function over-
lap with the px wave function. The overlap integral for either the cation or the anion has identical
matrix elements:

< scjVjpxa >¼< sajVjpxc >¼ 1
4
Vsapc

The sum over nearest neighbors yields

Vsapcf1
�
~k
�

¼
X4
a¼ 1

ð�signðdxaÞÞei~k$~dxc :

The function (�sign(dxa)) is �1 for dxa > 0 and þ1 otherwise. The function on the left-hand
side is

f1
�
~k
�
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�
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4

�
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�
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4

�
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�
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�
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�
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�
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4

�
cos
�
kza
4

�
:

Similarly treating the remaining cases, we define two more structure functions:
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�
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�
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�
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4

�
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�
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�
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:
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Table 4.C1 103 10 matrix to calculate the band structure of elemental and compound
semiconductors for the zincblende lattice

Esa Vss$f0 0 0 0 Vsapc$f1 Vsapc$f2 Vsapc$f3 0 0

Vsa$f �0 Esc �Vsapc$f1 �Vsapc$f2 �Vsapc$f3 0 0 0 0 0

0 �Vsapc$f �1 Epa 0 0 Vxx$f0 Vxy$f3 Vxy$f2 0 �Vpas * c$f1

0 �Vsapc$f �2 0 Epa 0 Vxy$f3 Vxx$f0 Vxy$f1 0 �Vpas * c$f2

0 �Vsapc$f �3 0 0 Epa Vxy$f2 Vxy$f1 Vxx$f0 0 �Vpas * c$f3

Vsapc$f �1 0 Vxx$f �0 Vxy$f �3 Vxy$f �2 Epc 0 0 Vs�apc$f �1 0

Vsapc$f �2 0 Vxy$f �3 Vxx$f �0 Vxy$f �1 0 Epc 0 Vs�apc$f �2 0

Vsapc$f �3 0 Vxy$f �2 Vxy$f �1 Vxx$f �0 0 0 Epc Vs�apc$f �3 0

0 0 0 0 0 Vs*apc$f1 Vs*apc$f2 Vs*apc$f3 Es*a Vs*s*$f0

0 0 �Vpas�c$f �1 �Vpas�c$f �2 �Vpas�c$f �3 0 0 0 Vs�s�$f �0 Es*c

With permission from Vogl et al. [1].
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Table 4.C2 Empirically determined parameters for the sp3s* model

Variable C Si Ge AlAs GaAs GaP InAs

a (nm) 0.3557 0.5431 0.5680 0.56611 0.56533 0.5450 0.6051

Esa �4.545 �4.200 �5.880 �7.527 �8.343 �8.112 �9.538

Epa 3.840 1.715 1.610 0.983 1.041 1.125 0.910

Esc �4.545 �4.200 �5.880 �1.163 �2.657 �2.198 �2.722

Epc 3.840 1.715 1.610 3.587 3.669 4.115 3.720

Es*a 11.370 6.685 6.390 7.483 8.591 8.515 7.410

Es*c 11.370 6.685 6.390 6.727 6.739 7.185 6.740

Vss �22.725 �8.300 �6.780 �6.664 �6.451 �7.471 �5.605

Vxx 3.840 1.715 1.610 1.878 1.955 2.152 1.840

Vxy 11.670 4.575 4.900 4.292 5.078 5.137 4.469

Vsapc 15.221 5.729 5.4649 5.111 4.480 4.277 3.035

Vscpa 15.221 5.729 5.4649 5.497 5.784 6.319 5.439

Vs*cpa 8.211 5.375 5.2191 4.522 4.842 4.654 3.374

Vpas*c 8.211 5.375 5.2191 4.995 4.808 5.095 3.910

Vs*s* 0 0 0 0 0 0 0

The band structure is calculated by finding the energy eigenvalues of the matrix in Table 4.C1. The empirically determined coefficients for a select group of materials is found in Table 4.C2.
The band structure results for six different materials are plotted in Figure 4.14.
With permission from Vogl et al. [1].
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The matrix elements are generated in a similar fashion. The order of the vector components
used to generate the matrix in Table 4.C1 is

~V ¼
n
jsa >; jsc >; jpxa >;

��pya >; jpza >; jpxc >;
��pyc >; jpzc >;��s�a >;

��s�c >o
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Nanofabrication 5
A. Sarangan
University of Dayton, Dayton, OH, USA

5.1 Nanofabrication

There is no single accepted definition of nanofabrication, nor a definition of what sep-
arates nanofabrication from microfabrication. To meet the continuing challenge of
shrinking component size in microelectronics, new tools and techniques are continu-
ously being developed. Component sizes that were in tens of micrometers became
single-digit micrometers, and then hundreds of nanometers, and then went down to
a few tens of nanometers where they stand today. As a result, what used to be called
microfabrication was rebranded as nanofabrication, although the governing principles
have remained essentially the same. The main driver of this technology has been the
manufacture of integrated circuits, but there have been tremendous fallout benefits to
other areas, including photonics.

Nanofabrication can be loosely divided into three major areas: thin films, lithog-
raphy, and etching. Each of these are vast subject areas in and of themselves, but in
this chapter we attempt to cover their essential concepts in a concise fashion for
someone new to these areas. The goal is not to provide a working experience that al-
lows one to walk into a laboratory and perform these tasks, but to provide an overall
understanding of what these areas are as well as the pros and cons of the most
commonly used techniques. Hopefully it will build a foundation for more specific
training for anyone who wants to venture further into these areas.

5.2 Thin films

Thin film science is a vast and mature area that permeates nearly all disciplines. Thin
films are found in almost every manufactured product, from eyeglasses to display
screens to automobiles and aerospace components. They are used to achieve various
purposes, such as optical modification (antireflection), chemical modification (corro-
sion inhibition), mechanical modification (scratch resistance), electrical modifications
and thermal modifications.

In this section, we focus primarily on films on the order of a few tens of nanometers
thick for electronic and photonic applications. One example is the gate dielectric in
metal-oxide-semiconductor (MOS) transistors. This dielectric is often less than
10 nm thick, and in many cases it approaches 2 nm. Its properties such as dielectric
constant, thickness, and defect density are critical parameters that affect the transcon-
ductance and switching characteristics of the devices. Another area in which nanoscale
films are widely used is in optical filters. In the visible and infrared range, film

Fundamentals and Applications of Nanophotonics. http://dx.doi.org/10.1016/B978-1-78242-464-2.00005-1
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thicknesses are in the range of 10e1000 nm. In the extreme-ultraviolet (EUV) range,
the multilayer films used to make photomasks are in the range of 1e2 nm. Hence,
these films span a wide range of thicknesses depending on their applications.

In the following sections, we will discuss some of the commonly used methods for
producing thin films of interest in the field of nanophotonics. We only cover the most
salient features of each technique and their pros and cons. The reference list at the end
of the chapter provides the interested reader more sources to learn about these topics in
greater depth [1e8].

The properties of thin films vary greatly depending on the method used to make
them. The typical properties of interest are

• Conformal nature of the film: Conformal films grow on all topographic features, whereas
nonconformal films are line-of-sign and grow only on certain planes.

• Film density: Although materials have standard densities, the films made from different
techniques can have a lower or higher density.

• Dielectric constant: Higher densities generally result in a higher refractive index, although
other factors such as contamination and compound formations can alter the refractive index
from their nominal bulk values.

• Stress: Films under high stress can introduce curvatures to the substrate, or in extreme cases
they can separate from the substrate by peeling or cracking. Stress will also affect the
refractive index of the film.

• Chemical composition: In single elements, this is not usually a concern, but in compounds,
the film stoichiometry can vary greatly depending on the growth conditions.

• Electrical conductivity: Grain size, packing density, and impurities can significantly alter the
conductivity of thin films.

The methods used to make thin films can be broadly classified as physical methods
and chemical methods. Physical methods involve transferring the material from the
source to the substrate without changing its chemical state. In chemical methods,
the film is created as a by-product of a chemical reaction.

5.2.1 Physical methods

By far the most commonly used physical methods are evaporation and sputtering. Both
are vapor coating methods in which the source material is transferred atom-by-atom to
the substrate. These are generally referred to as physical vapor deposition (PVD). PVD
is usually done in a high-vacuum chamber to reduce the interaction with gas species in
the environment.

5.2.1.1 Evaporation

Evaporation is easy to understanddthe source material is heated to a high temperature
until it starts to evaporate. The important parameter here is vapor pressure. Every
material has a characteristic vapor pressure as a function of its temperature, as shown
in Figure 5.1. In other words, every material is always evaporating. For most solids at
room temperature, this vapor pressure is extremely low. For example, consider gold.
Its vapor pressure at room temperature is well below 10�15 torr and cannot be detected.
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At 1000 �C, its vapor pressure rises to 20 mTorr, and at 1500 �C it becomes 100 mTorr.
In addition, the vapor pressure will also be a function of position inside of the vapor flux.
The pressure will drop as the vapor diffuses away from the evaporating source. The va-
por pressure at the substrate surface can be estimated from simple geometrical consid-
erations of the vapor flux. From ideal gas laws, we can then relate pressure to the
impingement rate of atoms. If we further assume that all impinging atoms condense
on the substrate surface, then we can calculate the growth rate of the film on the sub-
strate. Although this is the physical description of the evaporationecondensation phe-
nomena, such calculations are rarely done in practice because the source temperature
and vapor pressures are typically not measured. Instead, one monitors the deposition
rate on the substrate by controlling the power delivered to the evaporating source, leav-
ing source temperature and vapor pressure as intermediate parameters.

The unit of measure in thin film science is Angstroms rather than nanometers, but
we will adopt the units of nanometers here for consistency with other chapters. Typical
deposition rates are in the range of 0.1e5 nm/s. To reach these levels, most materials
have to be heated to near or above their melting temperature. Some materials evaporate
by sublimation well below their melting temperature. Examples of sublimating
materials are chromium and silicon dioxide. Boiling temperature is not a relevant
concept heredthis is the temperature at which the vapor pressure is equal to the
ambient pressure. Because the ambient pressure in a vacuum chamber is extremely
low, every material can be considered to be boiling all of the time in vacuum.
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Figure 5.1 Vapor pressure versus temperature curve for metals.
Source: Fundamentals of Vacuum Technology, Oerlikon Leybold Vacuum, Figure 9.13, 2007.
Reproduced with permission.
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There are two major types of evaporation. They differ by the method of power
delivered to the source. In one method, the source in the form of pellets is placed in
a metallic boat and is heated by passing a very high current through it, in the range
of 100 A. This is known as resistively heated evaporation. An advantage of this tech-
nique is its simplicity because only a high current (low-voltage) DC source is needed to
power the source. The disadvantage is the lack of heating efficiency and contamina-
tion. Because all parts of the heating circuit will be hotter than the source pellet,
they will also evaporate to some extent, which can lead to contamination and
outgassing.

The second method is electron-beam heating. In this technique, electrons emitted
from a heated filament are accelerated by a high voltage in the range of 10 kV and
focused to a small spot on the source pellet, as shown in Figure 5.2. Because the
process is done in a vacuum, electrons can be easily accelerated and manipulated by
magnetic fields without colliding with gas molecules. This method is more efficient
because energy is delivered accurately to the source pellet with minimal heating of
the other fixtures. As a result, contamination is kept to a minimum. A disadvantage
of this method is the complexity of the power source. A high-voltage source is
more complex in its design than a low-voltage, high-current source. Safety features
are also a major consideration because a 10-kV DC can be lethal. Nevertheless,
electron-beam evaporation continues to be one of the most commonly used evapora-
tion methods in thin film research and development.

Because of the physical trajectories of the evaporating species and the high-vacuum
environment, the films produced by evaporation tend to be directional and nonconfor-
mal. This can be an advantage in many applications, such as lift-off lithography. The
highly directional nature of the evaporating flux is also utilized in a special class of thin
film known as nanostructured thin films. Instead of containing a randomly packed
isotropic structure, these films contain nanocolumns and nanochiral structures, which
can be used to engineer the electrical and optical properties of these films. A class
of patterning known as shadow-masked lithography also relies on a line-of-sight
deposition for which evaporation is ideally suited.

Electron-beam

V

Figure 5.2 Electron-beam evaporation.
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5.2.1.2 Sputtering

Sputter deposition utilizes an electrically excited gas plasma in a vacuum system.
The ions in the plasma are accelerated toward the cathode, which upon bombardment
eject neutral atoms from the cathode surface. The ejected atoms collect on all surfaces
including the substrate surface. This is illustrated in Figure 5.3. Therefore, the cathode
has to be constructed from the same source as the material being deposited. Unlike
evaporation, the source material here is kept at a low temperature by flowing cooling
water behind it. Atoms are ejected from the source (which in this context is referred to
as the target) by momentum transfer rather than by heat. This is a fundamental differ-
ence between sputtering and evaporation. Because of the incident momentum, the
resulting films will be more compacted and denser than in evaporation. The low target
temperature also enables the deposition of certain compounds such as oxides and ni-
trides, which may otherwise decompose at elevated temperatures encountered in evap-
oration. Nevertheless, for complex compounds, pulsed laser deposition (see Section
5.2.1.3) is the preferred technique over sputtering.

The atomic weight of the plasma gas species and the gas pressure play a signif-
icant role in the sputter yield, which is defined as the number of target atoms that
are ejected for each incident ion. Ordinarily, the gas species is selected to be chem-
ically inert so that it does not interact with the target material and form compounds.
For this reason, argon gas is typically used in most sputter systems. It has a reason-
ably high atomic mass (w40 u, where u is the unified atomic mass unit of 1 g/mol),
is inert, and is relatively inexpensive. Sputter yield data for various gas species,
target materials, and ion energies can be found in the literature. In general, sputter

Target

Plasma

+ve ions

Electrons

Substrate

Figure 5.3 Sputter deposition configuration.
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yield is related to the atomic number and masses of the plasma ion and the target
material. Sputter yields also exhibit a threshold energy. These can be determined
through empirical models as well as numerical models using Monte Carlo methods.
For example, the sputter yield of Ag from Arþ ions is shown in Figure 5.4. This
was calculated using the empirical model presented in Ref. [3]. We can see that
it shows a threshold energy of 10 eV and rises from 0.7 at 100 eV to 2.7 at
500 eV. When Heþ ions are used, the sputter yield is about an order of magnitude
smaller. At very high energies, the yield declines again because of a process known
as ion implantation, in which the incident ions bury themselves deeper in the target
instead of ejecting surface atoms.

Sputtering is more versatile than evaporation and is more widely used in industrial
processes because the targets and plasma sources can be constructed in various shapes
to accommodate different coating configurations. They can be circular, rectangular,
cylindrical, or other exotic shapes to fit specific needs. By far the most common
type of targets used in research laboratories are circular, 2 or 3 inch in diameter.
Sputter deposition can take place upward or downward or even sideways, whereas
evaporation is typically limited to only an upward configuration.
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Figure 5.4 Calculated sputter yield versus energy [3].
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Power is delivered to the plasma by a DC source or radiofrequency (RF) source.
For metallic target materials, a DC source can be used. Insulating targets will require
an RF source, where the target acts as a coupling capacitor to the plasma. RF exci-
tation also requires an automatic impedance matching network because the plasma
will not have a constant impedance but will vary with its operating conditions
such as pressure, material type, target thickness, etc. Many sputter systems used in
research tend to utilize RF excitation because it can be used on conductive and
nonconductive targets, whereas a DC excitation can be used only on conductive
targets.

Because of the presence of the plasma gas, depending on the operating pressure, the
sputtered atoms may undergo a few collisions before reaching the substrate. Therefore,
sputter deposition can be somewhat less directional than evaporation.

In most cathodes designed for sputtering, magnets are placed behind the target to
alter the trajectories of the electrons in the plasma. This has the effect of focusing
the plasma close to the target, resulting in a higher ion density and a higher sputter
removal rate. These are referred to as magnetron cathodes.

Another variant of sputter deposition is reactive sputtering. In this technique, a
small amount of reactive gas such as oxygen or nitrogen is mixed with the argon
gas to cause the ejected target species to form compounds. For example, it is possible
to create TiO2 from a metallic Ti by flowing a small amount of oxygen with the argon.
However, this is not as simple as it may first appear. Excessive oxygen can cause the
target surface to become oxidized and will result in an extremely low sputter yield.
This condition is known as target poisoning. The ideal condition is achieved when
the oxidation rate of the target surface is exactly balanced by the removal rate of the
oxide, and the ejected species are dominantly metallic, which are subsequently
oxidized on the substrate surface to achieve the correct stoichiometry. Furthermore,
these oxides and nitrides may have several different stable stoichiometric states; there-
fore, simply mixing a reactive gas will not yield the desired result. For example, vana-
dium oxide (VO2) has interesting thermal properties and is used in MEMS actuators.
However, during reactive sputtering of a metallic vanadium target with an oxygen gas,
the resulting film will contain a mixture of VO2, V2O3, V3O5, etc. Deposition
conditions such as oxygen partial pressure, substrate temperature, and plasma
discharge power are all used in combination to direct the resulting species toward a
dominantly VO2 composition. The same is true with TiO2, which is used as the
high-index film in multilayer optical filters because it has the highest refractive index
in the visible spectrum.

5.2.1.3 Pulsed laser deposition

Pulsed laser deposition (PLD) uses high-energy laser pulses on the order of a few
nanoseconds to ablate the target material. The laser radiation is focused on the target
surface, is absorbed, and rapidly evaporates the material, resulting in the ablation of
atoms, which are subsequently collected on the substrate. Because the energy source
(laser) is outside of the vacuum chamber, this method has the advantage of being done
in an ultra-high vacuum or under a wide range of ambient pressures and gas species.
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The target is generally rotated so that the same spot is not repeatedly ablated.
A schematic of a PLD setup is illustrated in Figure 5.5.

The biggest advantage of PLD is the stoichiometric removal of the target material
(i.e., the atoms are removed without discrimination). This is due to the fast, transient
nature of the ablation process and the high laser fluence, which creates a surface tem-
perature of approximately 5000 K within a few nanoseconds. Short pulses of fluence
levels much higher than the ablation threshold allow all components of the target to be
ablated equally, irrespective of their binding energies. In contrast, in evaporation and
sputtering the volatility of the species affects the removal rate. In sputtering, the
material with the higher sputter yield will be removed faster, and in evaporation the
material with the higher vapor pressure will be removed faster. As a result, PLD is
most often used for the deposition of complex ceramic films such as yttrium barium
copper oxide (YBCO); lead zirconium titanate (PZT); and many other carbides,
oxides, and nitrides that are difficult or impossible to deposit with other methods.
However, stoichiometric removal does not always imply stoichiometric deposition
because some of the more volatile species can sputter off of the substrates or simply
evaporate. Some compensation techniques are necessary, such as background reactive
gases and the use of multiple targets.

Most of the currently used PLD systems utilize excimer lasers emitting in the ultra-
violet (UV) range, such as KrF (248 nm), ArF (193 nm), and F2 (157 nm). UV light is
desirable because of its short penetration depth in materials, resulting in the removal of
atoms closest to the surface. Longer wavelengths would result in a deeper penetration,
which would cause subsurface evaporation and eruption that can lead to larger clusters
being ejected. However, in practice, the availability of UV lasers, vacuum windows,
and other optical elements limit the lower wavelength to approximately 200 nm.

PLD also allows the user to tune the energy of the species arriving at the substrate
by introducing an inert gas atmosphere such as argon. The gas atmosphere increases
the scattering rate of the ejected species and slows them down. This technique can
be used to produce changes in the film morphology and stress. It is also possible to
create nanoparticle deposition by increasing the gas pressure until the ejected species
collide with each other to form clusters of atoms. The size of the nanoparticles can also
be controlled this way.
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Figure 5.5 Pulsed laser deposition.
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Although PLD has advanced significantly in recent years, there are still many chal-
lenges. Film uniformity is one of the biggest challenges. Because the ablation occurs at
a single point and the plasma plume has a narrow angle, only a small substrate area will
get coated during each pulse. The source-to-substrate distance also plays a role. Larger
distances will produce a more uniform film, albeit at the expense of a reduced depo-
sition rate. Although the laser beam and the substrate can be continuously translated
to improve the film uniformity, it is still inferior to evaporation or sputtering. Another
challenge with PLD is the deposition of larger particulates, sometimes up to 10 mm in
size, which occur because of molten droplets being ejected during the ablation. These
can also be mitigated to some extent by using physical filters.

5.2.2 Chemical methods

Chemical methods can produce films with excellent uniformity, coverage, and stoichi-
ometry, but they require different gases and sometimes different chambers for each
film type. The most common chemical method is chemical vapor deposition (CVD).
In this technique, gas precursors are introduced into a chamber and the substrate is
heated to a sufficiently high temperature to cause a reaction and produce the film of
interest. There are different types of CVD, such as low-pressure CVD (LPCVD),
atmospheric pressure CVD, plasma-enhanced CVD (PECVD), and atomic layer
deposition (ALD).

In CVD, the pressure has to be low enough and the substrate temperature high
enough that the reaction only takes place on the substrate surface and not in the gas
phase. Gas-phase reactions would result in particles forming and depositing on the
surface.

5.2.2.1 Low-pressure CVD

In LPCVD, the substrate is placed in a quartz tube and heated while flowing the pre-
cursor gases to maintain a constant pressure, typically on the order of a few Torr. In
this regime, the deposition rate is primarily governed by the pressure and temperature
and not by the gas flow characteristics. Because maintaining pressure and temperature
is relatively easy, LPCVD films tend to be very uniform and very conformal. LPCVD
is used for creating films such as silicon nitride, silicon dioxide, silicon carbide, and
several germanium compounds. The required substrate temperature is governed by
the reaction chemistry and is typically above 700 �C.

5.2.2.2 Plasma-enhanced CVD

PECVD is a variant of LPCVD in which a plasma is used to reduce the substrate
temperature to less than 300 �C. This was developed to meet the needs of the comple-
mentary MOS (CMOS) manufacturing process in which high-quality dielectrics were
required as insulation layers between the metal interconnect traces, but the LPCVD
temperature was too high for integrated circuits in their later stages of manufacture.
In PECVD reactors, the plasma is in close proximity to the substrate and is typically
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at very low discharge power levels such that gas-phase reactions do not occur. The
chemistries are very similar to LPCVD, except for the lower substrate temperatures.

5.2.2.3 Atomic layer deposition

ALD is a CVD technique that has recently become popular because of its highly
conformal pinhole-free coverage and its ability to be run under a wide range of
pressures and temperatures. An example of a conformal deposition is shown in
Figure 5.6. The highly conformal nature allows one to achieve a uniform coverage
around high-aspect-ratio structures and in deep holes. Unlike other CVD techniques,
the gas precursors in ALD are flowed one at a time, not simultaneously. The gases
are switched on and off with inert purge gas flows in between. Each gas flow duration
is referred to as a pulse. During the first precursor pulse, the reactant molecules are
allowed to adsorb onto the substrate surface. The extent of adsorption will be a func-
tion of temperature, pressure, and time. The chamber is then purged and the second
precursor pulse is applied. The second precursor will react with the adsorbed gases
from the first precursor to produce the desired film. Because the gases mix only at
the surface, it is inherently a surface reaction. It is also highly conformal and can be
used to deposit a film over high-aspect-ratio structures. Furthermore, the reaction is
self-limiting because once all of the adsorbed molecules from the first precursor
have been consumed, the reaction comes to a stop. The film growth proceeds by
repeating the above cycle many times. During each cycle, the growth is typically on
the order of a monolayer or even smaller. By counting the number of cycles, the layer
thickness can be very accurately controlled. The average growth rate in ALD is only a
few Angstroms per cycle, so the overall growth rate is slow. This is one of its biggest
disadvantages.

S4800 1.5 kV 5.6 mm × 12.0 k SE(M)  4.00 μm

Figure 5.6 Conformal film by ALD deposition.
Reprinted with permission from J. Am. Chem. Soc., 2009, 131 (10), pp. 3478e3480. Copyright
2009 American Chemical Society.
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ALD chemistries have been developed for several different oxides, nitrides, and
metals, and the list of chemistries and applications continues to grow. Because both
precursors are never flowed simultaneously, gas-phase reaction will not occur regard-
less of pressure or temperature. However, the pressure and temperature will affect the
adsorption rate and hence the film growth rate during each cycle. This flexibility allows
one to develop a deposition process for virtually any substrate, including polymer
substrates. ALD is currently most actively being developed for CMOS gate dielectrics,
such as aluminum oxide (Al2O3) and hafnium oxide (HfO2), because of ALD’s ability
to produce defect-free ultrathin films.

5.2.3 Epitaxy

All of the aforementioned thin film growth techniques produce amorphous films.
Amorphous means that the atoms in the film are randomly packed with no specific
order. These are the simplest kind of films to produce. On the other hand, a crystalline
film has a long range order and can be grown only under very specific conditions. Most
materials exist in amorphous, crystalline, or polycrystalline states. Their mechanical,
optical, thermal, and electrical properties will also change depending on their state.
For example, carbon in its amorphous state is a black powder, whereas in its crystalline
state it is diamonddan optically clear solid with a high refractive index. Silica in its
amorphous form is a white powder and in its crystalline form is quartz.

Because crystalline films are more difficult to produce, amorphous films are used
whenever their properties are sufficient for the application. Such is the case with op-
tical coatingsdthe refractive index of most films can be made with excellent reliability
and repeatability even in their random amorphous state. Metal films are also used in
amorphous form because their electrical conductivity and optical reflectivity can be
reliably reproduced. The major difference between amorphous and crystalline mate-
rials appears in their electronic band structure. Amorphous materials do not have a
distinct band structure because of their random orientations; crystal structures do.
Certain applications require well-defined electronic band structures for their operation.
Examples are semiconductor electronics, optoelectronics, and components that require
birefringence or piezoelectric properties. In some limited cases, it is possible to
crystallize an amorphous film by annealing it at high temperatures. However, epitaxy
is the formal process of creating high-quality crystalline films. Epitaxy can be chemical
or physical, just like their amorphous counterparts, but we discuss epitaxy as a separate
topic because of its distinct differences compared with other types of film growth.

A crystalline film can only be grown on a substrate whose lattice structure is closely
matched to the film being grown. If the substrate is identical to the film, then it is
known as homoepitaxy. If the substrate is slightly different, but is still compatible,
then it is called heteroepitaxy.

Let us examine how silicon crystalline wafers are grown, which is the cornerstone
of all of today’s electronics. One starts with amorphous or polysilicon (which can be a
powder or chunks) reduced from silicon dioxide mined from sand. This silicon is
melted into a liquid, and a seed crystal is inserted into the melt. This starts a layer-
by-layer solidification process on the seed crystal that eventually grows in size.
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This is a homoepitaxial liquid-phase growth known as the Czochralski process. There
is another method called the float zone process that can produce higher purity silicon
crystals. In this method, the polysilicon is made into a rod and is heated from the
outside with a moving coil without contacting the silicon. Certain IIeV compounds
use another technique known as the Bridgeman method. In this method, the melt is
slowly cooled within the container from one end with a seed crystal. All of these
methods produce a cylindrical-shaped crystalline rod known as the boule. The crystal
is then shaped, sliced into thin wafers, and individually polished.

For some applications, the purity and defect density of silicon grown from melts is
not adequate because of the contamination from the crucibles and the mechanical
finishing process. Therefore, a thin layer of crystalline silicon film is grown on top
of these wafers using a vapor-phase epitaxy. This is a homoepitaxial vapor-phase
growth. Vapor-phase epitaxy can produce higher purity films with a lower defect den-
sity. This requires appropriate precursor gases that contain silicon, such as silane.
These silicon wafers are known as epitaxial silicon, which is widely used in high-
performance electronics.

In addition to silicon, epitaxy is most extensively used in IIIeV semiconductors
such as GaAs, InP, InAs, etc. Many IIIeV semiconductors exhibit an interesting prop-
erty in which their band structures can be adjusted by including other elements, such as
GaxAl1�xAs, without significantly changing their original crystal structure. This allows
one to stack epitaxial layers with differing electronic band structures on top of each
other. This is heteroepitaxy and has become commonplace in optoelectronics devices
such as laser diodes, light-emitting diodes (LEDs), and quantum well devices.

5.2.3.1 Metal organic CVD

Metal organic CVD (MOCVD) is a CVD process for growing epitaxial films, very
similar to LPCVD, and is done by flowing precursor gases over the substrate. In
IIIeV semiconductors, the metallic element is carried by an organic gas such as trime-
thylgallium (Ga(CH3)3) and trimethylindium (In(CH3)3) along with arsine (AsH3) or
phosphine (PH3). The gases are allowed to decompose due to pyrolysis on the heated
substrate surfaces to produce the desired film. The process pressures are typically in the
range of 10e100 torr, resulting in relatively fast growth rates. One drawback of
MOCVD is the toxic and explosive nature of the precursor gases, which makes
them difficult to use in small research laboratories. Nevertheless, MOCVD is a scalable
process amenable to volume manufacturing because many substrates can be simulta-
neously placed in the chamber. As a result, it is widely used in the manufacture of
quantum well lasers, LEDs, and other components.

5.2.3.2 Molecular beam epitaxy

Whereas MOCVD is similar to LPCVD, molecular beam epitaxy (MBE) can be
considered similar to PVD evaporation and is performed in ultra-high vacuum. This
makes MBE better suited for applications that require very high purity levels. Solid
sources such as gallium or indium from different effusion cells are typically allowed
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to sublime and condense on the substrate. The cells are shuttered to allow rapid and
precise transition from one material to another. The high-vacuum environment also al-
lows one to use a wide range of diagnostic tools during growth. Many MBE systems
use reflection high-energy electron diffraction (RHEED) to monitor the progression of
growth, with the ability to count monolayers as they grow. The source configurations
also make this system a lot less hazardous than MOCVD. Chemical beam epitaxy is a
variant of MBE in which gas sources are used instead of solid sources but the princi-
ples are very similar. The biggest drawback of MBE compared with MOCVD is the
slow growth rate and the inability to grow many wafers at once. Nevertheless, it is
much more widely used than MOCVD in research facilities to study the fundamental
properties of epitaxial film growth and in some limited production environments.

Table 5.1 is a brief summary of each thin film growth technique discussed in this
chapter.

5.3 Lithography

Lithography literally means printing artwork or text on a surface. In the context of
nano- and microfabrication technology, lithography is used to apply a pattern on a sub-
strate surface so that it can be subsequently transferred to the underlying substrate. The
lithography material itself is used as a sacrificial film that is discarded after the pattern
is transferred.

Optical lithography uses light to replicate a pattern from a master (photomask) onto
the substrate. The process is very similar to traditional photographic reproduction from
negative films. A photosensitive polymer (photoresist) is applied to the substrate and
then exposed to light through the photomask. The exposed photoresist undergoes a
chemical reaction that results in a change in solubility. This is subsequently used to
dissolve parts of the photoresist, leaving a patterned photoresist. There are several
different photolithography techniques, such as contact, projection, immersion, and
interference as well as UV, deep-UV, EUV, and X-ray based methods.

Nonoptical lithography involves electron beams, ion beams, or mechanical forces
to create the pattern on the resist film. These are e-beam lithography (EBL),
focused-ion beam (FIB) lithography, and nanoimprint lithography (NIL). A brief re-
view of these techniques and their limitations are described in the following sections.

5.3.1 Photolithography

5.3.1.1 Light sources

UV light sources are commonly used in photolithography. This is not only because
short wavelengths lead to better image resolution, but also because of the widespread
availability of photochemicals sensitive to UV light. The mercury vapor lamp still con-
tinues to be the dominant UV light source in photolithography with emission lines at
405 nm (h-line), 365 nm (i-line), and 254 nm. Of these, 365 nm (i-line) is used the
most, and many photoresists have been developed for this spectral range. The demand
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Table 5.1 Summary of thin film deposition techniques
Substrate
temperature

Deposition
energy Pressure

Step
coverage

Defect
density Uniformity

Deposition
rate

Commonly
used materials

Common
application

Evaporation Wide range Low Vacuum or
reactive gas

Highly
directional

High High Fast Most metals, single
elements, and
stable dielectrics,
such as Au, Ag, Cu,
Si, SiO2, MgF2, etc.

Optical and electrical
films, other
generic
applications

Sputtering Wide range High Moderate. Mostly
argon, but it can
also include
reactive gases

Directional Moderate High Fast Same
materials as
evaporation, plus
additional metals
and dielectrics such
as W, VO2, etc.

Optical and electrical
films, other
generic
applications

PLD Wide range High Wide range Directional Moderate Poor Slow Complex compounds
such as YBCO,
PZT, and
ferroelectric
materials

Currently mostly
used for
exploration

LPCVD High Surface
reaction

Moderate Conformal Very low High Fast Si3N4, SiO2 Masking and MEMS

PECVD Moderate Surface
reaction

Moderate Somewhat
directional

Low High Fast Si3N4, SiO2, polySi Electrical insulation,
passivation,
masking

ALD Wide range Surface
reaction

Wide range Highly
conformal

Very low High Slow Al2O3, HfO2, SiO2,
and certain metals

Gate dielectrics,
passivation

MOCVD High Surface
reaction

Moderate Epitaxial Low High Moderate Compound
semiconductorsd
GaAs, InP, AlGaAs

Manufacture of
optoelectronic
devices

MBE Wide range Surface
reaction

Vacuum Epitaxial Very low High Slow Compound
semiconductorsd
GaAs, InP, AlGaAs

Research and
development in
epitaxy and
optoelectronics



for higher and higher resolution has led to the utilization of deep-UV light sources,
such as excimer lasers at 248 and 193 nm. EUV sources are currently being developed
at 13.5 nm. In lithography applications, the illumination intensity has to be uniform
across the entire substrate surface. Gaussian beams are not acceptable and speckle pat-
terns from laser sources need to be eliminated. Therefore, significant effort is spent in
shaping the beam into a flat, uniform profile.

5.3.1.2 Photoresists

Photoresists are light-sensitive, organic polymers in a solvent and are most commonly
applied to the substrate by spin coating. Photoresists consist of a photoactive
compound, a resin, and a solvent. The purpose of the solvent is simply to allow the
photoresist to be spin coated. After the spin coating step, the solvents are removed
by heating the photoresist. The resin is the structural component of the photoresist
that is used for subsequent pattern transfer. In i-line (365 nm) photoresists, the most
commonly used resin is the novolac resin (belongs to the phenolic family). The photo-
active compound is diazonaphthoquinone (DNQ). Upon exposure to UV light, the
DNQ releases a photoacid that increases the solubility of the resin. This type of photo-
resist is also referred to as a positive-tone photoresist because the exposed areas will
eventually be removed and the unexposed areas will remain. The dynamic range of
the solubility can be greater than three orders of magnitude and highly nonlinear,
which is what gives photolithography its excellent contrast.

The exposure is commonly measured in the units of millijoules per square centi-
meter (mJ/cm2). This is the illumination intensity in mW/cm2 multiplied by the expo-
sure time. Typical dose values range from 50 to 500 mJ/cm2.

Although the above description is for the most common type of photoresists, there
are other photoresists based on different chemistries and mechanisms. One common
variant is the negative-acting photoresist. These photoresists have the opposite
behavior, in which the solubility of the photoresist is reduced after exposure to light.
This occurs because of polymerization reactions that increase the molecular weight of
the resin.

In the deep-UV wavelengths, the photosensitivity becomes greatly reduced because
of absorption by the resin. As a result, a mechanism known as chemical amplification
is utilized, in which a single photoacid molecule can act as a catalyst to create many
reactions. Photoresists in the EUV range are far less common and are still under
development.

5.3.1.3 Photomasks

Photomasks are transparent glass substrates on which metal patterns are created to
block the transmission of light. This metal is typically chromium because it has
excellent adhesion to glass and is very opaque to UV wavelengths. Standard photoli-
thography processes are used to create the photomask, including the application
of photoresists, exposure, and pattern transfer to the underlying chromium layer.
However, for the exposure, instead of a photomask, scanning tools such as a laser
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scanner or an electron-beam scanner are used. A UV laser source such as HeCd or ArF
is used to raster scan the laser spot across the entire surface while turning the laser
beam on or off with a shutter driven by software that contains the photomask
design. Assuming a HeCd laser at a wavelength of 325 nm, the smallest spot size
that can be achieved is on the order of 300 nm. A binary feature such as a line
may require multiple widths of this spot. As a result, the generally advertised limit
for laser-written photomasks is approximately 1 mm. Electron-beam writing is used
when smaller features are required.

5.3.1.4 Contact photolithography

Contact photolithography is the simplest to describe and the most widely used method
in research laboratories. The photomask is placed in physical contact with the
photoresist-coated substrate and exposed to UV light, typically with a 365-nm mercury
lamp, as illustrated in Figure 5.7. The extent of the contact is important because it de-
termines the resolution of the features that can be imaged. The term critical dimension
(CD) is often used in photolithography to refer to the width of the smallest line that can
be printed. An unintentional small gap can cause the exposed patterns to diffract and
become enlarged. Even in the ideal case of a perfect contact with a zero gap, there will
still be diffraction through the thickness of the photoresist. The aerial image can be
calculated, but because this is a near-field phenomenon it would require a numerical
evaluation of the Fresnel integrals. However, if we can approximate the light exiting
a photomask opening as a Gaussian shape, it becomes possible to derive a rough
analytical formula. Using this approximation, the following formula shows the width
of the Gaussian aerial image as a function of the photoresist thickness z, air gap s, and
UV wavelength l:

Wminz
3
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l
�
sþ z

2

�r
: (5.1)

At a wavelength of 365 nm, with a zero gap and a photoresist thickness of 500 nm,
the smallest feature we can print with contact lithography is approximately 450 nm.
This is the best-case scenario, and any contamination on the substrate or photoresist
will introduce additional gaps between the mask and photoresist and will degrade
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UV illumination 

Photoresist

Figure 5.7 Contact photolithography.
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the resolution. A dust particle 1 mm in size will create a 1-mm air gap. Using the above
formula, we can verify that Wmin will enlarge to 1 mm. This is one reason why contact
photolithography must be performed in an ultra-clean particle-free environment.

One can reduce the photoresist thickness to improve resolution, but this results in a
compromise. A photoresist that is too thin will not withstand the subsequent pattern
transfer steps. In addition, the scaling of resolution with photoresist thickness is not
linearda 50% reduction in thickness will only produce a 30% improvement in reso-
lution. The same is also true with the source wavelength. Therefore, the often claimed
resolution limit of contact photolithography is about 500 nm.

The biggest advantage of contact photolithography is the simplicity of the equip-
ment. The optical components are fairly simple and are used primarily for creating a
uniform illumination profile. As a result, most research and development facilities
rely primarily on contact photolithography. If the required resolution is beyond
what can be achieved with this method, then EBL or FIB lithography can be used.

5.3.1.5 Projection photolithography

In projection systems, the photomask is held at a distance from the substrate and an
optical imaging system is used to project the image of the photomask onto the substrate
surface. The system has many similarities to an optical microscope, and even the res-
olution conditions are the same. A simplified projection system is shown in Figure 5.8.

The resolution limit using Abbe’s criteria is

R ¼ l

2NA
; (5.2)

where l is the UV wavelength and NA is the numerical aperture. This equation can be
derived by considering a cone of incident waves up to a maximum angle of sin q. All of
these waves combine together to produce the aerial image. The features with the
highest resolution will arise from the waves that have the largest wave vectors in the
plane of the image. If k is the free space wave vector, then the largest wave vector
parallel to the image plane will be nk sin q, as illustrated in Figure 5.9.

Two of these counterpropagating waves will produce a standing wave with a wave
vector of 2nk sin q. This will contain the largest spatial frequency of the image.
If we convert this to spatial period, then we can get R ¼ l

2n sin q
. If we substitute

n sin q ¼ NA, we can easily obtain Abbe’s equation. R is the smallest distance
between two bright fringes in the image and is defined as the resolution of the
image. In lithography, this quantity is called the pitch. If we assume the lines and
spaces have equal widths, then the width of a single line will be half of this value.
The half-pitch is typically defined as the CD of the lithography system.

Therefore, the half-pitch, HP, can be written as

HP ¼ l

4NA
: (5.3)
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In general, we lump the 1/4 and several other optical system and photoresist factors
into a single parameter k1 and write the equation as

HP ¼ k1
l

NA
: (5.4)

In older projection lithography systems, NA was lower than 1.0 and k1 was higher
than 0.25. For example, using a mercury lamp at 365 nm, if NA ¼ 0.5 and k1 ¼ 0.5,
we get a half-pitch of 365 nm. This was a fairly typical result, and the wavelength
was often loosely treated as being equal to the half-pitch. Although this was not signif-
icantly better than contact lithography, most manufacturing systems used projection
lithography because of their increased throughput and reliability. Because the mask
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Figure 5.8 Elements of a projection photolithography system.
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Figure 5.9 Numerical aperture and maximum spatial resolution.

166 Fundamentals and Applications of Nanophotonics



is never brought in contact with the substrate, the mask can be kept clean and the sub-
strates can be easily switched. Furthermore, projection systems also allow one to
demagnify the image. For example, using 5:1 reduction optics, 500-nm features can
be 2.5 mm on the mask. This relaxes the feature sizes required on the photomask
and the cost of producing photomasks.

The depth of focus is the vertical distance above and below the image plane where
the smallest features remain in focus. This is

DOF ¼ k2
l=n

sin2 q
: (5.5)

For a 365-nm illumination with NA ¼ 0.5 (i.e., sin q ¼ 0.5) and k2 ¼ 0.5, we can
get the DOF ¼ 730 nm. This means the substrate and photomask have to be held
perfectly parallel within 730 nm, and the photoresist film has to be perfectly flat
with no topographic features exceeding this DOF value. However, even in the best
wafers, minor substrate curvatures can easily exceed this DOF. This is one reason
why an entire wafer is not exposed with a single image in a projection system. It
becomes nearly impossible to satisfy the DOF when the image size is larger than
approximately 1 in. Instead, projection lithography systems use a step-and-repeat
configuration. The reduced image of the photomask is projected and exposed, then
the wafer is translated and the same pattern is exposed over and over again to fill
the entire wafer. Hence, these systems are also known as steppers. This is illustrated
in Figure 5.10. The maximum size of a single exposure is defined as the field size
and is determined by the substrate and mask flatness as well as the quality of the optics
and spherical aberrations in the system compared with its DOF. For example, if a
system can only maintain the DOF specifications within a 1- by 1-in area, and if
the reduction optics are 5:1, then a 5- by 5-in photomask will be printed as a 1- by
1-in field on the substrate, which can be repeated several times to cover the entire
substrate.

Although device dimensions have been shrinking, the demand for larger and
larger chips have been driving the field sizes upward. This requires larger imaging

Photomask

Imaging optics

Step-and-
repeat pattern

Substrate coated with photoresist

Figure 5.10 Step-and-repeat configuration.
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lenses; however, this leads to increased aberrations. One way to overcome this prob-
lem is by projecting only a small portion of the image through a slit aperture using a
smaller lens. The mask and the wafer are then linearly scanned synchronously to cover
the entire aerial image. This is known as the step-and-scan system, and it is currently
the most widely used commercial system.

To improve resolution, projection systems have moved toward shorter and shorter
wavelengths, from 254 nm (KrF) and then to 193 nm (ArF) excimer lasers in the deep-
UV range. In addition, the k1 parameter has also significantly improved because of
better optics with lower aberrations and photoresist performance and is currently
very close to the theoretical limit of 0.25. The numerical aperture has also increased
over the years and is now at 1.35. If it seems odd that the numerical aperture is higher
than 1.0, its because this is the effective numerical aperture by replacing air with water
as the imaging medium. This is known as immersion lithography. In microscopy, this
is a commonly used method in which high-refractive-index oils are used to increase the
numerical aperture. However, many oils are incompatible with photoresists, and many
are not transparent in the deep-UV wavelengths; therefore, water has become the
preferred medium for immersion lithography. The refractive index of water at
193 nm is 1.44. Putting all of these together, the HP becomes 35 nm and the DOF be-
comes 38 nm. This is a very small number, and it is difficult to maintain the parallelism
between the substrate and photomask over more than 1 in. Even then, elaborate
methods such as laser interferometric methods are used to measure the substrate-
to-photomask distance and make fine corrections in real time.

Thirty-five nanometers was once considered the limit of the 193-nm immersion lith-
ographic systems (abbreviated as “193i”). In recent years, techniques such as phase-
shifted masks, optical proximity corrections, off-axis illumination, double patterning,
dual tone resists, self-aligned double-patterning, etc. have been successfully developed
to push the limit of this resolution even further. Currently, features as small as 20 nm
are being produced by major integrated circuit manufacturers using the 193-nm laser
source. This is an impressive l

10 resolution that is being mass produced in consumer
electronics without circumventing the effects of diffraction. Some of these resolution
enhancement techniques are briefly described here.

Double patterning
Double patterning is based on the concept that exposed lines and spaces do not have be
of equal widths. Assuming a positive-tone photoresist, a higher dose will result in
narrower photoresist lines and wider spaces. Because the aerial image formed on
the photoresist surface will always contain diffused edges due to diffraction, increasing
the dose will enlarge the area that will receive the threshold dose required for dissolu-
tion. As a result, it is possible to print lines that are smaller than half-pitch. If the line
width is 25% of the pitch, then that would leave 75% of the empty space to be used for
printing another line, effectively doubling the density of lines. The half-pitch then
becomes 17.5 nm.

In practice, this is done with two layers of hard masks (typically dielectrics) under
the photoresist. The first set of lines are exposed, developed, and etched into the top
hard mask layer. A new coating of photoresist is then applied, and the second mask
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is carefully aligned to the previously created features and exposed. The second photo-
resist pattern combined with the previously patterned hard mask are then used to etch
into the bottom hard mask layer. The top hard mask can then be removed leaving the
bottom hard mask with the desired high-density pattern. This process is referred to as
litho-etch-litho-etch. To simplify this process and to increase the reliability, another
process known as litho-freeze-litho-etch was developed. In this process, only one
hard mask layer is used. After the first photoresist pattern is developed, it is chemically
treated to prevent it from dissolving during the second application of the photoresist.
The second photoresist is then applied, aligned, and patterned. Finally, a single etch
step is performed to transfer the high-density pattern into the underlying hard mask.

Dual tone photoresists
Positive-tone photoresists have low solubility when unexposed and become highly sol-
uble when exposed beyond their threshold dose. Dual tone photoresists are designed to
have low solubility when the dose is too low and also when the dose is too high. This
allows the photoresist to dissolve only when the dose falls within a certain band in the
middle. When exposed with an array of diffused lines and spaces, the resulting photo-
resist pattern will produce two lines for each line in the aerial image, effectively
doubling the density of lines.

Self-aligned double-patterning
Self-aligned double-patterning (SADP) is widely used in today’s manufacturing sys-
tems. The process uses the edges of each line to create a new line. Because each
line contains two edges, it effectively doubles the line density. Furthermore, this pro-
cess does not require a second lithography step or alignment. Hence, it is referred to as
a self-alignment process.

First, the photoresist is exposed and developed with the initial features. These
features are then isotropically coated with a film. The film is then directionally etched
so that it is removed from all horizontal surfaces. This leaves the films on the sidewalls
of each feature. The density of these features will be twice that of the original line den-
sity. This is illustrated in Figure 5.11. The isotropic coating and directional etch can be
repeated for a second time, doubling the line density again. This will result in four
times the original density. This is referred to as self-aligned quadruple patterning.
Yet another iteration will result in self-aligned octuplet patterning.

Because of its simplicity and self-alignment capability, SADP has allowed the
manufacturers to use their existing 193 immersion systems to push the limits further
without significant retooling.

5.3.1.6 EUV lithography

F2 lasers emitting at 157 nm were expected to supersede the ArF 193-nm lasers in
projection lithography. That did not happen because of several technical hurdles,
one of which was the requirement for CaF2 optics because silica is not transparent
at this wavelength. In addition to the high cost of CaF2 optics, special design consid-
erations were required to overcome its birefringence. As a result, the 157-nm method
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never became a mainstream lithography method, and the industry continued to look for
sources in the EUV range. One of these is the 13.5-nm EUV method. This is not just a
shorter wavelength, but it is also a dramatic shift in all aspects of lithography because
the wavelength is almost in the regime of X rays. The whole optical train has to be in
vacuum. High-power light sources with efficiency and uniformity are required. New
photoresists and new approaches for making photomasks had to be developed.
Because of the difficulty in making refractory optics in EUV, an all-reflective approach
was developed using multilayer Bragg mirrors. The photomasks are also reflective
instead of transparent. This is currently an active area of research, and many tool
manufacturers are heavily investing in the EUV method. For more information on
EUV lithography, the reader is referred to the special sections on EUV in the SPIE
JM3 journal [9,10].

5.3.1.7 Laser interference lithography

Laser interference lithography is a maskless projection method to create periodic lines
of exposure with line widths as small as l

4n. A laser beam is split in two and recombined
at the substrate surface to create a periodic array of bright and dark lines (see
Figure 5.12). If two coherent beams of wavelength l are incident at an angle q from
opposite sides of the surface normal, then Figure 5.9 can be used to show that

L ¼ l

2n sin q
; (5.6)

where L is the pitch and n is the refractive index of the incident medium. The smallest
pitch will occur when the incident angle is 90�. Using a 266-nm laser, the smallest
pitch will be 133 nm with a line width of 66 nm (assuming a 50% duty cycle). In
practice, it is not possible to illuminate the substrate at 90� incidence. The maximum

Photoresist pattern Isotropic coating 

Directional etch Remove photoresist 

Figure 5.11 Illustration of the SADP process.
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angle is likely to be close to 60�. This would result in a pitch of 153 nm and a line
width of 76 nm. It is also possible to perform two consecutive exposures after rotating
the substrate in plane by 90� to achieve a two-dimensional grid pattern.

One commonly used configuration for interference lithography is the Lloyd’s
mirror setup, which contains two planes at right angles to each other. A mirror is
installed on one plane, the substrate is placed on the other plane, and the laser beam
is expanded and collimated to cover both planes. From simple geometry, we can
show that the angles of incidence of each beam on the substrate will be equal, which
creates the interference pattern. Furthermore, the entire fixture can be rotated to change
the angle of incidence, which gives it the flexibility to easily change the pitch of the
periodic fringes.

Interference lithography is used to make diffraction gratings and photonic crystals.
Its advantage is that it is a maskless method and requires a fairly simple setup to
achieve line widths that rival even the most advanced projection lithography system.
It can cover a large substrate area, much larger than what is currently possible with
mask projection systems. It also does not suffer from any depth-of-field issues.
Compared with the tens of millions of dollars it costs to acquire and set up a
193-nm projection lithography tool, an interference lithography setup can be built
for far less. Its biggest disadvantage is that it can only make periodic structures.
Nevertheless, interference lithography is still a powerful tool that is used anytime
large-area periodic nanostructures are required.

Figure 5.13 shows two typical examples of one- and two-dimensional periodically
patterned photoresist films made by interference lithography.

5.3.2 Nonoptical lithography

Although optical lithography is the dominant technique, there are other techniques that
do not use light to print a pattern on a resist layer. We will use the term resist rather
than photoresist to indicate the lack of photosensitivity in this application.

5.3.2.1 Electron-beam lithography

Of all of the nonoptical lithographic methods, this is the most commonly used method.
It uses a beam of electrons rather than photons to expose the resist to induce a chemical

Laser  

Sample 

 θ UV mirror

Figure 5.12 Laser interference lithography using a Lloyd’s mirror setup.
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change, which subsequently results in a change in solubility. However, unlike photo-
lithography, there is no mask and the beam does not illuminate the entire substrate. In
that sense, EBL does not have any similarities with contact lithography or projection
lithography. Instead, the electron beam is generated, accelerated, and focused down to
a small spot and scanned across the substrate to create the image. The scanning mech-
anism is done by a combination of mechanical translation of the substrate stage as well
as tilts in the electron beam. The pattern is generated by modulating the beam current
on and off as the beam is scanned. The equipment is similar to a scanning electron
microscope, where the e-beam, steering coils, and the substrate are all housed in a
high-vacuum chamber. The resolution limit follows the same relation as with photons:

HP ¼ k1
l

NA
: (5.7)

The wavelength of electrons can be computed from de Broglie’s principle, which
states l ¼ h

p, where h is Plank’s constant and p is the momentum. If the kinetic energy

of the electron is E, then we can use E ¼ 1
2mv

2 and p ¼ mv to obtain p ¼ ffiffiffiffiffiffiffiffiffi
2mE

p
where m is the mass of the electron. This allows us to express the wavelength in terms
of kinetic energy as

l ¼ hffiffiffiffiffiffiffiffiffi
2mE

p : (5.8)

If the electron is accelerated by 10 kV, then it will acquire a total energy of 10 keV
and the wavelength can be calculated to be approximately 12 pm. This is many orders
of magnitude smaller than UV wavelengths and is the main attraction of electron
beams. It has the potential for an extremely small resolution limit, although much of
it is still unrealized as of today.

The numerical apertures of electron-beam systems are typically very low, on the
order of 0.01. This has the benefit of an extremely large depth of focus. Despite the

12.0 kV 5.0 mm × 40.0 k 1.00 μm 12.0 kV 5.7 mm × 60.0 k 500 nm

Figure 5.13 Scanning electron microscope images of photoresist features made using laser
interference lithography.
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low numerical aperture, the expected resolution should still be on the order of 1 nm.
However, in practice, this is not the case. The k1 parameter in electron-beam systems
is much larger than in optical systems. As we saw earlier, the smallest theoretically
possible value for k1 is 0.25, which with 10-keV electrons would lead to a subnanom-
eter resolution. However, in current EBL systems, the value of k1 is on the order of 5.
This is due to the poor spherical and chromatic aberrations in the magnetic focusing
system as well as the interaction of the electron beam with the substrate that emits sec-
ondary electrons that cause blurring. As a result, the practical resolution of EBL is only
in the range of 5 nm.

The biggest advantage of EBL is its high resolution. The depth of focus is also
very large because of the small numerical aperture. This makes it a very forgiving
system for performing lithography on substrates with topographic features and small
curvatures. Currently EBL is widely used in the manufacture of photolithography
masks, especially when the required resolution on the mask is beyond what can
be achieved with a laser scanner. This is by far the largest commercial application
of EBL today. In research and development, EBL is used whenever the required fea-
tures are smaller than approximately 500 nm, by directly writing the pattern on the
resist layer, bypassing a mask. Although deep-UV projection with immersion can
easily reach below 100 nm, such tools are generally not available outside of large
production environments. Hence, for research and development, EBL becomes the
tool of choice where contact photolithography leaves off. The biggest disadvantage
of EBL is its slow speed. Because it is a scanning system, it is inherently slow. This
speed is inversely related to the resolutiondas the beam spot size is reduced to
achieve a higher resolution, its speed will also decline. To write a 1- by 1-in area
could take several hours depending on the density of the pattern and the required
dose. Another drawback is the requirement for the substrate to be conductive. As
in the scanning electron microscope, the beam current needs a path to ground
through the substrate to maintain charge neutrality. Any localized charging effects
can significantly diminish the resolution. For photomask writing, although the sub-
strate is glass, a metal film is deposited first before coating the resist film, and this
metal film is electrically grounded. Writing on a resist film on a silicon substrate is
also possible because silicon is partially conductive. Other cases of purely insulating
systems will require careful consideration of how to dissipate the charge
accumulation.

The dose in EBL is the charge per unit area, commonly expressed in microcou-
lombs per square centimeter (mC/cm2). The beam current in combination with the
scan speed affects the dose that is deposited on the substrate. Because long write times
are the main disadvantage of EBL, optimization algorithms are used to minimize the
write times. The current and beam size are dynamically adjusted based on the resolu-
tion of the local feature being written. They are increased when writing large features
and reduced for finer features.

The resist mechanism is different from UV photoresists. In positive-tone resists, a
process known as chain scission decreases the molecular weight of the exposed areas
and increases the solubility. In negative-tone resists, a cross-linking process increases
the molecular weight and reduces the solubility.
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5.3.2.2 FIB milling

This is a maskless, resistless scanning lithography technique. It is very similar to EBL
except it uses an ion beam instead of an electron beam to write the pattern. In addition,
the beam is not used for exposing a resist; instead, the beam directly sputters and
removes the substrate (or thin film), hence bypassing the need for a sacrificial resist
layer.

Liquid metals are used for the ion source because of their heavier atomic weights,
which will result in a higher sputter yield. Of these, gallium is the most common
because of its low melting temperature. The gallium atoms are heated, ionized, accel-
erated, and focused to a small spot on the order of 5 nm on the substrate stage. The
acceleration energy of the incident ions and substrate type will determine the sputter
yield and hence the removal rate of atoms.

Redeposition of the sputtered atoms is a major consideration in FIB. This is when
the sputtered atoms land back in the vicinity of the milled site, causing surface rough-
ness. For this reason, a gas injector is used to volatilize the sputtered species and accel-
erate the removal rate of atoms. With suitable precursor gases, it is also possible to
induce a CVD at the ion bombardment site. These different operational modesd
sputter removal, reactive etch, and depositiondmake FIB a very versatile tool. How-
ever, similar to EBL, its main disadvantage is its low speed. FIB is currently used to
make repairs to photomasks by milling away unwanted metal traces and depositing
missing metal traces as well as surgical repairs to integrated circuit chips.

Another very useful aspect of FIB is that it can be easily combined with a scanning
electron microscope in the same vacuum chamber in a dual beam configuration.
An electron gun and an ion gun can both be directed at the substrate, which allows
one to direct the ion beam and monitor the milling process in real time. As in EBL,
the substrate must be electrically grounded.

5.3.2.3 Nanoimprint lithography

NIL is very simple to describe. A mold (stamp) is first constructed with surface relief
features on it and is then pressed against a polymer material to transfer the pattern. This
is illustrated in Figure 5.14. The polymer material is typically a sacrificial resist film
that is used as a mask to etch the underlying substrate or film. Interest in NIL has
grown significantly because of its potential for nanoscale manufacturing.

There are several different NIL approaches. Thermocompression NIL uses elevated
temperatures to soften the polymer film to allow it to flow around the surface reliefs of

Press stamp

Remove stampThermal reflow or UV cure

Figure 5.14 Nanoimprint lithography.
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the stamp. The stamp is removed after allowing it to cool back to room temperature.
This is also known as hot embossing lithography. Another variant uses UV light to
cross-link and harden the polymer film. A soft liquid film is used, and during the
imprint the film is exposed to UV light. This can also be used in combination with
elevated temperature. UV-NIL requires the substrate and/or stamp to be transparent
to UV wavelengths such as quartz.

The main advantage of NIL is the extreme simplicity of the process. There are no
expensive optics, ultra-high-vacuum chambers, electron beams, or excimer lasers.
Feature sizes also do not have a fundamental resolution limit. However, in practice,
there are several challenges that have prevented NIL from being adopted on a larger
scale. NIL requires physical contact between the stamp and the substrate. After several
cycles, the stamp will have to be cleaned. In that sense, this is similar to contact photo-
lithography, except NIL can transfer much finer features than contact photolithog-
raphy. The flatness of the substrate and stamp are also critical factors. Any
protrusions or topographic features will compromise uniform contact between the
stamp and the film. However, this is not a significant disadvantage, at least when
compared with deep-UV projection systems, which also have limited depth-of-focus
problems.

NIL is currently used in many research and development laboratories, but it is still
under development for large-scale manufacturing applications. The proposed NIL
manufacturing systems use a step-and-repeat configuration just like in the UV
steppers. Some of the manufacturing challenges are air entrapment between the stamp
and the substrate, particulates, stamp contamination, and throughput.

Table 5.2 summarizes some of the main advantages and disadvantages of the
different lithography methods discussed in this section.

5.4 Pattern transfer

Once the resist film is patterned by lithography, chemical processes are used to transfer
that pattern into the underlying substrate or film. This is the pattern transfer process.
There are exceptions, such as FIB lithography, in which the pattern is directly etched
without a resist, and the lift-off process, in which a patterned resist is used to lift an
overlying film simply by dissolving the resist and not by etching the film. The etching
processes are generally divided into wet-chemical etching and plasma etching.

5.4.1 Wet-chemical etching

This process requires only liquid chemicals; therefore, it is very simple and inexpen-
sive to implement. For example, for etching a copper film, as is routinely done in the
manufacture of printed circuit boards, the resist is applied and patterned over the
copper film and then a chemical such as ammonium persulfate or ferric chloride is
used to selectively etch the copper, leaving only the areas of copper that are protected
under the resist film. The resist is then stripped off with a solvent.
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Table 5.2 Summary of lithographic methods

Method Wavelength
Approximate
half-pitcha Depth of focus Common applications

Contact lithography 365 nm (Hg) 500 nm R&D

Projection lithography 365 nm (Hg) 350 nm R&D and small production

Projection lithography 193 nm (ArF) 75 nm Production systems

Projection immersion lithography 193 nm (ArF) 35 nm Production systems

Projection lithography with
immersion and resolution
enhancement

193 nm (ArF) 20 nm Production systems

EUV lithography 13.5 nm 5 nm Still under development for production
systems

Laser interference lithography 325 nm (HeCd), 266 nm
(YAG), 248 nm (KrF),
193 nm (ArF), etc.

100e500 nm Infinite Periodic structures such as gratings

EBL 0.01 nm (e-beam) 5 nm Large R&D laboratories and for making masks
for production systems

FIB lithography Gallium ions 10 nm Large Mask repair, chip repair, R&D

NIL N/A N/A N/A R&D with potential for
commercial use

R&D, research and development.
aHalf-pitch values given here are realistic values for these systems and not their theoretical limit.
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Although simple, there are several limitations to this type of etch. First, the etch
chemistry is directionally isotropic. This means the film is etched vertically and hori-
zontally at nearly equal rates. The consequence of this is a curved sidewall that results
in a larger opening at the top than the original opening in the resist. The excess lateral
etch under the resist is known as the undercut.

The etch process can be described as a sequence of three steps: (1) the etchant
diffuses from the bulk liquid to the surface being etched, (2) the surface reaction takes
place, and (3) the by-products diffuse out to the bulk liquid. The rate of each step de-
termines the overall etch rate. This is known as the rate-limiting step. The actual model
is complex because it involves the diffusion of different species, all of which depend
on their respective concentration gradients, but we can consider a simplified model as
follows:

1
R

¼ 1
Ri

þ 1
Rr

þ 1
Ro

; (5.9)

where Ri is the diffusion rate of the fresh reactants to the reaction site, Rr is the etching
reaction rate, and Ro is the diffusion rate of the by-products away from the site.
The smallest of these factors determines the overall etch rate R. The surface reaction
rate Rr is a function of the concentration of the reacting species and is exponentially
dependent on temperature. This can be written as

Rr ¼ k0½A�n½B�me�
Ea
kT ; (5.10)

where [A] and [B] are the concentrations of the reacting species (assuming there are
only two species), Ea is the activation energy for the reaction, k is the Boltzmann
constant, T is the temperature, n and m are constants, and ko is the rate constant. The
diffusion rates Ri and Ro are functions of the geometry, such as mask opening and
aspect ratio of the etch profile. The latter will be a dynamically varying parameter as
the etch progresses.

Wet-chemical etching is mostly used for etching large geometries where the diffu-
sion rates are large; therefore, the rate-limiting step is primarily the surface reaction
rate. Therefore, the overall rate depends primarily on the concentration of the fluid
and the temperature. In this regime, the etch profile will be ideally isotropic.
The diagram in Figure 5.15 illustrates this, where a thin film of thickness t is
wet-etched through a mask opening of width w.

Using geometry, when the width of the etched trace is w at the bottom of the trench,
the width at the top of the trench will be:

w0 ¼ wþ 2t; (5.11)

or expressed as a fraction of the original space width,

w0

w
¼ 1þ 2

t

w
: (5.12)
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Here are some numerical results to illustrate the line width:

• t ¼ 100 nm;w ¼ 500 nm/w0
w ¼ 1:4

• t ¼ 100 nm;w ¼ 250 nm/w0
w ¼ 1:8

• t ¼ 100 nm;w ¼ 100 nm/w0
w ¼ 3:0

Clearly, as the mask dimensions shrink toward and below the thickness of the film,
we will not be able to etch the film without a significant loss of resolution. The film
thickness is often limited by other design criteria such as the optical dielectric constant
or electrical resistivity; therefore, it is not a parameter than can be easily changed. This
is the biggest drawback of wet-chemical etchingdthe isotropic nature results in a
significant enlargement of the traces as the dimensions get smaller. The advantage
of wet-chemical etching is its low cost. Another significant advantage is the high selec-
tivity. Selectivity is defined as the etch rate of the film (desired etch rate) divided by the
etch rate of the resist (undesired etch rate):

S ¼ Rfilm

Rresist
: (5.13)

Because the etch rate is entirely driven by chemical activity, it is possible to find
chemicals that will etch the film and leave the resist virtually untouched. Most
materials commonly used in electronics have well-established etchants with high
selectivity with the resist. A comprehensive list of wet etchants for various materials
can be found in the references listed at the end of this section. However, there are
some cases in which the resist simply will not stand up to the etchant. One example
is the etching of silicon with HNA solution (hydrofluoric, nitric and acetic acid
mixture). This is an aggressive etchant, and most polymer-based resists will be
removed very quickly. Therefore, the commonly used technique is to use the resist
to pattern a more chemically resistant hard mask such as silicon nitride. Then, the
patterned hard mask is used to etch the underlying silicon with the HNA solution.

It should also be noted that not all wet chemicals produce isotropic etches.
In crystalline materials, the etch rate can be strongly dependent on the crystal orienta-
tion. The etch rate Rr will then have a strong dependence on the angle q. Such etches
are known as anisotropic wet-chemical etches. One example of this is the etching of
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ResistResist

Substrate

w

t
w ′

Figure 5.15 Illustration of wet etching characteristics.
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silicon with KOH (potassium hydroxide). When the surface orientation of silicon
is <100>, the etch rate drops to zero at 54� to the surface along certain planes. The
end result will be an etch profile that has sidewalls sloping at 54� where the etch rates
come to a stop. An example of this etch profile is shown in Figure 5.16. This type of
etch is used for making components in which the etch needs to come to a stop at a sharp
corner (such as in atomic force microscopy tips) and in micro electro mechanical
systems (MEMS).

5.4.2 Plasma etching

Plasma etching is also referred to as dry etching because it is performed in a gas phase
without the use of liquids. It is sometimes referred to as reactive ion etching (RIE),
although the correct term should be ion-assisted chemical vapor etching. In plasma
etching systems, the substrate is placed in a vacuum chamber on the cathode of the
plasma generator and gases are introduced to produce the reaction. This is illustrated
in Figure 5.17. One advantage of this system is that fairly safe gases can be fed into the
chamber, which in a plasma state become dissociated into highly reactive species. An
example of this is CF4. This gas is fairly inert under normal conditions, but in a plasma
it can generate many F atoms (free radicals), which are highly reactive and spontane-
ously attack silicon to produce SiF4. Because SiF4 is a gas, silicon will be readily
turned to a gas in such a plasma reaction. In addition, ions in the plasma will bombard
the cathode similar to sputtering. This action creates an additional source of energy that
can accelerate the etch rate parallel to the ion trajectories. Because ions are directed at
normal incidence to the cathode, this has the effect of accelerating the etch rate normal
to the substrate. This will result in an etch profile that has minimal undercut and is
strongly anisotropic, as illustrated in Figure 5.18.

An important requirement in plasma etching is for the by-products to be volatile;
that is, they need to be able to evaporate away into the pumping system. Any nonvol-
atile by-products will remain on the substrate as a deposited thin film and may impede

15.0 kV 5.4 mm × 3.00 k 10.0 μm

18.80 μm

Figure 5.16 Profile of <100> silicon etched in KOH solution.
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the etching. Therefore, the gas chemistry has to be matched to the substrate being
etched to produce the most volatile by-products. In addition to selecting the correct
gas species, one can also control the substrate temperature, pressure, and plasma
discharge powers to control the reaction and the by-products. The most common gases
used in etching are fluorine-based or chlorine-based. Common fluorine-based gases are
CF4, SF6, CHF3, C4F8, etc. and chlorine-based gases are Cl2, BCl3, CCl4, etc. Most
semiconductors and metals can be etched with these gases. Unlike wet-chemical
etching, it is not a trivial task to switch gases to etch different materials because several
systems have to be specifically installed for each gas type, including piping, flow
controllers, and exhausts.

Plasma etching is widely used for etching nanoscale features because it can produce
vertical sidewall profiles with little or no undercut. An example is shown in
Figure 5.19. This anisotropic feature can be further enhanced by allowing the deposi-
tion of certain passivating films to occur along vertical sidewalls during the plasma
reaction. Along horizontal surfaces, these films will be removed by ion bombardment,

Anode electrode (ground)

Cathode electrode

Substrate

Gas in Gas out

Figure 5.17 Parallel plate plasma etching configuration.
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Figure 5.18 Interaction of the plasma with the substrate and mask.
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but they will remain on the vertical walls. By coating the sidewalls with these films, it
is possible to produce very deep high-aspect-ratio features. Such etch processes are
known as deep-RIE. Another aspect that makes plasma etching suitable for small fea-
tures is the ability of gas species to diffuse into smaller features better than liquids.
Plasma etching is also highly repeatable compared to a liquid bath.

The disadvantage of plasma etching, in addition to the higher cost of the system
compared with wet-chemical etching, is the reduced selectivity. This arises because
of the ion bombardment that can lead to sputter removal of the resist. Therefore, the
resist gets consumed faster than in wet-chemical etching. As a result, ion-driven etches
will have a poorer selectivity than free-radical-driven etches. Many dielectrics such as
SiO2 need ion bombardment to break bonds and make the molecules reactive. Without
ion bombardment, these films will not etch. This will naturally lead to a lower selec-
tivity. On the other hand, materials such as Si and certain metals can be etched by free-
radicals alone, without the assistance of ions. These will have a higher selectivity. The
resist thickness and selectivity determines the maximum etch depth that can be
achieved. For example, if the resist thickness is 100 nm and the selectivity is 2, then
the maximum etch depth that can be achieved will be 200 nm.

In a capacitively coupled plasma chamber, as shown in Figure 5.17, it is not
possible to independently control the ion density and the free radical density. Both
of these quantities are coupled. The only variable that can be controlled is the plasma
discharge power, which will simultaneously increase both the ion density and the free
radical density. When etching different materials, some only require ion bombardment,
others only require free radicals, and some require both. Therefore, it is useful to have
independent control of these parameters. This is accomplished through a capacitively
coupled and inductively coupled plasma. In this system, the capacitively coupled part
controls the ion density and free radical density, and the inductively coupled part con-
trols only the free radicals. This is a very common configuration used in advanced
plasma etching systems today.

10.0 kV 5.0 mm × 4.49 k 10.0 μm

Figure 5.19 Example of a plasma etched substrate.
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Problems

1. Compare the following metals in terms of the temperature required to reach a vapor pressure
of 1 torr and whether it will be a liquid or solid at this temperature: (a) titanium, (b) tungsten,
(c) gold, (d) indium (use reference [2]).

2. Consider the sputter deposition of gold using an argon plasma.
a. If the ion acceleration is 500 V and the ion current is 500 mA uniformly distributed over a

1-in square target area, then calculate the rate of atoms sputtered from the target, S. You
need to look up the sputter yield of gold.
(S ¼ 6.2 � 1018 atoms/s)

b. The substrate is held at a distance of D ¼ 6 in from the target. Approximating the target as
a point source, and assuming the sputtered atoms have an angular distribution of cos q
where q is the angle from the normal to the target surface, show that the deposition
rate of the substrate along q ¼ 0 is R ¼ S

pD2. Calculate this value.
(R ¼ 8.6 � 1015 atoms/cm2/s)

c. Using the above value, calculate the film growth rate on the substrate at q ¼ 0. You need
to use the atomic weight, density, and Avogadro’s number.
(14.5 Å/s)

3. In this problem, consider a PLD system using a 157-nm F2 laser.
a. If F0 is the laser fluence (energy per pulse per unit area), a is the absorption coefficient,

and R is the reflection coefficient, then show that the absorbed energy density isUa(z) ¼
F0(1 � R)ae�az.

b. The ablation depth is defined as the depth at which the absorbed energy density becomes
equal to the energy density required to vaporize the material Uvap. Using this definition,

show that the ablation depth can be written as dvap ¼ 1
a
ln
�
F0
Fth

�
, where Fth ¼ Uvap

ð1�RÞa.

c. The following experimental values were measured for the ablation of fused silica:

Calculate the threshold fluence Fth and the absorption coefficient a.
(Fth ¼ 1 J/cm2/pulse; a ¼ 1.7 � 105/cm)

d. Look up the complex refractive index of fused silica at 157 nm from Ref. [5].
e. Look up the explanation offered in Ref. [6] for the large difference between the two

absorption constants.
4. Consider a projection lithography system that uses an i-line mercury lamp source, NA ¼ 0.6

and k1 ¼ 0.5 with 4� reduction optics. Determine the smallest line width allowed on the
photomask and the corresponding line width of the exposed line.
(1.21 mm, 304 nm)

5. Consider a 193i lithography with SADP and NA ¼ 1.3 capable of printing 22-nm-wide lines.
Calculate the effective value of k1 for this system and the depth of focus.
(0.15, 49 nm)

F0 (J/cm
2/pulse) dvap (nm/pulse)

2 40

10 135
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6. Consider the Lloyd’s mirror configuration in Figure 5.12. Assume the incident beam is
collimated.
a. Show that the interfering beams are incident at angles of þq and �q from the substrate

normal.
b. Derive Eqn (5.6).
c. Assume the source is a 325-nm HeCd laser. The required pattern is a two-dimensional

photonic crystal consisting of oval posts that has a pitch in the x-axis of 300 nm and
pitch in the y-axis of 250 nm. Describe how this structure can be created using this system.

7. Calculate the wavelength of an electron that has been accelerated by 5 kV. Explain why the
exposure resolution using this beam is typically significantly larger than this wavelength in
most EBL systems.
(17 pm)

8. Consider a 100-nm-thick metal film with a 250-nm-wide and 400-nm-thick photoresist line on
top. If the metal is wet-etched until all of the metal is removed except the area under the resist,
then calculate the width of the resulting metal line. Assume the etch selectivity is infinite.
(50 nm)

9. The same structure as above is etched with a plasma instead of wet chemistry. The etch is
anisotropic with a selectivity S ¼ 0.8. Calculate the width of the resulting metal trace and
the thickness of the remaining photoresist when the etch is completed.
(250 nm, 275 nm)
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Nanocharacterization 6
J.W. Haus
University of Dayton, Dayton, OH, USA

Measure what can be measured, and make measurable what cannot be measured.
Galileo Galilei

On looking back on this event, I am impressed by the great limitations of the human
mind. How quick are we to learn, that is, to imitate what others have done or thought
before. And how slow to understand, that is, to see the deeper connections. Slowest of
all, however, are we in inventing new connections or even in applying old ideas in a
new field.

Fritz Zernike, 1953 Nobel Lecture on his observations of
diffraction grating ghost images, explaining them and using them to

develop phase contrast microscopy.

6.1 Introduction

The first glimpse into the microscopic world was made possible by the development
of the optical microscope. The history of the microscope is murky, with no one
name attributed to the breakthrough invention. However, the historical record
shows rapid progress (i.e., magnifying images beyond the power of a simple magni-
fying glass) in microscopy emerging from the Netherlands in the 1500s with the
invention of the compound microscope. The book Micrographia by Robert Hooke
published in 1665 is most often quoted for its detailed images and the definition of
the “cell” from his biological observations. The microscope was adopted in many
fields of science and was especially useful in biology and in advancing our medical
knowledge of diseases. It enabled the direct observation of bacteria and organelles
in cells. In the twentieth century, the new physics of X rays and electron waves
were used to image objects with even greater resolution. As technology pushed
the limits to a smaller scale, a myriad of new instruments were developed that
are broadly called scanning probe techniques. Let us set the stage for understanding
the advantages and limitations of nanocharacterization by first introducing the
essential operational characteristics of microscopes. The principles introduced in
the next section will then be examined when discussing twentieth-century
instruments.

Fundamentals and Applications of Nanophotonics. http://dx.doi.org/10.1016/B978-1-78242-464-2.00006-3
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6.2 Basic optics

6.2.1 Geometric optics using compound microscope

The compound microscope consists of two parts: one containing objective lenses
(O) that magnify and focus the light from the object in an image plane (I) and the other
an eyepiece (E) that further magnifies the image and produces a virtual image of the
object (dashed outline). A sketch of the essential elements of a compound microscope
is found in Figure 6.1. Zacharias Janssen of Middleburg, Holland is credited with
inventing the compound microscope in 1590. In the figure, the compoundmicroscope’s
components are illustrated with single lenses; the actual parts contain several lenses.

To better understand how a lens works, the basic principles of refraction and reflec-
tion are applied. Snell’s law already discussed in the electrodynamics chapter provides
a geometric optic foundation to describe the magnification power of a lens. Without
going into detail, the object distance (p) and focal plane distance (q) for a thin lens
are given by the lensmaker’s formula:

1
p
þ 1
q
¼ 1

f
; (6.1)

where f is the focal length of the lens. The focal length satisfies the equation

1
f
¼ ðn� neÞ

ne

�
1
R1

� 1
R2

�
; (6.2)

where n is the refractive index of the lens material and ne is the refractive index of the
environment surrounding the lens. R1 and R2 are the radii of curvature of the lens
surfaces on the left and right, respectively. The radii have signs associated with them;
the radii are positive if their center of curvature is on the transmission side and negative
if they are on the reflection side of the lens. For instance, in a biconvex lens, R1 > 0
and R2 < 0. The object and image plane are illustrated in Figure 6.2.

Simple geometric considerations of the object and image height yield an expression
for the lens system magnification:

M ¼ q

p
: (6.3)

IO E

Figure 6.1 Illustration of a compound microscope with objective (O) and eyepiece (E) lenses.
The objective image plane is denoted by I.
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This formula reveals how to obtain large magnification by designing a lens with a
small working distance p, but practical limitations are imposed by the lens thickness
and lateral size. For a compound microscope, the magnification is the product of the
two lens groups (O and E):

Mm ¼ MoMe: (6.4)

For instance, an eyepiece with 10� magnification and an objective with 40�
magnification produce a compound microscope magnification of 400�.

6.2.2 Wave propagation and diffraction

In Chapter 2, Maxwell’s equations for electrodynamics were introduced and
discussed. It is crucial to our quantitative understanding of imaging and feature
resolution. We use the Helmholtz form of the wave equation given by Eqn
(2.28) and express it here in scalar form with material parameters equal to unity
(k0 ¼ u/c)

V2Eð~r;uÞ þ k20Eð~r;uÞ ¼ 0: (6.5)

We consider an optical beam propagating close to the z-axis. When the transverse
coordinates are Fourier transformed,

Eðkx; ky; z;uÞ ¼ 1

ð2pÞ2
ZZ

dxdye�iðkxxþkyyÞEðx; y; z;uÞ; (6.6)

Equation (6.5) becomes

d2

dz2
Eðkx; ky; z;uÞ þ

�
k20 � k2x � k2y

�
Eðkx; ky; z;uÞ ¼ 0; (6.7)

p q
Figure 6.2 The object placed a distance p in front of the lens and the image placed a distance
q behind the lens.
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which can be solved for two counterpropagating plane waves. The solution we seek is
propagating along the positive z-axis

Eðkx; ky; z;uÞ ¼ Eðkx; ky; 0;uÞei
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðk20�k2x�k2yÞ

p
z: (6.8)

For a linear system for which the input is at z ¼ 0, the spatial frequency (kx, ky)
response function is

Hðkx; ky; zÞ ¼ Eðkx; ky; z;uÞ
Eðkx; ky; 0;uÞ ¼ ei

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðk20�k2x�k2yÞ
p

z; (6.9)

which represents the plane-wave decomposition of light beam propagation a distance
z in space.

The relation between the spatial expressions for the electric field and the response
function is

Eðx; y; z;uÞ ¼
ZZ

dkxdkye
iðkxxþkyyÞEðkx; ky; 0;uÞHðkx; ky; zÞ: (6.10)

The scalar electric field is expressed in spatial coordinates using the convolution
form

Eðx; y; z;uÞ ¼
ZZ

dx0dy0Eðx0; y0; 0;uÞGðx� x0; y� y0; zÞ: (6.11)

The propagator Gðx� x0; y� y0; zÞ is the Fourier transform of the response function
(kx, ky, z). It is also referred to as the spatial impulse response function:

Gðx; y; zÞ ¼
ZZ

dkxdkyHðkx; ky; zÞeiðkxxþkyyÞ: (6.12)

The evaluation of Eqn (6.12) yields the result ðr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
Þ

Gðx; y; zÞ ¼ � ik0

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r2

p $
zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z2 þ r2
p eik0

ffiffiffiffiffiffiffiffiffi
z2þr2

p  
1þ i

k0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r2

p !
: (6.13)

The last factor becomes unity in the far field (i.e., k0z[1). The second term is

called the obliquity factor and is expressed as a cosine function

�
cosQ ¼ zffiffiffiffiffiffiffiffiffi

z2þr2
p

�
,

where Q is the off-axis angle. For small off-axis angles r � z, the paraxial approxi-
mation can be used for the propagator, yielding

Gpðx; y; zÞ ¼ � ik0
2pz

eiðk0z�k0r2=ð2zÞÞ: (6.14)
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The corresponding paraxial spatial frequency response function is�
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kx2 þ ky2

q �
Hpðkx; ky; zÞ ¼ eik0ze�ik2z=2k0 : (6.15)

Hp describes a spatial translation of a paraxial field. The spatial coordinate expres-
sion for the electric field is

Eðx; y; z;uÞ ¼
ZZ

dkxdkye
iðkxxþkyyÞEðkx; ky; 0;uÞHpðkx; ky; zÞ: (6.16)

In terms of the propagator, the above result can be written as

Eðx; y; z;uÞ ¼
ZZ

dx0dy0Eðx0; y0; 0;uÞGpðx� x0; y� y0; zÞ: (6.17)

This is the Fresnel diffraction formula. The paraxial result is equivalent to solving
the wave equation using the slowly varying envelope approximation (SVEA),

Eðr;uÞ ¼ Eeðr;uÞeik0z; (6.18)

where Ee(r, u) is the envelope function that satisfies the SVEA equation

vEeðr;uÞ
vz

� i
2k0

Vt
2Eeðr;uÞ ¼ 0; (6.19)

where the operator Vt
2 ¼ v2

vx2 þ v2

vy2 is the transverse Laplacian. Exploring the
connection between the SVEA equation and the paraxial approximation is left as a
problem.

6.2.2.1 Fresnel and Fraunhofer diffraction

The propagator in Eqn (6.14) has a quadratic (x, y) coordinate dependence in the expo-
nential factor, which enables closed-form expressions to be derived for many aper-
tures. A further approximation is made by expanding the quadratic expression in the
exponential factor of the propagator

k0
h
ðx� x0Þ2 þ ðy� y0Þ2

i
2z

¼ k0
�
x2 þ y2 � 2xx0 � 2yy0 þ x02 þ y02

�
2z

: (6.20)

The last two terms in brackets are restricted in size by the aperture dimension, say d.
These two terms contribute to a negligible change of the phase in the integrand when
the following inequality holds:

k0d2

2z
� 1: (6.21)
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Neglecting these two terms, the results derived from the expression are examples of
Fraunhofer diffraction,

Eðx; y; z;uÞ ¼ � ik0
2pz

eik0z
ZZ

dx0dy0Eðx0; y0; 0;uÞeiðKxx0þKyy0Þ; (6.22)

where we define Kx ¼ k0x
z ;Ky ¼ k0y

z .
We consider two important examples to illustrate Fraunhofer diffraction.

Example 1: Fraunhofer diffraction through a rectangular aperture

Consider a rectangular aperture for which the boundary is defined by the coordinates: x ¼ �a
and y ¼ �b. The aperture image is illustrated in Figure 6.3(a). When the aperture is illuminated
with a uniform plane wave E(x, y, 0, u) ¼ E0, the boundaries define the limits of the integrals
in Eqn (6.22),

Eðx; y; z;uÞ ¼ � ik0
2pz

eik0z
Za
�a

Zb
�b

dx0dy0E0eiðKxx
0þKyy0Þ: (6.23)

Evaluation of the integrals gives

Eðx; y; z;uÞ ¼ � ipk0
2z

4abE0eik0zsinc
�
Kxa
p

�
sinc
�
Kyb
p

�
; (6.24)

where we define the sinc function as sincðxÞ ¼ sinðpxÞ
px : The Fraunhofer intensity diffraction

pattern ðI ¼ 		Eðx; y; z;uÞ		2 and I0 ¼ 		Eð0; 0; z;uÞ		2Þ rendered in Figure 6.3(b) has a
strong central peak with small side lobes. For a < b, the spread of optical irradiance along
the y-axis is narrower than its spread along the x-axis. This is a direct consequence of

(a) (b)
Kxa

Kxa/π, Kya/π

Kya

1

0.75

0.5

0.25

0
–2 –1 0 1 2

I/I
0

Figure 6.3 (a) A rectangular hole in an opaque screen. (b) Fraunhofer diffraction pattern for the
aperture for a slice across the axes Ky ¼ 0 and Kx ¼ 0. For this figure, b/a ¼ 2.

190 Fundamentals and Applications of Nanophotonics



the complementary uncertainty property of Fourier transforms between the variances in
each space,



Dx2
�
0



Dx2
�
z �

�
2pz
k0

�2

; (6.25)

where the averages are weighted by the intensity at the planes z ¼ 0 and z. The brackets denote
the average weighted by the intensity at the aperture and at the far-field screen. The minimum for
the product is achieved under special circumstances of a focused Gaussian beam at z ¼ 0
compared with the beam in the far-field regime. In any case, for the same profiles, but one aperture
width larger than the other, as in Figure 6.3(b) with b ¼ 2a, the comparable far-field angular
spread of the wider beam is narrower.

Example 2: Fraunhofer diffraction through a circular aperture

A circular hole of radius a is cut in an otherwise opaque screen as shown in Figure 6.4(a). The hole
is illuminated by a plane wave. The integral is written in polar coordinates ðr;4Þ as

Eðr;4; z;uÞ ¼ � ik0
2pz

eik0z
Za
0

Z2p
0

d40r0dr0E0eiKr
0cosð40�4Þ: (6.26)

Defining: K ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2x þ K2y

q
, with Kx ¼ k0r cos 4

z ; Ky ¼ k0r sin 4
z . The integral is evaluated as

Eðr;4; z;uÞ ¼ � ik0
z
eik0z

Za
0

r0dr0E0J0ðKr0Þ ¼ � ik0
z
a2eik0zE0

1
aK

J1ðKaÞ: (6.27)

Using the integral relations, J0ðKr0Þ ¼ 1
2p

Z2p
0

d40eiKr
0cosð40�4Þ and

a
K
J1ðKaÞ ¼

Z a

0
r0dr0J0ðKr0Þ;

where J0(x) and J1(x) are Bessel functions of zeroth and first order, respectively. The diffraction

Kxa

I/I
0

(a) (b)
1

0.75

0.5

0.25

0
–10 –5 0 5 10

Figure 6.4 (a) A circular hole in an opaque screen. (b) Fraunhofer diffraction pattern for a
circular aperture. The first zero of the diffraction pattern lies near Ka ¼ 3.83.
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pattern has circular symmetry with a maximum at the center and secondary intensity maxima
in concentric rings. A cross-section through the diffraction pattern is shown in Figure 6.4(b).

6.2.3 Gaussian beams

Solving the paraxial equation or equivalently the SVEA equation for an initial
Gaussian beam is instructive and has wide applications to optical technology. A
focused Gaussian beam shape at z ¼ 0 is expressed as

Eðx; y; 0;uÞ ¼ E0e
�r2=2w2

0 ; (6.28)

where w0 is the Gaussian beam width at z ¼ 0. Applying the Fourier transform, the
plane-wave decomposition of the Gaussian function is

Eðkx; ky; 0;uÞ ¼ w2
0

2p
E0e

�k2w2
0=2: (6.29)

Applying this expression in Eqn (6.16), the integral is

Eðx; y; z;uÞ ¼
ZZ

dkxdkye
iðkxxþkyyÞw

2
0

2p
E0e

�k2w2
0=2Hpðkx; ky; zÞ: (6.30)

The integral is evaluated with the explicit result

Eðx; y; z;uÞ ¼ w2
0

2p
�
w2
0 þ iz=k0


 eik0zE0e
�r2=2ðw2

0 þ iz=k0Þ: (6.31)

The result can be recast into the following form:

Eðx; y; z;uÞ ¼ w2
0

wðzÞ2 e
i4eik0zE0e

�r2
�

1
wðzÞ2 þ

ik0
RðzÞ

��
2
: (6.32)

Using the following definitions for the beam width and phase front radius of
curvature

wðzÞ2 ¼ w2
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðz=zRÞ2

q
; (6.33)

RðzÞ ¼
�
z2 þ z2R



z

: (6.34)
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The phase 4 is called the Guoy phase and is expressed as

tan 4 ¼ � z

zR
: (6.35)

The definition

zR ¼ k0w
2
0; (6.36)

defines the variable known as the Rayleigh range, which is the distance over which the
square beam width broadens by

ffiffiffi
2

p
. Note that R(z) is infinite at z ¼ 0 and changes sign

as z passes from negative to positive. It asymptotically approaches �N as z /�N.
The properties of a Gaussian beam and the phase front are illustrated in Figure 6.5. The
beam width is a minimum and the intensity is a maximum at the z ¼ 0; the beam
spreads symmetrically on both sides of the center point. On the other hand, the phase
is flat at z ¼ 0 and the curvature has opposite signs on both sides. The curvature is
negative for z < 0 and positive for z > 0.

6.2.4 Resolution

Increasing magnification has essential limitations imposed by the wave properties of
light. As features are magnified to dimensions approaching the order of the wave-
length, their size will be blurred. In terms of a point object, the size of the diffraction
spot cannot be further reduced. This limit was quantified by Ernst Abbe, who estimated
that the resolvable size of a feature is given by

ℛA ¼ l

2ne sin q
; (6.37)

(a) (b)
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Figure 6.5 (a) The Gaussian beam (x, z) plane. The z coordinate is scaled to the Rayleigh
range (zR) and x is scaled to the beam width w0. (b) The phase of the electric field in the (x, z)
plane illustrating the curvature of the phase front.
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where l is the wavelength of light in vacuum and 2ne sin q is the numerical aperture
(NA), which is proportional to the sine of the maximum angle of the light cone formed
by a point on the object to the exit lens. This formula is called the Abbe criterion;
resolution is limited, but it also shows strategies that can be used to improve the
resolution—namely, it can be improved by using a shorter wavelength, by increasing
the NA using a larger lens, or by immersing the lens in a higher index medium.

Another widely applied resolution formula was derived by Lord Rayleigh (John W.
Strutt), which is derived by distinguishing two point-like features that are separated by
a minimum angle, as illustrated in Figure 6.6(a). As noted in Figure 6.4, the first zero of
the Fraunhofer diffraction pattern appears at Ka ¼ 1.22p ¼ 3.83. Using Figure 6.6(b)
as a guide, two incident beams at different angles are incident on an aperture. The
diffraction angle of a plane wave along the x-axis is ax ¼ x

z; thus, two diffracted waves
for which the intensity maximum appears in the image plane at position x1 and x2 are
angularly separated by Dax ¼ ax2 � ax1. By the Rayleigh criterion, the separation be-
tween two beams is distinguishable when Dax ¼ 1:22p=k0a. The addition of two
diffraction patterns is plotted in Figure 6.6(a) when the separation between the beams
is just that given by the Rayleigh criterion. Naturally, the Rayleigh criterion was devel-
oped for incoherent sources and the intensities of the two beams are added when they
are independent sources. For two coherent beams, the field amplitudes would be added
before constructing the intensity.

Seen from the source side, the Rayleigh criterion is a condition on the distinguish-
ability of two point-like objects. In Figure 6.7, the two point-like objects are separated
by a distance x0 and they lie in the focal plane of a lens for which the focal length is f.
The minimum angle as given by the Rayleigh criterion is

amin ¼ x0
f

¼ 1:22p
k0a

¼ 0:61l=a: (6.38)

Because the NA for this system is NA ¼ a/f, the Rayleigh criterion for resolving
two point-like objects is

ℛR ¼ x0 ¼ 0:61l=NA: (6.39)

x2

x1

z

Kxa

(a) (b)1
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0
–10 –5 0 5 10

I/I
0

Figure 6.6 (a) Fraunhofer diffraction pattern of two plane waves for which the angular
separation is 1.22p. (b) A schematic of the diffraction pattern formation at the image plane from
two plane wave sources that are incoherently superposed.
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The distinction between the two resolution limits (Abbe Eqn (6.37) and Rayleigh
Eqn (6.39)) is small. These criteria are a guide to estimate the ultimate achievable
resolution of an optical system.

6.2.5 Depth of field

Another important concept is used to determine how tolerant an optical system’s image
sharpness is to variations in the object’s position or the image plane’s position relative
to the focal plane of a system of lenses. The depth of field is a sharpness criterion for
how well objects within a certain longitudinal range will be in focus. Figure 6.8 is a
simple illustration of the depth of field. Light focused by a lens and the NA is defined
by D/2f, where D is the clear aperture diameter of the lens. The focal plane is indicated
by a vertical dashed line. A cylinder of radius ℛR is drawn around the focus and
intersects the boundary rays. The length of the cylinder is the depth of field. By
geometrical considerations, the depth of field is given as

Df ¼ 1:22l
�
NA2: (6.40)

The depth of field is proportional to the wavelength and sensitive to the NA in com-
parison with the resolution criterion. For a wavelength of 500 nm and a NA of 0.1, the
lateral resolution isℛR ¼ 3:05 mm and the longitudinal depth of field is Df ¼ 61 mm.
A larger NA improves the resolution, but at the same time the depth of field shrinks; for
instance, NA ¼ 1.2 yields ℛR ¼ 0:25 mm and Df ¼ 0.42 mm. The high resolution
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f

Figure 6.7 Resolution of two incoherent sources separated by a distance x0 in the back focal
plane of a lens of focal length f.
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Figure 6.8 Diagram for the determination of the depth of field.
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comes at a cost of blurring or obscuring features around the object point of interest.
Ideally, one would like to have both high resolution and high depth of field. The
electron microscope has the capability to meet both conditions, as the reader will
discover in the following section.

6.3 Electron microscopy

An important alternative approach to characterizing nanoscale features is to use
electrons instead of photons to create images. Electrons are ultimately described as
quantum waves using the de Broglie electron momentum relation discussed in the
chapter on quantummechanics, but it is rewritten here as p ¼ h=l, where h is Planck’s
constant and l is the electron’s wavelength. Applying high voltages to accelerate
electrons, their wavelengths are several orders of magnitude smaller than usable
wavelengths for optical microscopy. The electron’s acceleration across an applied
voltage difference of V imparts a kinetic energy to the electron given by

K ¼ eV : (6.41)

In the nonrelativistic limit, the kinetic energy is related to the electron mo-
mentum by

K ¼ p2

2m0
(6.42)

and m0 is the free mass of the electron. It is left as a homework problem to derive the
momentum energy for relativistic electrons.

Ernst Ruska is credited with reporting the first demonstration of an electron micro-
scope in 1931 using magnetic lenses to focus the electrons for his doctoral research; he
was finally recognized for this achievement with a Nobel Prize in 1986. It is interesting
to note that in undertaking the development of the electron microscope, Ruska
mentions in his Nobel lecture that he was not aware of the de Broglie relation; he
was simply motivated by the small size of the electron for achieving high resolution.

In this section, we will discuss two types of electron microscopy: transmission elec-
tron microscopy (TEM) and scanning electron microscopy (SEM). Both techniques
are widely used across many fields of technology. They have become an indispensable
characterization tool for nanoscale systems. There are other useful electron microscopy
instruments, which are perhaps not as widely available, but the interested reader can
study the literature to learn more about those techniques.

6.3.1 Scanning electron microscopy

The SEM design has elements to focus the electron beam into a controllable spot size
on the specimen and to raster scan the spot over the sample surface. The SEM elements
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are shown in Figure 6.9(a) and an image of a machine is shown in Figure 6.9(b). At the
top of the column, electrons are emitted from a source and accelerated to a small aperture
by a potential difference V. For instance, a thermionic emission source may use a heated
cathode to emit electrons; the electron beam is collimated through an aperture and accel-
erated in several stages of electron lenses that focus the electron beam into a small spot
on the sample surface. Electron lenses deflect electrons using either electrostatic or mag-
netic fields. In an SEM, the electrons are imparted kinetic energy by passing through
high voltages that can range from approximately 250 V to 50 keV. The electron beam
spot size ranges from 0.5 to 5 nm in diameter. A set of deflection coils raster scan the
beam across the surface and point the high-energy electron beam to (x, y) positions
on the sample.

A closer view of the electron beam scattering at the surface is shown in
Figure 6.10(a). The primary electron beam reaches the sample to produce reflected
(ballistic) backscattered electrons and secondary electrons. Secondary electrons are
emitted from the surface after scattering of the primary beam under the surface. After
the primary beam is scattered within the sample, its energy is imparted to excite
atomically bound electrons in the material. Therefore, the secondary electrons have
relatively low energy and are deflected by a low voltage to a detector, and the electron
yield is used for imaging the surface topology. Figure 6.10(b) further elucidates the
interaction of a primary electron beam with a sample surface and the detection scheme.
Backscattered electrons have high energy and follow a straight line trajectory. The
secondary electrons having low energy are deflected by the electric field to a detector
that measures the electron yield. Once in the detector, the electrons are accelerated to a
scintillator, which emits photons. In turn, the photons are multiplied in a photomulti-
plier to create a large measurable signal. The secondary electrons are produced when
the primary electrons cascade in energy as they pass through the surface and into the
volume. As illustrated in Figure 6.10(b), the electron beam blooms from a small point
to a larger volume because of the scattering events randomly redirecting the electron’s
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Figure 6.9 (a) SEM illustration with major elements. (b) Image of a high-resolution SEM
system.
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momentum. At each inelastic collision, the primary electrons slow down while at the
same time ionizing the atoms around them. The primary electrons can also knock out
inner core electrons from the atoms, which will result in characteristic X-ray emission
from the surface. The X rays, although not indicated in Figure 6.10, have energy
spectra that can be used to determine the abundance of atomic constituents near the
sample’s surface. The backscattered electrons also provide quantitative information
about the elements in the material; their scattering intensity is correlated with the Z
number of the scattering atom.

Sample preparation for SEM is simple. Insulating samples are first coated with a
thin conducting film by sputtering techniques; materials such as gold or carbon are
commonly used to coat the surface with a conducting layer. The conductive coating
is necessary to prevent charge buildup on the surface, which will cause blooming of
the electron beam and subsequent distortion of the images. The prepared samples
are mounted on a pedestal called a stub with conducting tape to hold them in place.
A load lock chamber indicated in Figure 6.9(a) is a common and useful SEM feature.
It is a small-volume box that can isolate the sample between the atmospheric pressure
on the outside and vacuum maintained inside of the SEM. A sealed door and a gate
valve are used to load and then transfer the sample to the inside. A load lock reduces
the time for making measurements on different samples because the entire chamber is
not opened to the atmosphere and then pumped to vacuum level again, which would
require much more time.

We end this section showing two examples of SEM images as shown in Figure 6.11.
It is striking that the depth of field can be so large for SEM images. This is a conse-
quence of the small NA for electron beams in SEMs. At low magnification shown
for the specimen from nature in Figure 6.11(a), the details of the eye are clear and
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Figure 6.10 Specimen stage is highlighted and electrons scatter from the surface or penetrate
into the substrate. (a) Primary electrons incident on the sample surface. (b) Primary electrons
in the incident electron beam that penetrate the surface create a cascade of secondary electrons
in the material. The secondary electrons that escape are collected in the detector.
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the antenna and leg in the foreground are equally in sharp focus. At higher magnifica-
tion in Figure 6.11(b), the nanoscale holes are clearly imaged and they have a sharp
appearance over many periods. The side view gives a glimpse at the cavity under
the top membrane. This image is an example of a free-standing waveguide (center) sur-
rounded by air on the top and bottom; the optical mode at specific wavelengths is
confined laterally by the presence of the periodic array of air holes. The periodic array
of holes is an example of a two-dimensional photonic crystal; more details on photonic
crystals will be discussed in Chapter 11.

6.3.2 Transmission electron microscopy

For electrons to pass through a sample, it has to be very thin; this requires a sample
thickness in the range of 50 nm. If suitable, TEM specimens are prepared slicing films
from the sample of interest using microtome techniques to slice a sheet off of the
specimen and placing the sheet on a conducting grid. Further thinning of the sample
depends on its physical characteristics so that other artifacts are not created during
the sample preparation process. The sample preparation process can be complicated
and involve, for instance, diamond or ultrasonic cutting, mechanical thinning, cutting,
dimple grinding, and ion milling. Preparing samples for TEM imaging that preserve
the nanoscale features can be a demanding task and requires meticulous attention to
each step.

TEM works on the same principle as an optical microscope. The side-by-side anal-
ogy between the two is shown in Figure 6.12(a). The sample is placed after the
condenser lens, where illumination covers the region to be imaged. The electron
beam passes through the sample undeflected, and the objective and projector lens areas
magnify the image as in a compound microscope. The physical differences due to the
replacement of photons by electrons endow the TEM images with very high resolution.
The TEM electron-accelerating voltage differences can be much higher than for

2 μm 

(a) (b)

Figure 6.11 Examples of SEM images. (a) An image of an ant (http://usgsprobe.cr.usgs.gov/
images/ant.gif). (b) An image of a photonic crystal waveguide. (With permission from
Nanophotonics 2 (2013) 39e55, http://dx.doi.org/10.1515/nanoph-2012-0039.)
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high-resolution SEM; TEM voltages can vary from several 100 keV to more than
1 MeV, exposing sample details in the images down to the atomic scale. To see
how well TEM can image, consider a 100-keV electron beam for which the de Broglie
wavelength is l ¼ 3.89 pm (using the nonrelativistic form of energy/momentum
relation). The Rayleigh resolution and depth of field, Eqns (6.38) and (6.39) for the
electron beam with an NA of 0.01 is ℛR ¼ 0:24 nm and DR ¼ 47.4 nm.

The high-resolution TEM images of silver nanoparticles in Figure 6.13 demonstrate
the atomic-level detail that is possible to resolve with this instrument. The individual
atomic sites are captured in these pictures. From images of this quality, crystal struc-
ture can be determined and defects near the surfaces can be examined.

6.4 Scanning probe techniques

The development of the scanning tunneling microscope (STM) by Binnig and Rohrer
and its and rapid acceptance by the scientific community opened the way to a myriad of
new measurement tools capable of resolving features at the nanoscale. Among the new
scanning probe tools is the atomic force microscope (AFM), which was invented in
1986 by Rohrer and collaborators, the same year that Binnig and Rohrer received
the Nobel Prize (they shared the award with Ruska, who was recognized for his initial
demonstration and seminal contributions to electron microscopy). The new scanning
probe concept quickly led to the development of further scanning probe instruments,
such as the magnetic force microscope, the ultrasonic AFM, etc. A selection of
scanning probe techniques are listed in Table 6.1.
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Figure 6.12 (a) Comparison of the elements of an optical microscope and a TEM instrument.
(b) Image of a TEM instrument.
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Around the same period as the development of the STM, Pohl filed a patent on a
near-field optical technique that obtained higher resolution by defining an aperture
size that is much less than a wavelength; subsequently, two groups published papers
demonstrating spatial feature resolution exceeding the Rayleigh/Abbe condition by

2 nm

(a) (b) (c) (d)

(e) (f) (g) (h)

2 nm 2 nm 2 nm

5 nm5 nm5 nm5 nm

Figure 6.13 TEM images of silver nanoparticles. The nanoparticle diameter’s progression in
each image is 2, 3, 4.5, 6, 7.5, 9, 10.5 and 12 nm, respectively.
With permission from J.A. Scholl, et al., Nature 483 (2012) 421e427. http://dx.doi.org/10.1038/
nature10904.

Table 6.1 Scanning probe techniques

STM Scanning tunneling microscope AFM Atomic force microscope

NSOM Near-field scanning optical
microscope

AFAM Atomic force acoustic
microscope

MFM Magnetic force microscope SEFM Scanning electrostatic force
microscope

SFAM Scanning force acoustic
microscope

FFM Friction force microscope

SMM Scanning magnetic microscope SThM Scanning thermal microscope

SEcM Scanning electrochemical
microscope

SKpM Scanning Kelvin probe
microscope

SCM Scanning capacitance
microscope

SICM Scanning ion conductance
microscope
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a factor of 10. This technique has become widely known as either near-field scanning
optical microscopy (NSOM) or scanning near-field optical microscopy (SNOM).
NSOM has a considerably longer history than other SPM techniques dating back to
1928, when Synge published a result that recognized the resolution advantages that
could be obtained by near-field measurements.

In the rest of this chapter, we will explore basic properties of three scanning probe
techniques that are widely in use as characterization tools in many laboratories. We
will explain the essential features of the instruments. There are some common features
to all scanning probe techniques that can be mentioned here. The probes are placed
within a few nanometers of the surface; therefore, the instrument must have nanometer
control of the tip placement.

6.4.1 Scanning tunneling microscope

The STM has the highest resolution of any scanning probe technique and can image
features on an atomic scale (w0.1 nm). It consists of a metal tip that is controllably
placed close to the surface under study and electronics to scan the tip over a region
of interest. STM achieves a remarkable level of resolution because of several factors.
First, it is based on electronic quantum tunneling current, which is exponentially
sensitive to small changes in the height of the tip above the surface. Secondly, the
ability to make tips that are very sharp, even containing one atom, provides exquisite
sensitivity to the lateral and longitudinal positioning of the tip. Finally, piezoelectric
materials respond with nanometer scale length changes under the application of a
voltage; electronic control of piezomaterials are used to position the tip-sample dis-
tance to a fraction of a nanometer.

A schematic of an STM is shown in Figure 6.14(a). The tip is held by a piezoelectric
sleeve that is voltage controlled to differential displacements of better than 1 nm. The
voltage controls move the tip with nanometer accuracy to a spatial coordinate (x, y, z).
There is an applied voltage between the tip and the sample to drive a tunneling current

Control voltages for piezotube
(a) (b)

Tunneling
current amplifier

Tunneling
voltage

Tip

Sample

Data processing
and display

Distance control
and scanning unit

P
ie

zo
el

ec
tri

c 
tu

be
w

ith
 e

le
ct

ro
de

s

Figure 6.14 (a) Schematic of the STM apparatus. (Figure from Michael Schmid, TU Wien.)
(b) Caricature of the tipesample interaction. The electron cloud is depicted as surrounding
the atoms.
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between them. The current between the tip and the sample is measured and set to a
value. As the tip is raster scanned across the surface (x, y), the height of the tip (z)
is adjusted by changing the applied voltage on the piezoelectric actuator to keep the
tunneling current constant. The voltage applied to adjust the tip height is recorded
at each position (x, y), and the result is processed to render a three-dimensional image
of the surface.

A tip interaction with the sample surface is illustrated in Figure 6.14(b). The electron
cloud around the atoms is represented as its skin. The electron wave functions extend
into the space between the tip and the sample and a current passes. A supertip is made
when there is a single atom at the tip; this atom precisely defines the position of the tip
and exquisite information on the local electronic states on the sample is obtained.

The quantum mechanical action of the tipesample interaction is illustrated in
Figure 6.15. A barrier is drawn between two materials in Figure 6.15(a). The electron
wave impinging on the barrier from the left side is largely reflected, but has some
extension in and through the barrier. Each material has a work function defined as
the minimum energy for an electron to escape from the material. For metals, the min-
imum is from the Fermi level to the vacuum states.

STM images provide a direct observation of the local electron density near the
surface. The tip is also used tomanipulate single atoms on the surface to create structures
made using a few atoms. These are so-called adatoms or “adsorbed atoms” that are bound
to the surface. The adatom ismoved by placing the tip above it and applying a tip voltage
until the adatom overcomes the energy barrier to move to a neighboring equilibrium
position. One famous and interesting image with atomic-scale resolution using this
technique is reproduced in Figure 6.16. It has the shape of a corral of 48 iron atoms placed
on a copper surface. Inside of the corral, the electronic density has spatially periodic
oscillations revealing the true quantum nature of the electronic density.

6.4.2 Surface profiling and the AFM

There are many available techniques to determine the surface topography of a sample.
Among the most widely used are profilometry, white light interferometry, and confocal
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Figure 6.15 (a) The tunneling of the wave function through the barrier for an energy below the
barrier. (b) An applied voltage drives current across the tunneling gap from the filled electron
states in metal 1 to the empty electron states in metal 2.
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microscopy. The AFM is a descendant of the profilometer and the STM, which repre-
sents a significant advance in metrology. Its functionality is not just an improved tip
version of the profilometer, but because of the small size, nanoscale physical forces
play an important role in its operation.

In brief, a profilometer is a surface contact instrument with a stylus that is dragged
across the sample’s surface to measure its three-dimensional shape. The stylus tip size
is typically a few microns in diameter, and that ultimately limits the lateral resolution
measurable with the instrument. Despite this limitation, it is a very useful tool in the
nanofabrication environment because its vertical resolution accuracy can be less
than 1 nm. As the surface is scanned, a three-dimensional height profile is constructed
from the data. Artifacts occur because of the size of the stylus; this is illustrated in the
upper drawing in Figure 6.17, such as rounding a steep vertical step or a depression for
which the width is smaller than the stylus diameter. The recorded artifacts in
Figure 6.17 are illustrated in the lower panel of the drawing.

White light interferometry is a noncontact optical scanning method that can record
subnanometer sample height variations. A schematic showing the essential elements of
the setup is given in Figure 6.18(a). A white light source is collimated and focused by a
microscope objective to a point. Two glass plates with flat, parallel surfaces inserted in
the path; the second one splits the incident beam into two beams with the reflected one
as a reference wave reflected from a mirror spot on the top of the first plate. The two
waves recombine at the beam splitter plate and follow an optical path to the camera.
This two-path interference setup is called a Mirau interferometer. As the (x, y) posi-
tions across the sample are scanned, the vertical position is accurately scanned by
piezoelectric positioners to determine the maximum coherence position. Thus, the
short coherence length of white light illumination is adapted using the two-path

Figure 6.16 A corral made from 48 iron atoms placed on a copper (111) surface. The ripples are
electronic wave functions interfering inside of the corral.
Reproduced with permission from Cover image from Physics Today, 46 (11). Copyright 1993,
American Institute of Physics. Image from Don Eigler, IBM Almaden Research Center. The
color image was created by Dominique Brodbent for the cover of Physics Today.
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interferometer setup to measure an interference maximum. There are no ambiguities in
the position of the interference maximum, which will occur when coherent light illu-
mination is used. The vertical resolution is approximately 0.1 nm, whereas the lateral
resolution is determined by the optical spot size, which is determined by the Abbe or
Rayleigh condition of the instrument; in general, it is approximately 0.5 mm.
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(a) (b)

Sample

Control
stage

Figure 6.18 (a) Schematic of a white light interferometer. The sample is scanned vertically and
horizontally to determine the surface profile. BS denotes a beam splitter. (Illustration made after
one appearing in Applied Optics 26 (1987) 2810.) (b) A close-up of the interferometer
arrangement. A beam is split at the top second glass plate surface and the two beams are
recombined. BS denotes a beam splitter that deflects the source illumination to the
interferometer.

Tip
Tip

Figure 6.17 Examples of two types of artifacts when a stylus or tip is scanned across a
surface. Top drawing shows an edge slope and a depression limitation due to the tip’s geometric
shape.
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A schematic of the essential elements of an AFM is shown in Figure 6.19(a). The
sensing component is a sharp tip with a size of approximately 10 nm that is placed near
the end of a cantilever. Various tip shapes are used, including conical, square, and trap-
ezoidal. The shape of the cantilever determines its mechanical properties, especially
the force constants, which may lie between 0.1 and 50 Nt/m, and the resonant fre-
quency, which may lie between 1 kHz and 1 MHz. Cantilever shapes are varied
from rectangular to V-shaped. The cantilever is attached to a piezoelectric scanner
that controls the (x, y, z) position of the tip. Deflection of the cantilever as it is moved
across the surface is measured by a laser system and a quad-detector, which determines
the direction that the laser beam is deflected. A photo of a commercial AFM is shown
in Figure 6.19(b). It is compact, and the head is placed on a plate that is isolated from
environmental vibrations. The lid is closed during operation to further eliminate any air
motion or acoustic noise that would add noise to the measurement.

The tip interacts with the surface via the van der Waals force, which has a repulsive
action in the near field and attractive action at longer separations. Two AFM opera-
tional regions are indicated in Figure 6.20. In the repulsive force region, the tip has
a strong interaction with the surface. Two AFM measurement modes are based on
the repulsive force effect: the contact mode and tapping mode. For the contact
mode, the force is maintained at a constant magnitude by using feedback electronics.
The tip is held within 1-nm distance and the change of the cantilever’s position is
monitored is the laser beam’s deflection. This mode gives the highest resolution,
and imaging is rapid. The disadvantage may be damage to the surface. The tapping
mode uses the oscillation of the cantilever at its resonant frequency, and the surface
tapping of the tip determines the end oscillation deflection. By adjusting the feedback
to maintain constant oscillation amplitude, the surface structure is mapped.

The attractive force is weaker and modulates over longer distances. For this reason,
imaging done when the cantilever operates at these distances is called a noncontact
mode. The cantilever deflection is monitored and adjusted by electronic feedback
loops and the image is formed as the tip is scanned across the surface. The smaller
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Figure 6.19 (a) A schematic diagram of the essential elements of an AFM. The cantilever has a
sharp tip that is scanned over the surface, and the deflections of the tip are translated to laser
beam deflections. (Image from Opensource Handbook of Nanoscience and Nanotechnology.)
(b) Photograph of an AFM instrument. (Image by Zureks.)
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tipesurface interaction of this mode leads to a lower sensitivity and lower image
resolution. AFM measurements suffer from the same types of artifacts previously
discussed for the profilometer. Given the much smaller footprint of the AFM tip
though, the dimensions of the artifacts are much finer.

The AFM can be modified to image samples made from many different materials
and biological samples. In contrast to the STM, it does not require a conducting
surface, and customized tips are available for different modalities of operation,
including conductivity, electrical, and magnetic measurements. This has made AFM
an excellent platform for making a wide variety of measurements.

6.4.3 Near-field scanning optical microscopy

NSOM (also called SNOM) is an optical technique that achieves high resolution
with mechanical elements that are similar to the AFM and STM. For instance, it has
a tip that also scans the surface and maintains a constant height by using piezoelectric
steering elements. A simplified schematic of an NSOM apparatus is shown in
Figure 6.21(a) with light illumination from above and light collection below the
sample surface. A laser source illuminates the sample through an optical fiber. The
end of the fiber is tapered and coated with metal; the light squeezes through a small,
subwavelength aperture at the tip of the fiber. The NSOM fiber construction and elec-
tronics are similar to other SPM techniques, but with the metal tip replaced by a metal
film-coated, tapered optical fiber. The fiber tip position is controlled using piezoelec-
tric elements attached to the fiber and the detector measures variations in the scattered
light due to tiny features on the surface. The small aperture at the fiber tip typically has
a diameter of approximately d w 50 nm, as shown in Figure 6.21(b).

The size of the aperture, which is much smaller than the wavelength, determines the
ultimate resolution of the NSOM. In the plane at the fiber tip end the aperture’s Fourier
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Figure 6.20 A van der Waals force curve is repulsive at short distances and transitions to an
attractive force at long distances.
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transform is largely determined by evanescent modes, since the characteristic wave-
number of the aperture satisfies 2p

d > 2p
l
. Therefore, diffraction of light emerging

from the fiber tip is severe because the evanescent modes decay exponentially with
separation from the aperture plane. The spreading of the beam is illustrated by a
widening cone between the tip and the sample surface. Subwavelength resolution is
maintained by keeping the fiber tip sufficiently close to the surface to minimize diffrac-
tive beam spreading.

In Figure 6.21(b), the scattered light transmitted through the sample is collected by
a sensitive detector. The smallest aperture size is determined by a compromise between
the desired resolution and the signal-to-noise ratio. A smaller aperture diameter can
improve the resolution, but at the cost of reducing the light radiance that can squeeze
through the tiny aperture. A qualitative understanding of the transmission can be
gained by Bethe’s famous treatment of the problem in 1944 by replacing the small
hole with an oriented electric and magnetic dipole pair to satisfy (perfect metal) bound-
ary conditions. This is a version of the electrostatic limit discussed in Chapter 2. The

dipoles radiate electromagnetic energy with a flux that is proportional to
�
d
l


4
, and this

determines how small of a hole can be tolerated. The detectable signal is reduced by
four orders of magnitude in going from d ¼ l, and d ¼ 0.1l is severe.

NSOMs are used in several different operational modes. Three modalities are
illustrated in Figure 6.22, and this is by no means an exhaustive list. Figure 6.22(a),
as discussed previously, is a transmission mode with light passing through the small
aperture of a tapered fiber, and scattered light from the surface or near-surface volume
irregularities is collected in the far field by optical means. For opaque samples, the
reflected light can also be collected by designing collection optics above the sample.
In Figure 6.22(b), the sample is illuminated from below at an angle that exceeds the
total internal reflection; in this modality, the scattered light is collected through the
small aperture at the end of the tapered fiber. The fiber must be in the near field for
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Figure 6.21 (a) The essential elements of an NSOM instrument. (b) A close-up of the fiber tip
with light scattering features and collection optics below the surface.
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location-sensitive detection of the scattered light. A third modality is shown in
Figure 6.22(c); the sample is illuminated from above by light and a near-field tip
collected the scattered light from local irregularities on the surface. Other measurement
modalities are also useful, but they are not discussed here. The interested reader can
consult the references for extensive details on NSOM modalities and applications.

Problems

1. Consider the Helmholtz wave equation, Eqn (6.5).
a. Use the decomposition of the field in SVEA to derive Eqn (6.19) using the approximation

k0jvEeðr;uÞ=vzj[
		v2Eeðr;uÞ=vz2

		.
b. Directly solve Eqn (2.19) using Fourier decomposition and show the result is equivalent

to the integrand in Eqn (2.16).
2. Solve the Fraunhofer diffraction equation for plane-wave illumination of an elliptical aper-

ture for which the border is defined by

x2

a2
þ y2

b2
¼ 1;

where a and b are major/minor axes constants. Plot various aperture shapes in real space and
compare with Fraunhofer diffraction patterns. Explain the feature that the larger dimension of
the aperture has a smaller spread of diffracted power.

3. Consider a Gaussian beam of width w0 and wavelength l at its focal plane. Calculate the vari-
ance at the waist and in the far-field regime and show that the product satisfies the minimum
value given in Eqn (6.25).

4. An electron has a kinetic energy given by K, so that the total energy is E ¼ m0c
2 þ K. The

rest mass energy is m0c
2. Using the relativistic energyemomentum relation

E2 ¼ m2
0c

4 þ p2c2:

a. Derive the relativistic expression for the electron’s wavelength as a function of the kinetic
energy K using deBroglie’s momentumewavelength equation.

(a) (b) (c)

Figure 6.22 Three NSOM measurement modes: (a) fiber transmission with far-field collection
optics, (b) evanescent wave illumination from below with tapered fiber collection, and
(c) reflected light illumination with tapered fiber collection.
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b. Show that it reduces to the nonrelativistic result (derived using Eqn (6.42) for sufficiently
small kinetic energy. What ratio of energies determines whether the electron needs to be
treated as a relativistic particle?

c. For the following applied electron acceleration voltages, compare the electron wavelength
for the nonrelativistic and relativistic expressions using a plot from K ¼ 10 keV to
10 MeV.

5. List characteristics of the optical microscope, the TEM, the SEM, and AFM techniques. From
your perspective, what are the pros and cons of each method. Think in terms of sample
preparation, cost, resolution, working distance, depth of focus, three- or two-dimensional
imagery, experimental artifacts, local environment for the sample, and extraction of addi-
tional information about the sample.

6. Consider an SEM.
a. What are the effects of increasing the electron acceleration voltage?
b. Suppose the SEM Rayleigh resolution is 1 nm for a 10-keV electron energy. Find the NA

and determine the depth of the field.
c. The electron energy is increased to 40 keV. Find the resolution and depth of field

assuming the same NA.
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Effective medium theories 7
M.A. Vincenti, D. de Ceglia
National Research Council, AMRDEC, Redstone Arsenal, AL, USA

7.1 Introduction

Effective medium theories provide macroscopic models of inhomogeneous media
based on analytical, numerical, and sometimes experimental techniques. A descrip-
tion of composite materials in terms of effective medium approximations is a valu-
able and versatile tool to investigate, predict, and design the electromagnetic
response of natural and structured materials. Effective medium models equip the
macroscopic Maxwell’s equations with very simple constitutive relations, elimi-
nating the complexity of simulating lightematter interactions at the constituents’
level. When approaching an electromagnetic problem with an effective medium
theory, of extreme importance is the definition of its limits of validity. Pushing
any effective medium theory beyond these limits may lead to reasonable but only
partially correct results or to wrong predictions. Effective medium models usually
depend on the electric and magnetic properties of the constituent materials, the vol-
ume fraction of each constituent, and in some case the geometry of the structure at
the constituent level. The fundamental limitation of these models resides in the
fact that the starting point of any approach for homogenizing structured materials
is always the assumption that the wavelength of the field is much larger than the char-
acteristic scale of the inhomogeneity. For this reason the electromagnetic parameters
of the effective medium are usually given in terms of static solutions of the problem.
Depending on the size, permittivity, and permeability of the constituents, as well as
the index of the hosting medium, the limitations of the model may be more or less
strict.

In this chapter we review several effective medium approaches, with particular
attention to the Maxwell Garnett and the Bruggeman theories. We then discuss the
theoretical derivation of these methods and the link with Mie-theory descriptions of
small spheres and coreeshell spherical particles. We then adapt these theories to the
case of nonspherical inclusions, e.g., prolates and oblates. Quasi-static numerical ap-
proaches are then presented, one based on a capacitor model and the other on the
BergmaneMilton spectral theory. The NicolsoneRosseWeir technique based on
full-wave solution of Maxwell’s equation is then presented. Simple examples of the
use of effective medium theory in the field of artificial materials are then discussed,
namely, multilayer and wire media. Finally, we discuss the effects of retardation
with an emphasis on spatial dispersion and the possibility to engineer artificial mag-
netic or bianisotropic materials.
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7.2 Maxwell Garnett theory

This is the classical approach for homogenizing media with small inclusions dispersed
in a continuous host medium or matrix. The basic structure is a two-phase medium
with separated grains of a guest material, the inclusions with relative permittivity εi,
hosted by a background medium, and the host with relative permittivity εh. We restrict
the analysis to the case of nonmagnetic and isotropic materials. If the inclusions are
small enough, then a quasi-static approximation can be adopted. For positive-
permittivity inclusions the following rule of thumb is considered to be conservative:
the particle size should not exceed one-tenth of the effective wavelength, which is
the wavelength measured in the effective medium. However, in case of metallic or
negative-permittivity inclusions, the limits of validity may be stricter, especially
near the localized surface plasmon resonances (see Chapter 8). In the absence of
any information about the shape of the inclusions, the most natural approach is to
assume that they are small spheres. The idea behind the Maxwell Garnett homogeni-
zation approach is exemplified in Figure 7.1.

If the material is excited by an external electric field, in the quasi-static approxima-
tion such a field can be considered to be constant on the length scale of each sphere.
We indicate the external static field as Ee. First we focus on the response of each iso-
lated sphere to this excitation. Since the sphere is very small, it acts as a point source
with an electric dipole moment proportional to the applied field. In other words, the
response of an isolated sphere in the host medium is ph ¼ ε0εhaEe, where ε0 is the vac-
uum permittivity, ph is the induced dipole moment, a ¼ 3V εi�εh

εiþ2εh
is the static electric

polarizability of the sphere, and V is the sphere’s volume. The field inside the sphere,
Ei ¼ 3εh=ðεi þ 2εhÞEe, is uniform and parallel to the external field. The polarizability
of the sphere is isotropic since both the permittivity and shape of the inclusions are
assumed to be isotropic. The next step is to create an effective model of the distribution
of small spheres (transition from the center to the right panel in Figure 7.1). The
spheres are reduced to electric point dipoles, and the field radiated by each dipole is
now influenced by the presence of all the other dipoles. At this point the information
required is the number of dipoles per unit volume N. The definition of the effective
permittivity is based on the average, or macroscopic, constitutive relation that links

εh
ε i

ε i

εh εMG

Figure 7.1 On the left is the microstructure under investigation, which is a two-phase medium
with very small guest inclusions of unknown shapes and dielectric constant εi dispersed in a
continuous host medium with permittivity εh. On the central panel is the Maxwell Garnett
“view” of the material on the left, in which the inclusions are described as small spheres
of dielectric constant εi. On the right is Maxwell Garnett homogenization, with effective
permittivity εMG.
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the average electric field hEi to the average displacement field hDi. The average oper-
ator integrates over sufficiently large volumes in order to provide an accurate descrip-
tion of average fields in the original medium. Hence one can write

hDi ¼ ε0εMGhEi; (7.1)

where εMG is the effective (relative) Maxwell Garnett permittivity that models the
original mixture, as shown in Figure 7.1. One can also see the average medium
response as the average response of the host medium plus the average response of the
dipoles, so that

hDi ¼ ε0εhhEi þ hPi: (7.2)

The average dipole response is hPi ¼ Np, where the dipole moment p s ph is
now calculated in the presence of all the other dipoles. The evaluation of p is classi-
cally performed by evaluating the local electric field EL, which is the field locally
“felt” by each dipole. This field is the average field hEi augmented by a contribution
due to the average polarization that surrounds each dipole, also known as the Lorentz
field. In order to find the field EL acting on a single dipole, a simple model of the
mixture is adopted, in which a fictitious spherical boundary separates a macroscopic
background with average polarization hPi from a microscopic spherical cavity sur-
rounding the dipole at the center of the sphere. This situation is schematized in
Figure 7.2. The field due to the polarized background can easily be calculated by
considering that the charge density V$P is zero everywhere, except on the cavity
boundary where a surface charge distribution of density �hPi$bn induces an additional
electric field at the dipole location, i.e., at the sphere’s center.

In this simple picture the local field can be straightforwardly written as

EL ¼ hEi þ hPi
3ε0εh

(7.3)

and the dipole moment as

p ¼ ε0εhahEi þ a
hPi
3

: (7.4)

< P >
+

+
+ –

–
–

< E >

Figure 7.2 Classical definition of local electric field EL. A fictitious spherical cavity separates a
homogeneous background from a microscopic phase in which a dipole is included. The field
at the dipole location, the center of the sphere, is the local field EL.
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We can now retrieve the Maxwell Garnett permittivity in terms of the polarizability
a and the number density N,

εMG ¼ εh

 
1þ Na

1� Na
3

!
: (7.5)

For very diluted media 1� Na
3 z 1, and the effective permittivity is simply

εMG z εh(1 þ Na). The same expression can easily be obtained when the local field
is ELz hEi. This approximation is fully justified in diluted mixtures where the inter-
action between dipoles is weak.

The following form of the relation in Eqn (7.5)

Na

3
¼ εMG � εh

εMG þ 2εh
(7.6)

is known as the ClausiuseMossotti formula, Maxwell’s formula, or the Lorentze
Lorenz formula.

Substitution of the expression of the polarizability a in the ClausiuseMossotti rela-
tion gives the Rayleigh formula

εMG � εh

εMG þ 2εh
¼ f

εi � εh

εi þ 2εh
; (7.7)

that relates the effective permittivity to the constituents’ permittivities and to the
parameter f ¼ NV, which is the volume fraction of the inclusions (in this case spheres)
in the medium. The so-called Maxwell Garnett formula derives from Eqn (7.7) and it is
written as follows:

εMG ¼ εh

�
1þ 3f

εi � εh

εi þ 2εh � f ðεi � εhÞ
�
: (7.8)

This simple formula represents the classical approach to homogenizing composite
media, and it is widely used in many applications. It is interesting to notice that the
only necessary parameters for retrieving the Maxwell Garnett permittivity are the per-
mittivities of inclusions and host medium and the volume fraction of the inclusions.
The formula does not require that the spheres are of the same size and located at spe-
cific positions (e.g., periodic arrays). The only requirement is that the wavelength in
the medium should be much larger than the size of the inclusions. The Maxwell
Garnett theory predicts that εMG ¼ εh for f / 0, and εMG ¼ εi for f / 1. Although
the formula does not require small values of f, predictions for large values of f are ques-
tionable because of the higher-order multipole effects triggered by decreased interpar-
ticle distances. Higher-order terms cannot be handled with the simple approach
described here, which is strictly based on the quasi-static and dipole approximations.
However, multipole effects, which turn out to be important for values of f larger than

214 Fundamentals and Applications of Nanophotonics



0.3e0.5, can be included in the Maxwell Garnett formula with the introduction of ficti-
tious depolarization factors. Another important limitation of the Maxwell Garnett the-
ory is the asymmetric behavior of the central formula in Eqn (7.7) or (7.8). The roles of
the inclusion phase and the host phase are not interchangeable, so that the validity of
the Maxwell Garnett formula is limited to mixtures in which there is a clear determi-
nation of a host medium phase and a small-inclusions phase. For denser mixtures and
in any microstructure characterized by the lack of a clear distinction between host and
inclusion media, different approaches are more suitable, including the Bruggeman the-
ory that is presented in the next paragraph.

An alternative and interesting derivation of the Maxwell Garnett formula is based
on the optical theorem and Mie theory. The microstructure under investigation is of
the same type illustrated in Figure 7.1, a two-phased mixture with small inclusions
of relative permittivity εi immersed in a host of relative permittivity εh. The microstruc-
ture is now modeled as a random distribution of unit cells dispersed in a homogeneous
background of relative permittivity εMG, equal to the effective permittivity that we are
trying to retrieve. In each unit cell we have a coreeshell spherical particle, with a core
of relative permittivity εi and radius Ri and a shell of relative permittivity εh and radius
Rh. The approach is illustrated in Figure 7.3. The particles may have different sizes, but
the volume fraction of the core medium with respect to the entire coreeshell particle
must be equal to the volume fraction of the inclusions in the original inhomogeneous
structure. In other words, the requirement is that f ¼ R3

i =R
3
h. In order to have a macro-

scopic permittivity equal to εMG in the random distribution of coreeshell particles, the
only possibility is that the particles must be “invisible” for an electromagnetic radiation
of wavelength much larger than the inclusions.

This requires that the extinction cross-section of the coreeshell particles must be
zero. The optical theorem relates the extinction coefficient Cext of a particle illuminated
by radiation impinging from a specific direction w0 and with a determined polarization
direction bep to the scattering amplitude evaluated in the same direction of the input
beam. The expression of the extinction cross-section is

Cext ¼ 4p
k2

Re

��
S$ bep�

w¼w0

�
; (7.9)

εh
ε i

εMG εh
ε i

Figure 7.3 On the left is the microstructure under investigation, which is equal to that reported
on the left of Figure 7.1. On the right the inclusions are described as small, coated spheres
with a core having a relative permittivity εi and a shell of relative permittivity εh. The host
medium has an effective permittivity εMG.
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where k ¼ 2p
l0

ffiffiffiffiffiffiffiffiffi
εMG

p
is the wavenumber in the effective medium, and S is the vector-

scattering amplitude. Our “invisibility” requirement translates into the condition
Cext ¼ 0, or

�
S$ bep�

w¼w0

¼ 0: (7.10)

It is important to notice that under this condition the distribution of coated spheres
would allow a plane wave to propagate without phase front deformation, so that the
usual Fresnel formulas can be straightforwardly applied to the boundaries of the
mixture. Using the Mie theory, which is discussed in more detail in Chapter 8, it is
possible to relate the scattering amplitude to the properties of the particle (permittivity
distribution and size). The expression of the extinction coefficient

�
S$ bep�

w¼w0

¼ 1
2

XN
1

ð2nþ 1ÞRefan þ bng (7.11)

depends on the scattering coefficients an and bn, whose expressions are given in terms
of RiccatieBessel functions and their derivatives (see the details in Chapter 8). The
expansion of the Eqn (7.11) to the first order, corresponding to the dipole or quasi-
static approximation, reads as follows:

�
S$ bep�

w¼w0

z iðkRhÞ3 ðεh � εMGÞðεi þ 2εhÞ þ f ðεi � εhÞðεMG þ 2εhÞ
ðεh þ 2εMGÞðεi þ 2εhÞ þ 2f ðεi � εhÞðεh � εMGÞ :

(7.12)

The error in Eqn (7.12) due to higher-order multipoles is of the order ðkRhÞ5.
The condition ðS$ bepÞw¼w0

¼ 0 now translates into an explicit relation between the
Maxwell Garnett effective permittivity, the constituents’ permittivities, and the volume
fraction. This relation

εMG � εh

εMG þ 2εh
¼ f

εi � εh

εi þ 2εh
(7.13)

is identical to that obtained in Eqn (7.7) using the LorentzeLorenz/ClausiuseMossotti
formula and the concept of average and local fields.

A natural extension of the Maxwell Garnett theory to multiphase mixtures is
given by the following adaptation of the Rayleigh formula in Eqn (7.7). It reads
as follows:

εMG � εh

εMG þ 2εh
¼
XM
m¼ 1

fm
εm � εh

εm þ 2εh
: (7.14)

Here fm and εm are the volume fraction and the relative permittivity of the m-th
phase, respectively. Similar restrictions apply for this formula: all the inclusions
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must be much smaller than the effective wavelength, and the effective permittivity is
more accurate for small values of fm.

So far the inclusions have been modeled as spherical particles with the result of an
isotropic effective response. Nevertheless, the Maxwell Garnett theory can be
extended to nonspherical inclusions. For arbitrarily shaped particles, the electrostatic
polarizability can be retrieved by using numerical techniques (finite-element or
finite-difference methods to solve the Poisson’s equation). However, simple Maxwell
Garnett formulations can be retrieved for mixtures of ellipsoids.

If the ellipsoids are fully aligned, the effective permittivity will be anisotropic. In
this case the following approximation is usually adopted:

hEii
hEhiz

E
^

i

E
^

h

¼
X
j

cos2wj

1þ
�
εi

εh
� 1
�
Lj

(7.15)

where hEi;hi is the average field in the inclusion and the host medium of the mixture
and E

^

i;h is the same field for the case of an isolated inclusion. wj is the angle between
the driving (electrostatic) field and the j-th semiaxis of the ellipsoid, whereas Lj ( j ¼ x,
y, z) is the particle geometrical factor in the x, y and z directions. Their expression is

Lj ¼ RxRyRz

2

ZN
0

��
R2
j þ q

�
f ðqÞ

��1

dq; (7.16)

where f ðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðqþ R2

xÞ2ðqþ R2
yÞ2ðqþ R2

z Þ2
q

and Rj are the ellipsoid’s semiaxes.

The geometrical factors are related by
P

j Lj ¼ 1. For spheres Lj ¼ 1/3. The revolu-

tion of an ellipse around its minor (major) axis generates prolate (oblate) ellipsoids. For
such particles, closed-form expressions of the geometrical factors in Eqn (7.15) can be

found. In particular, for prolates Rz > Rx ¼ Ry, Lz ¼ 1� e2
2e3

�
ln 1þ e

1� e� 2e

�
, and

Lx ¼ Ly ¼ 1
2 ð1� LzÞ, where e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2

x=R
2
z

q
is the particle eccentricity. For

oblates (Rz < Rx ¼ Ry), Lz ¼ 1þ e2
e3 ðe� tan�1eÞ, and Lx ¼ Ly ¼ 1

2 ð1� LzÞ, where
e ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
R2
x

R2
z

� 1

r
is the particle eccentricity.

We now follow the usual Maxwell Garnett approach in which the average field in
the mixture is hEi ¼ f hEii þ ð1� f ÞhEhi, and the average displacement field is
hDi ¼ ε0½εif hEii þ εhð1� f ÞhEhi�. The expression for the relative permittivities
along the principal directions can be recast as a generalization of the homogenization
formula for spherical inclusions given in Eqn (7.8):

εMG; j ¼ εh

 
1þ f

εi � εh

εh þ Ljð1� f Þðεi � εhÞ

!
: (7.17)
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For mixtures of ellipsoids randomly aligned, the effective medium becomes
isotropic with relative permittivity given by

εMG ¼
εhð1� f Þ þ f εi

3

P
j

εh
εh þ Ljðεi � εhÞ

1� f þ f
3

P
j

εh
εh þ Ljðεi � εhÞ

: (7.18)

7.3 Bruggeman theory

The Maxwell Garnett formulas given in the previous paragraph represent a valid ho-
mogenization model for mixtures with a well-defined host medium and inclusions, and
they result more accurate for relatively small values of the inclusion volume factor f.
For aggregate mixtures with random distributions of two or more constituents effective
medium theories based on a statistical formulation are more suitable. The classic the-
ory for this class of inhomogeneous mixtures is the Bruggeman theory. We now
consider a two-phase microstructure of the type illustrated in Figure 7.4, where the
constituent with permittivity εi has volume fill factor f, and the constituent with permit-
tivity εh has volume fill factor 1 � f.

This mixture is now modeled as a continuous medium hosting a distribution of
small spherical inclusions of two different dielectric permittivities. The probabilities
of finding spheres with permittivity εi and εh are f and 1� f, respectively, which corre-
spond to the volume fill factors of the two phases in the original mixture. We now as-
sume that the host medium of the Bruggeman mixture has the unknown effective
permittivity εBr, as indicated on the right side of Figure 7.4, and invokes the transpar-
ency or “invisibility” condition for the distribution of the spherical inclusions. In the
quasi-static approximation, this condition can be retrieved by setting the scattering
amplitude for small spherical particles of permittivity εp and radius Rp to zero, i.e.,

�
S$ bep�

w¼w0

z iðkRpÞ3 εp � εBr

εp þ 2εBr
¼ 0: (7.19)

εh
εBr

εh

ε i

εh ε i

εh

ε i

Figure 7.4 On the left is the two-phase inhomogeneous material, a space-filling randommixture
of two phases. One phase has dielectric constant εi and fill factor f and the other phase has
dielectric constant εh and fill factor 1 � f. On the right is the Bruggeman theory model of the
structure, with a background medium of effective permittivity εBr hosting very small spheres
whose dielectric constant is εi with probability f and εh with probability 1 � f.
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In our distribution of spheres εp can be either εi with probability f or εh with prob-
ability 1 � f. The resulting “averaged transparency” condition reads as follows:

f
εi � εBr

εi þ 2εBr
þ ð1� f Þ εh � εBr

εh þ 2εBr
¼ 0: (7.20)

Equation (7.20) is the basic form of the Bruggeman theory. The formula is symmet-
ric since the roles of inclusions and host materials are interchangeable. There are two
solutions of Eqn (7.20) for the effective permittivity εBr, one of which is usually
unphysical because it violates causality. The formula for spherical inclusions can be
easily extended to multiphase aggregates by adding more terms in the relation
Eqn (7.20), yielding

XM
m¼ 1

fm
εm � εBr

εm þ 2εBr
¼ 0; (7.21)

where fm is the fill factor of the m-th constituent of the mixture, andM is the number of
phases.

Shape effects of the inclusions can be included in the Bruggeman theory. The rela-
tive permittivity of a multiphase distribution of randomly oriented ellipsoids with
equal shape and dielectric constants εm dispersed in a Bruggeman-type mixture of
background permittivity εh has been derived by Polden and van Stanten and reads
as follows:

εBr ¼ εh

8>>><>>>:1� 1
3

XM
m¼ 1

24fmðεm � εhÞ
X3
j¼ 1

1
εBr þ ðεm � εBrÞLj

35
9>>>=>>>;
�1

: (7.22)

The Bruggeman formula for fully aligned ellipsoidal inclusions is the generalization
of the formula given in Eqn (7.21), taking into account the shape effect, and reads as
follows:

XM
m¼ 1

fm
εm � εBr;j

εm þ KjεBr;j
¼ 0; (7.23)

where εBr, j is the effective permittivity in the principal directions, and
Kj ¼ ð1� LjÞ=Lj is the screening parameter.

For a two-phase mixture with constituents having permittivities εi and εh and filling
ratios of f and 1 � f, respectively, the relation Eqn (7.23) reduces to

f
εi � εBr;j

εi þ KjεBr;j
þ ð1� f Þ εh � εBr;j

εh þ KjεBr;j
¼ 0: (7.24)
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For comparison, the Maxwell Garnett formula for fully aligned ellipsoids given in
Eqn (7.17) can be written in terms of screening parameters and yields

εMG;j � εh

εMG;j þ Kjεh
¼ f

εi � εh

εi þ Kjεh
: (7.25)

Here we can highlight another limitation of the Maxwell Garnett theory that con-
cerns particles with very small depolarization factors. A low depolarization factor im-
plies an elongated shape of the particle with the result of stronger particleeparticle
interactions. In this situation, which is similar to the scenario of a mixture with large
inclusions’ fill factor, the Maxwell Garnett formula (Eqn (7.25)) is not accurate, and
the Bruggeman prediction, (Eqn (7.24)), should be adopted. Another scenario in which
the Bruggeman theory provides a more realistic electromagnetic description is for mix-
tures with large differences in the permittivities of the constituentsde.g., metal-
dielectric mixtures, where a percolation phenomenon above a threshold of the metallic
phase occurs. This threshold is the critical metal filling factor above which there is for-
mation of long-range connectivity between metal grains, and the optical response of
the mixture changes abruptly. In the Bruggeman theory for isotropic spherical, metallic
inclusions dispersed in a dielectric host ðjεij[εhÞ the effective permittivity reduces to
εh=ð1� 3f Þ. The zero in the denominator of this expression gives the critical fill factor
fc ¼ 1/3 for metal-based mixtures. In other words, for f � fc the mixture behaves like
an insulator, whereas for f > fc the mixture acts like a conductor. It is worth mentioning
that the Maxwell Garnett theory predicts an unrealistic percolation threshold ( fc ¼ 1).

7.4 Quasi-static numerical approaches

As in the effective medium theories discussed in the previous sections, these numerical
techniques are based on quasi-static approximation, i.e., one assumes that the typical size
of the inclusions is much smaller than the effective wavelength. Quasi-static approaches
have been applied extensively to metamaterials, in particular to periodic and subwave-
length arrangements of plasmonic resonators. Here we provide a brief overview of the
basic implementation. We consider a mixture that can be modeled as an array of scat-
terers with relative permittivity εi immersed in a host medium with permittivity εh

and divide the volume in rectangular-prism unit cells, similar to a three-dimensional
metamaterial. In order to understand the macroscopic bulk response of this system we
focus on the behavior of the unit cell centered at the origin of the Cartesian coordinates,
i.e., the rectangular domain

	� a
2;

a
2


� 	� b
2;

b
2


� 	� c
2;

c
2



, as illustrated in Figure 7.5.

Here the constituent materials are assumed to be nonmagnetic. For simplicity we
also assume scatterers are symmetric with respect to the planes xy, xz, and yz. Under
these circumstances the only nonzero effective permittivities will be the diagonal terms
ε
xx
eff ; ε

yy
eff , and ε

zz
eff . When an external, static electric field E0 is applied to this unit cell,

the local electric potential 4(r) is found by solving the Poisson’s equation

V$½εuðrÞV4ðrÞ� ¼ 0; (7.26)
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where εu(r) is the frequency-dependent absolute permittivity at position r in the unit
cell. The boundary conditions needed to solve Eqn (7.26) depend on the permittivity
component to retrieve. If we are interested in calculating εxxeff then it is useful to apply a
field E0 ¼ E0;xbx along the x direction. At this point the unit cell may be thought of as

a small capacitor with a static voltage Vx ¼ 4
�
� a

2; y; z
�
� 4

�
a
2; y; z

�
¼ E0;xa

applied between two virtual plates located at x ¼ � a
2;

a
2. This scenario is depicted in

Figure 7.5. The boundary conditions at y ¼ � b
2;

b
2 and z ¼ � c

2;
c
2 are

v4ðrÞ
vy ¼ 0 and

v4ðrÞ
vz ¼ 0, respectively. Using these boundary conditions, the problem in Eqn (7.26)

can be solved numerically with different approaches. The most popular are based on
finite-differences and finite-element methods. Once the potential 4(r) is known, we
impose that the inhomogeneous unit cell under investigation shows the same capac-
itance of a parallel-plate capacitor filled with a homogeneous medium with relative
permittivity ε

xx
eff . This capacitance is simply Ceff;x ¼ ε0ε

xx
eff bc=a. Figure 7.5 clarifies

this equivalence. On the other hand, the capacitance of the inhomogeneous unit cell
is given by Cx ¼ q0/Vx, where q0 is the charge per unit length on the virtual plate at
x ¼ a/2. The charge is found straightforwardly by integrating the surface charge

density sðy; zÞ ¼ �ε0εh
v4ðrÞ
vx

����
x¼a=2

over the surface of the virtual plate located at

x ¼ a/2. By equating Cx ¼ Ceff;x ¼ ε0ε
xx
eff bc=a, the quasi-static effective permit-

tivity is retrieved, and it reads as follows:

ε
xx
eff ¼ �εh

R b=2
y¼�b=2

R c=2
z¼�c=2

v4ðrÞ
vx

���
x¼a=2

dydz

E0;xbc
: (7.27)

a

b

ε i

ε
ε

h

c
Vx Vx

xy

z
eff
xx

Figure 7.5 On the left is the unit cell of a material with inclusions with permittivity εi in a
host of permittivity εh. A static voltage is applied between the two virtual parallel plates at
x ¼ � a

2;
a
2 in order to retrieve the xx term of the effective permittivity ε

xx
eff . On the right is the

homogenized version of the unit cell, a capacitor filled with a homogeneous medium with
permittivity ε

xx
eff .
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A similar procedure can be followed to retrieve εyyeff and ε
zz
eff by applying static volt-

ages across virtual parallel plates perpendicular to the y and z directions, respectively.
An alternative definition of the electrostatic effective permittivity can be derived by
equating the energy stored by the two capacitors in Figure 7.5, yielding

ε
xx
eff ¼

R z=2
x¼�a=2

R b=2
y¼�b=2

R c=2
z¼�c=2 εuðrÞ½V4ðrÞ$V4ðrÞ�dxdydz

E2
0;xabc

: (7.28)

For constituents with chromatic dispersion, such as metal or semiconductor inclu-
sions, the procedure described above must be repeated for each frequency so that a
frequency-dependent, complex permittivity tensor is obtained. For plasmonic metama-
terials, or more generally metal-dielectric mixtures, a faster and more insightful
approach for obtaining electrostatic homogenizations is based on the Bergmane
Milton spectral theory. Here, metallic inclusions of permittivity εi(u) are embedded
in a dielectric host of permittivity εh. The first step of this method is to define the Berg-
man’s spectral parameter s(u) ¼ εh[εh � εi(u)]

�1 and rewrite the frequency-
dependent permittivity distribution εu(r) in the form εu(r, u) ¼ [εi(u) � εh][q(r) �
s(u)], where the structure function q(r) is equal to 1 in the inclusion volume and 0
elsewhere. If the potential distribution is written as the sum of the applied potential
40(r, u) plus the induced potential jðr;uÞ, i.e., 4ðr;uÞ ¼ 40ðr;uÞ þ jðr;uÞ, the
Poisson’s equation can be recast as follows:

V$½qðrÞVjðr;uÞ� � sðuÞV2jðr;uÞ ¼ �V$½qðrÞV40ðr;uÞ�; (7.29)

where the Laplace equation V240ðr;uÞ ¼ 0 for the external potential has been used.
The boundary conditions are jðr;uÞ ¼ 0 on the edges where the voltage is applied
and bn$Vjðr;uÞ ¼ 0 on the other edges of the unit cell. Next the eigenmodes of the
system, which correspond to the surface plasmon modes supported by the metallic
inclusions, are set as a basis to solve this equation. These modes are the source-free
solutions of the problem in Eqn (7.29), and they are found by solving the following
generalized eigenvalue problem:

V$½qðrÞV4nðrÞ� ¼ snV
24nðrÞ: (7.30)

By integrating Eqn (7.29) it follows that sn ¼ RRR
qðrÞV4n$

V4ndV=
RRR

V4n$V4ndV , so that the eigenvalues will be real numbers and
0 � sn � 1. The potential 4(r, u) can now be expressed by using the following eigen-
mode expansion:

4ðr;uÞ ¼ 40ðr;uÞ þ
X
n

sn
sn � sðuÞ ð4n;40Þ=ð4n;4nÞ4nðrÞ; (7.31)

where ðr; sÞ ¼ RRR
Vr�$VsdV . Once 4(r, u) is known, the quasi-static permittivity

can easily be calculated by applying the definitions from Eqn (7.27) or (7.28).
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The main advantage of this approach is the intimate connection with the physical
properties of the microscopic structure of the mixture. Useful information about the
optical properties of the structure can be retrieved once the eigenmodes are known. For
example, the characteristic frequency of the source-free modes is a complex quantity
un þ ign that can be found by solving the equation sn ¼ εh[εh � εi(u)]

�1. The real part
is associated with the frequency at which the mode can be excited; the imaginary part
is related to the characteristic decay time of the mode. It is worth mentioning that for
simple geometries, e.g., small spherical inclusions, ellipsoids, or the split-ring reso-
nators, there are only a few physically meaningful eigenmodes, while complex
geometries such as fractals or random mixtures generally support a larger number of
such modes.

7.5 NicolsoneRosseWeir method

This is a homogenization method based on the inversion of Fresnel formulas relative to
the transmission and reflection coefficients through slabs of homogeneous media. The
technique was conceived to estimate the complex permittivity and permeability of an
unknown material from the measured transmission and reflection spectra of a finite-
thickness sample. It was originally proposed in the time domain for pulsed measure-
ment systems and then adapted to higher resolution, frequency domain systems. The
transmission and reflection spectra may be retrieved with experiments or with numer-
ical simulations. The idea behind this method is sketched in Figure 7.6. A slab of thick-
ness d of the unknown natural or artificial mixture is modeled as a slab of a
homogeneous medium with effective (relative) permittivity εeff and permeability
meff. It is supposed that the thickness of the homogeneous slab is equal to d. The (com-
plex) reflection and transmission coefficients R and T under normal incidence plane
wave excitation are somehow known, via an experiment, a theoretical prediction, or
a numerical simulation.

R

T

d
d

εeff,μeff

Figure 7.6 On the left is a slab of a composite medium with thickness d illuminated at normal
incidence. R and T are the complex reflection and transmission coefficients. On the right is the
homogenized slab with effective (relative) permittivity εeff and permeability meff.
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The Fresnel reflection (R) and transmission (T) coefficients may be written in the
following form:

R ¼ G
�
1� e�2ikneffd



1� G2e�2ikneffd

; (7.32)

T ¼
�
1� G2



e�ikneffd

1� G2e�2ikneffd
; (7.33)

which are dependent on the effective refractive index of the slab neff ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εeffmeff

p
,

free-space wavenumber k ¼ u/c, and the reflection coefficient G across the first
interface between the input medium and the semi-infinite homogeneous slab with

relative parameters (εeff, meff). At normal incidence G ¼ heff�h0

heffþh0
, heff ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

meff=εeff
p

is

the effective intrinsic impedance of the homogeneous slab, and h0 is the intrinsic
impedance of the input/output medium. The inversion of Eqns (7.32) and (7.33) leads
to the following expression of the effective impedance:

heff ¼ �h0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ RÞ2 � T2

ð1� RÞ2 � T2

s
(7.34)

and the following expression for the quantity Q ¼ e�ikneffd

Q ¼ T

1� R
heff � h0

heff þ h0

: (7.35)

From Eqns (7.34) and (7.35) one can write the effective refractive index as follows:

neff ¼ i
kd

logðQÞ ¼ 1
kd

fiLogjQj � ½ArgðQÞ þ 2mp�g: (7.36)

Here log(Q) is the complex, multiple-valued logarithm of (Q), LogjQj is the ordi-
nary real logarithm of jQj, Arg(Q) is the argument in the principal branch (m ¼ 0), and
m ¼ �1,�2,. indicates the branch of log(Q). The effective parameters can finally be
written as follows:

εeff ¼ kneff
uheff

; meff ¼ kneffheff
u

: (7.37)

This method has several limitations. The main one is that while the choice of sign
for the effective impedance and refractive index does not alter the value of the effective
parameters extracted via Eqn (7.37), there is an intrinsic ambiguity in the definition of
Re(neff) in Eqn (7.36), owing to the multiple-valued complex logarithm log(Q) and the
choice of the branch order m. This problem may be solved in very thin slabs in which
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the effective wavelength is larger than 2d. In this case it is possible to consider only the
principal branch (m ¼ 0) in Eqn (7.36) so that an unambiguous definition of the effec-
tive parameters is retrieved by using Eqn (7.37). However, this assumption implies an
a priori knowledge or at least estimate of the effective refractive index. Moreover, the
application of homogenization principles conceived for bulk natural or artificial mix-
tures may be misleading for the homogenization of very thin films. For structured films
or artificial surfaces, more sophisticated techniques have been developed, based on the
introduction of a nonlocal, effective surface susceptibility. In the case of electrically
thick slabs, a common solution is to apply the retrieval method described above for
two different values of slab thickness d1 and d2. The value of the effective refractive
index should be unique once the frequency is fixed and must not depend on the sample
thickness. As a consequence, the ambiguity is removed by identifying the correct
branches that lead to the same value of Re(neff) for the two sample thicknesses
(d ¼ d1 and d ¼ d2). The NicolsoneRosseWeir method has been extended to the
characterization of mixtures in the case of oblique plane wave incidence for the study
of spatial dispersion effects in metamaterials.

7.6 Anisotropic mixtures: multilayers and wire media

In the previous paragraphs we described examples of anisotropic media realized with
three-dimensional distributions of fully aligned inclusions (molecules or particles).
Similar results may be obtained with artificial molecules or metamolecules, which
are the basic constituents or unit cells of metamaterials. A strong anisotropy can be
engineered in artificial materials with inhomogeneous distributions of inclusions in
one or two dimensions. In Figure 7.7 we illustrate a multilayer (on the left) and a
wire medium (on the right). Both structures have two phases with inclusions of permit-
tivities εi immersed in a host medium with permittivity εh. The inclusion filling factor
is f. The homogenization of these structures in the quasi-static approximation is re-
ported here.

x
z

y

Figure 7.7 On the left is a one-dimensional multilayer composite medium with thin layer
inclusions (yellow regions) in a host medium (blue regions). On the right is a wire medium
with cylindrical inclusions (yellow regions) dispersed in a host medium (blue region).
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We start with the homogenization of the multilayer. This material shows two
different responses for waves polarized parallel or perpendicular to the plane of the
layers, so that it is appropriate to assume an anisotropic uniaxial response with effec-
tive permittivity ε ¼ εkðbxbx þ bybyÞ þ εt bzbz, where bx, by, and bz are the unit vectors
along the principal axes, as shown in Figure 7.7. In order to find εk, one should
consider a wave with the electric field polarized in the parallel direction, i.e., in the
plane x-y. For this kind of wave, the electric field is tangential to the interfaces, hence
it must be continuous so that the average static electric field in the multilayer can be
written asD

Ek
E

¼ Ek;i ¼ Ek;h; (7.38)

where Ek;i and Ek;h are the static electric fields in the inclusion and host layers. From
Eqn (7.38) and the definition of the average displacement field,D

Dk
E

¼ ε0εk
D
Ek
E

¼ ε0f εiEk;i þ ε0ð1� f ÞεhEk;h (7.39)

directly follows the expression of the parallel permittivity:

εk ¼ f εi þ ð1� f Þεh: (7.40)

For waves polarized in the direction perpendicular to the layers, the boundary con-
dition at the interfaces requires continuity of the displacement field, therefore the
average displacement field is simply

hDti ¼ ε0εthEti ¼ Dt;i ¼ Dt;h; (7.41)

where Dt;i and Dt;h are the static displacement fields in the inclusion and host layers,
respectively. From the definition of the average electric field, hEti ¼
fEt;i þ ð1� f ÞEt;h, where Et;i ¼ Dt;i

ε0εi
and Et;h ¼ Dt;h

ε0εh
are the static electric fields in

the inclusion and host layers, in that order, we can derive the expression of the
effective permittivity εt, which reads as follows:

εt¼ εiεh

f εh þ ð1� f Þεi : (7.42)

The permittivity tensor of the multilayer can be also retrieved by applying the
Maxwell Garnett (Eqn (7.25)) or the Bruggeman (Eqn (7.24)) effective medium the-
ories for ellipsoids, obtaining the same results as Eqns (7.40) and (7.42). The depolar-
ization factors in the case of multilayers are Lx ¼ Ly ¼ 0 and Lz ¼ 1, equivalent to
virtual disk-like particles with eccentricity e /N. The corresponding screening
parameters are Kx ¼ Ky /N and Kz / 0.
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The static homogenization of the wire medium follows similar criteria. The material
shows two different responses for waves polarized parallel or perpendicular to the
wires, so that it is appropriate to assume an anisotropic uniaxial response with effective
permittivity ε ¼ εtðbxbx þ bybyÞ þ εkbzbz. Note that in this case the parallel component
of the effective permittivity is related to waves polarized along the z direction, i.e., par-
allel to the wires’ long axis. For these waves the electric field is continuous and the
average displacement field is as in Eqn (7.39). It follows that εk ¼ f εi þ ð1� f Þεh.
This result may also be derived from the Maxwell Garnett formula (with Lz ¼ 0).
For the permittivity component εt, associated with waves polarized in the plane
perpendicular to the wires, the most natural homogenization strategy is again the
Maxwell Garnett formula. Indeed the cross-section view of the wire medium is very
similar to the typical Maxwell Garnett mixture (see Figure 7.1), in which small spher-
ical inclusions are dispersed in a homogeneous host. The only difference with respect
to three-dimensional mixtures is that the depolarization factor for cylinders is with
Lx ¼ Ly ¼ 1/2. The resulting expression for the quasi-static permittivity is obtained
by applying Eqn (7.17), and it reads as follows:

εt ¼ εh

�
1þ 2f

εi � εh

εi þ εh � f ðεi � εhÞ
�
: (7.43)

7.7 Spatial dispersion effects

The recipes to obtain the effective permittivities reported in the previous paragraphs
are strictly valid for nonmagnetic mixtures excited in the long-wavelength limit, where
the quasi-static approach is a justified approximation. It should be mentioned that the
extension of these techniques to mixtures with intrinsically magnetic materials is
straightforward and it is similarly valid within the limits of the magneto-static approx-
imation. In engineered materials such as metamaterials, the miniaturization of the
period and inclusion sizes are, however, limited by fabrication technologies. More-
over, if the permittivity contrast between the inclusion(s) and the host media is large,
these approximations may not be adequate even for nanometer-sized layers or wires
and extremely subwavelength periodicities. Typical examples of this scenario are
metal-dielectric mixtures or metamaterials with high (positive) permittivity inclusions.
In these structures both effective and intrinsic nonlocal responses may occur. The
intrinsic nonlocal behavior of metal-dielectric nanostructures is related to the hydrody-
namic gas pressure acting on free electrons that adds a spatially dispersive term to the
classical Drude model of a free-electron gas. These effects are relevant for very small
metallic inclusions (nanoparticles, nanolayers, or nanowires) or for structures with
subnanometer interparticle distances (nanogaps). At this scale, quantum size and quan-
tum tunneling effects are similarly important and may induce significant deviations
from purely classical approaches. The details on the intrinsic nonlocal contribution
and the implications on the optical response of metallic nanostructures will be dis-
cussed more extensively in Chapter 8.
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The effective nonlocal response of structured materials is a stronger effect due to
retardation and becomes relevant when the characteristic length scale of the inhomo-
geneity is smaller than the effective wavelength but much larger than the crystal struc-
ture of the constituent materials. This is the typical regime in which metamaterials
operate, especially those designed for optical frequencies. Simple corrections to the
electrostatic approaches described above are available only for very weak nonlocalities
and for very specific combinations of inclusion and material structures. For example, it
is possible to add retardation effects in the electrostatic formulas for polarizabilities
and effective permittivities. For a sphere, a dynamic depolarization factor can be intro-
duced, and it may be written as follows:

Ld ¼ L0 � 1
3
k2R2 � i

2
9
k3R3 (7.44)

where k is the host medium wavenumber and R is the sphere radius. The first term on
the right-hand side of Eqn (7.44), equal to 1/3 for spheres, represents the static, Lorentz
depolarization factor; the second term accounts for the dynamic depolarization due to
retardation; and the third term is due to radiation damping.

The nonlocal effects in the bulk response of metal-dielectric multilayers are usually
treated by using analytical approaches based on the Bloch theory and the transfer ma-
trix method. Unfortunately, adapting these techniques to two-dimensional or three-
dimensional nonlocal metamaterials with complicated inclusion shapes is not an
easy task. For this reason, more sophisticated averaging and homogenization tech-
niques are required formesoscopic systems in which the effective response is nonlocal.
An example of highly nonlocal artificial materials is a photonic crystal, i.e., a periodic
structure with inhomogeneities on the wavelength scale. The bulk response of pho-
tonic crystals can be described by a multivalued dispersion function of type u(kB),
in which the frequency u is related to the Bloch wavevector kB. A band structure is
typically formed in these systems. Once the dispersion relation is known, it is possible
to introduce an effective index based on the definition of phase velocity, the measure-
ment, or on the numerical evaluation of reflection and transmission coefficients.
Although useful to predict specific effects such as light refraction, these definitions
are intrinsically ambiguous since they are multivalued and depend on propagation
direction and polarization.

In nonlocal metamaterials, the nonlocality is closely related to the multipolar nature
of the inclusions and to the fact that the periodicity size may be close to the effective
wavelength. In these systems, the response shows some degree of spatial dispersion,
i.e., the response depends not only on the field but also on its spatial derivatives. To
understand the effects associated with a nonlocal response, one may first adopt a
phenomenological approach and write the macroscopic-induced current density in
the bulk of a nonlocal medium (here assumed infinitely extended) as

Jðr;uÞ ¼
Z

Rðr� r0;uÞEðr0;uÞdV0: (7.45)
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The integration is performed in a spherical volume around the observation point r,
whose radius r0 depends on the strength of the nonlocality in the medium under inves-
tigation. In natural dielectrics r0 is on the scale of the atomic size, hence orders of
magnitude smaller than the wavelength. In these materials, an impulsive response
function of type Rðr� r0;uÞ ¼ R0dðr� r0Þmay be assumed so that the resulting op-
tical response is usually modeled as purely local. However, the discrete nature of meta-
materials, whose “atomic” size is smaller but on the same order of magnitude of the
wavelength, tends to increase the radius r0 over which the function R is nonzero.
Modeling the metamaterial with the nonlocal relation Eqn (7.45) is formally correct
but impractical. A transformation of Eqn (7.45) in the Fourier space

Jðk;uÞ ¼ Rðk;uÞEðk;uÞ (7.46)

leads to a simplified picture of the problem that is now put in terms of the wavevector
k. Assuming that the metamaterial operates in a regime of weak spatial dispersion, the
response function R can be expanded in a Taylor series around the point k ¼ 0, and an
approximated expression of the response can be retrieved by truncating the series.
Retaining derivatives of the electric field E up to the second order, the induced current
is approximated by

Jiðk;uÞz �iu½aij þ bijlkl þ cijlmklkm�Ejðk;uÞ; (7.47)

where the tensors aij, bijl, and cijlm depend on the derivatives of the response function
R(k, u) evaluated at k ¼ 0. Antitransformation of Eqn (7.47) into the real space
provides an expression for the displacement field, defined as Diðr;uÞ ¼
ε0dijEjðr;uÞ þ i

u
Jiðr;uÞ, as a function of spatial derivatives of the electric field. The

expression of D in index notation reads as follows:

Diðr;uÞ ¼ ε0½dij þ aij þ bijlvl þ cijlmvlvm�Ejðr;uÞ: (7.48)

Equation (7.48) together with the definition of the magnetic field as

Hiðr;uÞ ¼ m�1
0 Biðr;uÞ; (7.49)

with B indicating the induction field, describes the bulk response of a metamaterial
with weak spatial dispersion up to the second-order field derivative. The main limi-
tation of this model is that it is strictly valid for an infinitely extended medium, i.e., far
from interfaces. In fact, the usual boundary conditions that require the continuity of the
tangential electric and magnetic fields cannot be simply applied if the displacement
field of one of the media composing the interface depends on the derivatives of the
electric field, as in Eqn (7.48). Additional boundary conditions or the introduction of
transition layers have been proposed to circumvent this problem.

Another approach to treat spatial dispersion relies on the multipole theory for
macroscopic media. The metamaterial is modeled as a periodic arrangement of
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multipoles susceptible to an applied electromagnetic field. Considering the magnetic
dipole and the electric quadrupole contributions in addition to the electric dipole
one, the induced current can be approximated by

Jz �iuPþ iu
2
V$Qþ V�M; (7.50)

where P is the electric dipole polarization, Q is the electric quadrupole polarization
tensor, and M is the magnetic dipole polarization vector. The electric part of the
induced current is Je ¼ �iuPþ iu

2 V$Q, whereas the magnetic part is Jm ¼ V�M.
The usual definition for the displacement field and the magnetic field reads as follows:

D ¼ ε0Eþ P� 1
2
V$Q

H ¼ m�1
0 BþM

: (7.51)

It is reasonable to assume that the electric field driving the multipoles is slowly
varying in the unit cell; therefore, in analogy to Eqn (7.48), the multipole polarizations
can be expanded as follows:

Pi ¼
	
aij þ bijlvl þ gijlmvlvm þ.



Ej

Qij ¼
h
a0ijk þ b0ijklvl þ.

i
Ek

Mi ¼
h
a00ijk þ b00ijlvl þ g00

ijlmvlvm þ.
i
Ej

(7.52)

Substitution of the multipole polarizations in Eqn (7.52) in Eqn (7.51) provides the
expressions of the fields D and H as functions of the electric field and its first and sec-
ond derivatives. It is interesting to note that the multipole theory approach leads to a
formulation similar to that of the phenomenological approach (Eqns (7.48) and (7.49)),
in which the main effect is spatial dispersion in the macroscopic response.

We now neglect second-order derivatives of the field in the definitions of D and H
in Eqn (7.50), and we focus on the physical meaning of the first-order spatial disper-
sion effects. Using SerdyukoveFedorov transformations, i.e., the validity of
Maxwell’s equations is preserved after the redefinition of the fields D and H as D0 ¼
Dþ V� T and H0 ¼ H� iuT, it is possible, with the proper choice of the vector
field T, to rewrite the relations Eqn (7.51) in the form of bianisotropic constitutive
relations:

D ¼ ε$Eþ ix$B

H ¼ m�1
0 Bþ ix

T
$E

(7.53)
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where x is the magneto-electric coupling tensor. The effective medium described by
Eqn (7.53) is (1) electro-dipole susceptible to the average electric field through the
tensor ε, (2) electro-magneto susceptible to the vortex part of the electric field, that is
the field B, and (3) quadrupole susceptible to the average electric field through the

parameter x. The dependence of H from the electric field E reflects the reciprocity of
the medium. Moreover, the application of usual boundary conditions is natural with
the constitutive relations in Eqn (7.53), hence they allow the integration of Maxwell’s
equations in the presence of interfaces without resorting to additional boundary con-
ditions or the introduction of artificial transition layers. For isotropic media the
response becomes chiral and the scalar x is known as a chirality parameter. In this case
the material relations are

D ¼ εEþ ixB

H ¼ m�1
0 Bþ ixE

(7.54)

We now examine the effects of second-order derivatives of the field in the defini-
tions Eqn (7.51). For simplicity we start from the isotropic relations in Eqn (7.53) and
add the terms of type vlvmEj. It is possible to show that the only nonzero second-order
differential operators are VV$ and V� V� in isotropic systems, therefore Eqn (7.53)
changes to

D ¼ εEþ ixBþ bVV$ Eþ gV� V� E

H ¼ m�1
0 Bþ ixE

(7.55)

The transformation D0 ¼ Dþ V� T and H0 ¼ H� iuT with T ¼ gV� E
leads to the form

D0 ¼ εEþ ixBþ bVV$ E

H0 ¼ m�1Bþ ixE
(7.56)

where the (artificial) magnetic permeability is m�1 ¼ m�1
0 � u2g.

Some observations on weak spatial dispersion effects must be pointed out after an
inspection of Eqn (7.56): (1) the electric susceptibility to the uniform (quasi-static) part
of the electric field is due to zero-order spatial dispersion effects though the effective
parameter ε; (2) first-order spatial dispersion produces bianisotropic effects, e.g.,
chirality, through the parameter x; (3) second-order spatial dispersion leads to artificial
magnetism through the effective permeability m and to the term bVV$E; and (4) when
higher-order multipole can be neglected and b ¼ 0, weak spatial dispersion effects in
metamaterials can be treated with a local, macroscopic model in which the artificial
bianisotropy and magnetism take into account the medium susceptibility to first-
and second-order field derivatives. Artificial magnetism in materials can be obtained
with particle shapes that produce uniform current loops, such as split-ring resonators,
or with magnetic Mie-type resonances in high-permittivity particles.
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Problems

1. Calculate the effective permittivity of a mixture made of small silver particles in air (assume a
frequency of 1 GHz, silver conductivity 6.3 � 107 S/m. Plot the real and imaginary parts of
the effective permittivity as functions of the silver filling factor f.

2. Draw, as a function of the inclusion’s fill factor, the relative effective permittivity of a
mixture of spherical inclusions with dielectric constant ε ¼ 10, immersed in air.

3. Repeat the calculation of Problem 2 for randomly oriented, needle-like inclusions (ellipsoids
with one semiaxis much larger than the other two) and randomly oriented, disc-like inclu-
sions (ellipsoids with one semiaxes much smaller than the other two).

4. Consider a metal-dielectric, planar multilayer in the electrostatic approximation with fill factor
f ¼ 0.5. Assume for metal a complex, frequency-dependent dielectric constant

ε ¼ 1� u2
p

u2 þ iug ; with up ¼ 2p 2:18� 1015 Hz and g ¼ 2p 4:35� 1012 Hz, and for

the dielectric a dispersion-free relative permittivity of 2.25. Determine the wavelength ranges
in which the dispersion of the mixture for TM polarized fields is hyperbolic, i.e., when
Real½εk� � Real½εt�. How does the metal fill factor move the hyperbolic ranges in the wave-
length domain?
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Plasmonics 8
D. de Ceglia, M.A. Vincenti
National Research Council, AMRDEC, Redstone Arsenal, AL, USA

8.1 Introduction

The term plasmonics refers to a major topical subject in nanophotonics that is devoted
to the study of optical phenomena resulting from the interaction of electromagnetic
fields with conduction electrons in metals. Two outcomes of electronephoton interac-
tions at metal-insulator interfaces or in metallic nanostructures are subdiffraction field
confinement and field enhancement. Plasmonics simulations are usually performed
with well-established computational tools that incorporate Maxwell’s equations with
the conventional boundary conditions and a classical description of the optical prop-
erties of metals. The renewed and ever-increasing interest in plasmonic research is
motivated by the rapid advancements in nanofabrication technologies and character-
ization tools, easier access to powerful and fast computational resources, and progress
in related research fields, e.g., metamaterials science. The existing and potential appli-
cations of plasmonic-based nanostructures are innumerable and span a wide range of
fields, including energy harvesting, sensing devices, electro-optical devices, biomole-
cule detection, drug delivery, and many more.

This chapter is structured as follows. In the first section, the optical properties of
metals are explained in terms of a simple free-electron gas model. In the second sec-
tion, the dispersion properties of surface plasmon polaritons are discussed for a metal-
insulator interface and for a metallic film. We then introduce the concept of localized
surface plasmon for a simple metallic nanoparticle, e.g., a metallic nanosphere. Next,
the fundamentals of Mie theory are presented, and the concepts of scattering and
absorption cross-sections are introduced for nanospheres and nanoshells.

8.2 Optical properties of metals

The simplest description of electromagnetic field interaction with metals is the free-
electron gas model, the so-called Drude model. The classical Lorentz model was intro-
duced in Chapter 2, and the Drude model is closely related to it. In this section we will
treat free electrons without the hydrodynamic contributions where the electrons are
treated as a fluid. The metal is assumed to be a gas of free electrons with density n
per unit volume moving in a fixed lattice of positive ions. In the presence of an external
electromagnetic field, the equation of motion for an electron is given by

m _vþ mgv ¼ �eðEþ v� BÞ; (8.1)
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where m, e, and v are the electron mass, charge, and velocity, respectively. The
electron position r and velocity v are related by v ¼ _r, and the time dependence of v,
E, and B is implicit in the equation. In this model, the electron motion is damped by
collisions with ions, whose frequency g is on the order of 100 THz for noble metals.
Electroneelectron interactions and the effects of crystal lattice potential are neglected.
The first term on the right-hand side of Eqn (8.1) is the Coulomb interaction between
the electron charge and the electric field E, while the second term is the Lorentz force
due to the presence of the magnetic flux density B. The relation between the micro-
scopic dynamics described by Eqn (8.1) and the macroscopic response of the medium
is given by introducing the polarization density P ¼ �ern. The macroscopic version of
Eqn (8.1) can be written as

€Pþ g _P ¼ ε0u
2
pðEþ v� BÞ; (8.2)

where up ¼
�
ne2
ε0m

�1=2
is the plasma frequency of the electron gas. It is important to

note that the mass m in the free-electron model is an optical effective mass. Such mass,
which mainly depends on the band structure of the medium, may significantly differ
from the electron rest mass. If we consider a time-harmonic excitation with time
dependence e�iut and neglect the magnetic force �ev � B, we obtain the frequency-
domain expression (equal to Eqn (2.24)) of the polarization density

PðuÞ ¼ � ε0u
2
p

u2 þ igu
EðuÞ; (8.3)

The contribution of the magnetic force to the polarization density should not be
neglected when a static magnetic field is applied or when one is interested in the
nonlinear response for frequency mixing problems, e.g., second-harmonic generation.
From the resulting constitutive relation between the displacement field D and the elec-
tric field,

DðuÞ ¼ ε0EðuÞ þ PðuÞ ¼ ε0εfðuÞEðuÞ ¼ ε0

 
1� u2

p

u2 þ igu

!
EðuÞ (8.4)

it is clear that the plasma dielectric function is negative below the frequency
ðu2

p � g2Þ1=2. For media with damping coefficient g much smaller than the plasma
frequency, up is approximately the zero-crossing frequency for the dielectric function
εf (u). The expression of εf (u) resulting from Eqn (8.4) is known as the Drude
dispersion model for an ideal gas of free-electrons. This model is a good approxi-
mation of the optical response of noble metals only below the threshold frequency for
the onset of interband transitions. Above this threshold, which may occur at visible or
near-infrared wavelengths for noble metals, the free-electron model in Eqn (8.4)
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becomes inadequate, and the band structure of the material must be taken into account.
The complex dielectric permittivity resulting from Eqn (8.4) is εf ¼ ε

0
f þ iε00f ¼�

1� u2
p

u2 þg2

�
þ i
�

u2
pg

u3 þug2

�
. From the expression of the induced current density

Jf(u) ¼ �iuP(u) ¼ s(u)E(u), the dynamic conductivity can be extracted and
written as

sðuÞ ¼ ε0u
2
p

�iuþ g
: (8.5)

In the very low frequency regime, i.e., u � g, the conductivity becomes purely
real, and the electrons follow the electric field without a significant phase shift. In
this regime the static conductivity s0 ¼ ε0u

2
p=g dominates the metal response to

an applied field. At optical frequencies, the usual approach to include the effects of
interband transitions consists in adding a number N of Lorentz oscillators (see Eqn
(2.23) for bound electrons) to the free-electron response, so that the metal complex
permittivity now reads as follows:

εmðuÞ ¼ εfðuÞ þ εbðuÞ ¼ 1� u2
p

u2 þ igu
�
XN
j¼1

fju2
p�

u2 � u2
j

�
þ iugj

; (8.6)

where uj is the resonance frequency of the j-th oscillator, fj its strength, and gj its
damping coefficient. Equation (8.6) defines the so-called DrudeeLorentz disper-
sion model. All the parameters appearing in this model may be found by fitting the
experimental values of the complex dielectric constants of metals available in the
literature. A simplified version of the DrudeeLorentz model is obtained by

considering εb(u) constant and by writing εmðuÞ ¼ εN � u2
p

u2 þ igu
, where the

dielectric constant εN ¼ εmðu[upÞ for very large frequencies takes into account
the residual response of the positive background of the ion cores. Although this
correction improves the free-electron Drude model [Eqn (8.4)], it does not provide
an accurate description of the optical response in the frequency region where
interband transitions occur. All the dispersion models introduced above may be
implemented straightforwardly in finite-difference time-domain and pseudo-
spectral time-domain propagators by introducing an additional differential equa-
tion for each oscillator appearing in Eqn (8.6). Frequency-domain solvers, e.g., the
finite-element frequency-domain method and the finite-difference frequency-
domain method, as well as semianalytical tools, such as the rigorous coupled-wave
analysis, handle naturally the complex and frequency-dependent dielectric
constants that are measured from experimental characterization tools (such as
ellipsometry or thin film, normal and oblique incidence reflection, and transmission
experiments).
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8.3 Surface plasmon polaritons at metaledielectric
interfaces

We consider a smooth and flat interface between a metal with relative permittivity εm

and a lossless dielectric with relative permittivity εd. The boundary between the two
media is on the plane z ¼ 0, so that ε(z) ¼ εm for z < 0 and ε(z) ¼ εd for z > 0. We
are interested in time-harmonic solutions of Maxwell’s equations corresponding to
waves propagating in the x direction with a generically complex kx wavenumber,
i.e., the x-dependence of the solution is of the form e�ikxx and ky ¼ 0. For this problem,
the solutions can be either s-polarized or p-polarized. The nonvanishing fields of
s-polarized modes, also known as TE modes, are (Ey, Hx, Hz), while the significant
fields for p-polarized modes (TM) are (Hy, Ex, Ez). The dispersion relations kx(u) of
modes supported by the interface may be found by applying the continuity of the
tangential fields (see Chapter 2) at the interface z ¼ 0 or by using the transverse reso-
nance technique based on the transmission line equivalent model of the structure in the
z-direction. The dispersion relations for s- and p-polarizations are

s:
1

kz;m
þ 1
kz;d

¼ 0 (8.7a)

p:
kz;m
εm

þ kz;d
εd

¼ 0 (8.7b)

where kz;m=d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20εm=d � k2x

q
is the z-component of the mode wavevector and

k0 ¼ u/c is the vacuum wavenumber. If we are interested in evanescent surface
waves, i.e., modes with a field confined at the metaledielectric interface and with
evanescent decay at jzj/N, then our solutions must satisfy the requirements
Re(kz,m) > 0 and Re(kz,d) > 0. This means that s-polarized solutions, which follow
the dispersion relation kz,m þ kz,d ¼ 0 [see Eqn (8.7a)], are not allowed. The
dispersion relation for p-polarization can be derived by Eqn (8.7b) and reads as

kx ¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εmεd

εm þ εd

r
: (8.8)

In Figure 8.1 the dispersion relation for p-polarization is plotted for two cases: an
interface between air (εd ¼ 1) and a loss-less, free-electron plasma (g ¼ 0 and
εm ¼ 1�u2

p=u
2) and an interface between air and a lossy plasma (g ¼ 0.1 up

and εm ¼ εf). In the loss-less case, the condition εm ¼ �εd represents a pole for kx and
defines the so-called surface plasmon resonance. This resonance occurs at a frequency
u ¼ usp ¼ up=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ εd

p
. The other relevant frequency is u ¼ up above which

εm > 0. Three different regimes for p-polarized modes can be identified in the
loss-less scenario: (i) for u < usp, i.e., εm < �εd, the mode is an evanescent surface
wave, i.e., a surface plasmon polariton (SPP), bound at the interface (since kz,m/d are
purely imaginary) and propagates in the x-direction with a real kx; (ii) in the region
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up > u > usp, the mode has a real kz,m/d and a purely imaginary kx, hence propagation
is not allowed in the x-direction; and (iii) for u > up, the mode becomes radiative since
both kx and kz,m/d are real. If the damping g is present (dashed curves in Figure 8.1), kx
and kz,m/d become complex quantities and the dispersion relation remains fairly similar
to the loss-less case only for very small or very large frequencies u. Losses limit the
propagation length of the surface plasmon polariton, Lp ¼ [2Im(kx)]

�1, allow quasi-
bound or leaky modes in the region up > u > usp, and limit Re(kx) at the surface
plasmon resonanceusp. It is important to notice that interfaceswith dielectrics with larger
εd show lower values of surface plasmon resonance and support surface plasmons with
larger effective refractive index nspp ¼ Re(kx)/k0. A measure of the field confinement at
the interface is given by [Im(kz,m/d)]

�1. For a surface plasmon of wavelength 600 nm
supported at a silvereair interface, the evanescent tail of the electromagneticfield extends
forw390 nm on the air side andw24 nm on the silver side.

8.4 Surface plasmon polaritons of metallic thin films

We now consider the p-polarized modes of a multilayer formed by a thin, metallic film
with relative permittivity εm and thickness d surrounded by a dielectric medium with
relative permittivity εd. The structure can be thought as a system of coupled wave-
guides. Each isolated interface is a waveguide that supports the propagation of a
surface-plasmon polariton with dispersion as in Eqn (8.8).

When the distance d between the two interfaces (i.e., the metal film thickness) is of
the order of the field penetration depth in the metal, the two surface waves are coupled
through their evanescent tails. Because of the symmetry of the structure, the modes
supported by the film can be either symmetric or antisymmetric with respect to the cen-
ter of the film (plane z ¼ 0). The distribution of the electric field component normal to
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Figure 8.1 Dispersion of loss-less (solid
lines) and lossy (dashed lines) surface
plasmons propagating on a flat metal
surface. Real (black lines) and imaginary
(red lines) parts of kx are normalized to
the wavenumber in air k0. The light line,
kx ¼ k0, is plotted in gray.
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the metaledielectric interfaces (Ez) is reported in Figure 8.2 for the two p-polarized,
nonradiative modes of the metal film. The blue curve refers to the symmetric mode
and the red curve to the antisymmetric one. Because of the field distribution, charges
of opposite (same) sign face each other in the symmetric (antisymmetric) mode. The
dispersion relations for the symmetric and the antisymmetric modes can be found in
the usual way by setting the continuity of the tangential fields, and read as follows:

S: εmkz;d þ εdkz;m tanh

�
� ikz;md

2

�
¼ 0 (8.9)

A: εmkz;d þ εdkz;m coth

�
� ikz;md

2

�
¼ 0: (8.10)

The solutions in the complex kx plane are usually found numerically by minimizing
the complex functions jSj and jAj. It is interesting to notice that for d/N, i.e.,
when the film is very thick and two interfaces can be assumed as isolated, the disper-
sion relations of the two modes are equal and tend to the dispersion of the
metaledielectric surface-plasmon polariton, whose solution is given in Eqn (8.8).
Nonradiative solutions for s-polarization are not allowed in any planar metale
dielectric structure, since the continuity of the electric field component Ey prevents
charge accumulations at the interfaces. In Figure 8.3 we report the dispersion curves
relative to the symmetric (blue curves) and antisymmetric (red curves) modes for three
different values of film thickness d (20, 40, and 80 nm), assuming a lossy free-electron
gas model with g ¼ 0.1 up for the film and air (εd ¼ 1) for the surrounding medium.

For decreasing values of thickness d, the antisymmetric mode (represented by the
red curves) increases its effective refractive index Re(kx/k0), while the symmetric
mode branches (blue curves) move toward lower values of Re(kx/k0). The dispersion
curves for the thickest film (d ¼ 80 nm) are very close to the dispersion of the isolated
metaledielectric surface plasmon-polariton (black dashed curve). Antisymmetric
modes are very well confined at metal surfaces and therefore display high propagation
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Figure 8.2 Electric field distribution for
the two nonradiative modes of a thin
metal film.
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losses. Conversely, the dispersion of the symmetric mode is closer to the light line
(kx ¼ k0) of the surrounding medium, resulting in a weaker confinement at the metal
surfaces and lower propagation losses. For this reason, the symmetric and antisym-
metric modes are sometimes referred to as long- and short-range surface plasmon
polaritons, respectively.

8.5 Excitation of surface plasmon polaritons

As seen in the previous paragraph, the phase wavevector, Re(kx), of surface plasmon
polaritons guided by a metaledielectric interface or a thin metallic film is larger than
the wavenumber of the surrounding dielectric. This means that the field associated with
SPPs decreases exponentially in the surrounding dielectric media. As a consequence,
any light source, e.g., a plane wave or a finite cross-section beam, propagating in the
dielectric and impinging on the interface with the metal at any incidence angle cannot
couple to SPPs. As for dielectric slab waveguides, evanescent fields are required in or-
der to excite surface waves optically. The common techniques to bring evanescent
fields near metal interfaces and achieve phase-matching to SPPs are based on prisms
and gratings. Prism coupling setups include the Kretschmann configuration and the
Otto configuration. In the Kretschmann setup, a metal film is deposited on a prism’s
face, and a p-polarized light source excites the film from the prism side at oblique inci-
dence. In this asymmetric system two SPPs are present: one pertaining to the airemetal
interface and the other to the prismemetal interface. Evanescent fields on the air side,
and excitation of the airemetal SPP, may be achieved only above the critical angle of
incidence of the prismeair system, i.e., for internal incidence angles qi> qc¼asin(1/np),
where np is the prism refractive index. A quasi phase-matching to the airemetal SPP is

obtained when npsinðqiÞ ¼ nspp ¼ Re½ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εm=ðεm þ 1Þp �. The metal film should be

semitransparent in order to allow tunneling of a portion of the light source from the
prism side to the air side. Perfect phase matching is not possible, because the SPP prop-
agating on the airemetal interface of this asymmetric multilayer is a leaky mode, i.e., its
dispersion curve kx(u) lies within the prism light cone. In other words, the airemetal
SPP undergoes not only the inherent absorption losses in the metal film but also radi-
ation losses due to leakage into the prism. The SPP is observable as a dip in reflection
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Figure 8.3 Dispersion curves for
symmetric (blue curves) and antisymmetric
(red curves) modes supported by thin metal
films surrounded by air. Three values of
film thickness d (20, 40, and 80 nm) are
considered. The black curve indicates the
dispersion of the surface plasmon polariton
mode of the flat metaleair interface.
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by varying the angle of incidence. The dip occurs at qi ¼ qSPP ¼ asin(nspp/np), and it is
due to the increased absorption in the metal film when the leaky SPP is excited. Zero
reflection or perfect absorption is achievable under critical coupling conditions, i.e.,
when the damping due to radiation leakage equals the damping due to absorption
losses. This condition can be reached by properly choosing the metal film thickness.
In Figure 8.4 we show absorption as a function of frequency u and angle of incidence
qi in the Kretschmann configuration for a prism with index np ¼ 1.5 and a metal
film modeled as a lossy free-electron gas with g ¼ 0.01 up and thickness 80 nm.
The absorption peak above the critical angle qc corresponds to the nonradiative branch
of the SPP, while the absorption peak for u > up is due to the radiative branch of the
SPP dispersion (see the similarities with Figure 8.1).

In the Otto excitation scheme, a subwavelength air gap between the metal surface
and the prism allows the generation of evanescent fields at the prismeair interface
above the critical angle qc. If the air gap is thin enough, the evanescent tail reaches
the metal surface and is able to couple to the airemetal SPP when qi ¼ qSPP. In the
Otto configuration, the thickness of the air gap is a critical parameter that influences
the coupling strength to the SPP. This geometry is particularly suitable for monitoring
the surface quality and, in general, for all applications in which direct contact with
metal must be avoided.

Evanescent fields can also be obtained in gratings when a diffraction order assumes
a wavevector larger than the incident grazing radiation. A periodic perturbation on a
metallic surface with periodicity p introduces diffraction orders with parallel wavevec-
tor k0nisin(qi) � 2pN/p, with N ¼ 1, 2,... assuming light impinges on the structure
from a medium with refractive index ni at an angle qi with respect to the normal to
the patterned surface. If one of these orders matches the SPP wavevector, i.e., if

k0nspp ¼ k0nisinðqiÞ � 2pN=p; (8.11)

the SPP is excited, and a minimum in reflection occurs.
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Figure 8.4 Absorption as a function of frequency u, normalized to the plasma frequency up,
and angle of incidence qi in the Kretschmann configuration (inset).
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The scalar Eqn (8.11) is valid when the grating wavevector kg ¼ 2p=pbv is parallel
to the plane of incidence so that it results collinear to the incident wavevector and the
SPP wavevector. It is important to mention that the expression of nspp for the SPP
dispersion in Eqn (8.11) is not equal to the dispersion of the planar and unperturbed,
metaledielectric-interface SPP. In fact, the periodicity generally introduces a change in
both the real (wavevector) and imaginary part (attenuation constant) of the complex
SPP wavenumber. However, for small perturbations, i.e., shallow grooves or bumps,
the SPP dispersion in the phase-matching Eqn (8.11) can be approximated by the

planar SPP dispersion nspp ¼ Reðkx=k0Þ ¼ Re
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

εmεd=ðεm þ εdÞ
p �

. The effect of

a periodic perturbation with period p and wavevector kg (kg ¼ 2p/p) on the SPP disper-
sion is illustrated in Figure 8.5. Radiative coupling of homogeneous plane waves to the
grating SPP is possible when the dispersion branches fall within the light cone (gray
area in Figure 8.5), usually inducing reflection minima and absorption maxima.

8.6 Localized surface plasmons

While planar, metaledielectric interfaces act as waveguides and support the propaga-
tion of surface waves coupled to the electron plasma, metallic nanostructures, i.e.,
small particles or nanopatterned metallic surfaces, may host nonpropagating electro-
magnetic modes, also known as localized surface plasmons (LSPs). These modes
induce resonances observable as peaks in the scattering and absorption cross-
sections spectra. The spectral position of the resonances depends on several factors:
the metal permittivity, the permittivity of the surrounding dielectric, and the shape
and size of the metallic nanostructure. A very simple scenario consists of a metallic,
spherical nanoparticle much smaller than the wavelength of the interacting electromag-
netic field. The electrostatic approximation (i.e., frequency u / 0) provides a good
description of the problem in the near-field region of the particle (i.e., for kr << 1)
and a simple prediction of the resonant frequency. For a spherical, metallic particle
with radius R and relative permittivity εm in a homogeneous dielectric background
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Figure 8.5 The effect of a periodic
perturbation with period p on the SPP
dispersion.
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with relative permittivity εd, the solutions of the Laplace equation for the potential,
V24 ¼ 0, inside and outside the particle are given by

4in ¼ � 3εd
εm þ 2εd

E0r cosðqÞ (8.12)

4out ¼ �E0r cosðqÞ þ p$r
4pε0εdr3

: (8.13)

In these expressions p ¼ ε0εdaE0 is the dipole moment associated with the spherical
nanoparticle, a ¼ 4pR3 εm � εd

εm þ 2εd
is its polarizability, r is the position vector (with ampli-

tude r ¼ jrj), E0 is the applied (static) electric field, and q is the angle betweenE0 and r.
It is interesting to note that the expression of the polarizability has the same form as the
ClausiuseMossotti relation in the framework of the effective medium approximation
for solids (see Chapter 7); therefore, it is quite general and can be applied to nonme-
tallic spherical inclusions. The electric field distribution is evaluated as E ¼ �V4,
and its expressions inside and outside the particle are, respectively,

Ein ¼ 3εd
εm þ 2εd

E0 (8.14)

Eout ¼ E0 þ 3nðn$pÞ � p
4pε0εdr3

(8.15)

where n ¼ r/r is the radial unit vector. From Eqns (8.14) and (8.15) it is clear that both
the inside and outside fields diverge when the particle polarizability becomes singular,
i.e., when εm þ 2εd ¼ 0. If the relative background permittivity εd is positive, the
singularity is only possible for particles with negative relative permittivity εm, i.e.,
metallic nanoparticles operating below the metal’s plasma frequency. However, the
presence of losses in the particle prevents the fields from diverging, resulting in a
resonance at the frequency that satisfies the condition Re(εm) ¼ �2εd. The latter is
sometimes referred to as the Fr€ohlich condition or Fr€ohlich resonance. It is interesting to
note that in the electrostatic approximation, the localized surface plasmon resonance
associated with the Fr€ohlich condition depends solely on the particle and surrounding
medium permittivities. This behavior is at the basis of plasmonic sensing devices.
In such sensors the presence or absence of organic/inorganic media around the particle
alters the effective permittivity εd of the surrounding medium and may be detected as a
frequency shift of the plasmonic resonance, i.e., the Fr€ohlich condition. Since jεmj gets
larger when the frequency decreases (normal chromatic dispersion), an increase in the
surrounding permittivity εd results in a typical red-shift of the plasmonic resonance.
An improved description of the problem, in particular in the intermediate and far-field
regions, can be obtained by using the quasi-static approximation. Now the incident field
is time- and space-dependent so that the wavelength l and the frequency u are finite.
However, if the sphere is very small with respect to the incident wavelength (R<<l),
one can still assume that spatial retardation effects across the particle are negligible and
that the particle behaves like a point dipole. For the time-harmonic excitation, the
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induced dipole moment will now read as p(t) ¼ ε0εdaE0e
�iut, where the polarizability a

is still defined as in the purely electrostatic problem
�
a ¼ 4pR3 εm � εd

εm þ 2εd

�
. The fields

scattered by the excited particle can then be written in the usual way:

Es ¼ 1
ε0εd

8<:k2n� ðp� nÞ þ
�
1
r
� ik

��
3nðn$pÞ � p

r

�9=;GðrÞ (8.16)

Hs ¼ �iu

�
1
r
� ik

�
ðp� nÞGðrÞ: (8.17)

In the above expression GðrÞ ¼ eikr
4pr is Green’s function for the scalar Helmholtz

equation V2G þ k2G ¼ �d(r), k ¼ u
ffiffiffiffiffi
εd

p
=c is the wavenumber in the background

medium, and the time dependence e�iut is implicit. It is worth noting that the electro-
dynamic, quasi-static solution reported in Eqn (8.16) tends to the electrostatic one
[Eqn (8.14)] in the near-field zone, i.e., for kr << 1. In the far-field zone, where
kr >> 1, the fields in Eqns (8.16) and (8.17) can be approximated by the simplified
expressions

Efar ¼ k2

ε0εd
n� ðp� nÞGðrÞ (8.18)

Hfar ¼ 1
hd

k2

ε0εd
ðn� pÞGðrÞ (8.19)

where hd ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0=ðε0εdÞ

p
is the impedance of the host dielectric medium. The power

radiated into the far field is

Pdip ¼ c2k4hd
12pεd

jpj2: (8.20)

The scattering cross-section, Csca, is calculated by normalizing the power Pdip

radiated by the induced electric dipole to the input irradiance Iin ¼ 1=2ε0c
ffiffiffiffiffi
εd

p jE0j2
and is expressed by

Csca ¼ k4

6p
jaj2: (8.21)

The absorption cross-section, Cabs, is instead the power absorbed by the particle
normalized with respect to Iin, and it is given by

Cabs ¼ kImfag: (8.22)
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The sum of scattering and absorption cross-sections defines the so-called extinction
cross-section Cext ¼ Csca þ Cabs.

Geometrical features like particle size and shape play an important role in establish-
ing the spectral position of the localized plasmon resonance. For simple geometries,
such as ellipsoidal particles, analytical expressions of polarizability and cross-
sections can be retrieved in the electrostatic approximation. We consider an ellipsoid

with a surface defined by x2

R2
1
þ y2

R2
2
þ z2

R2
3
¼ 1, where R1, R2, and R3 are the ellipsoid

semiaxes in the x, y, and z directions, respectively, and we assume R1 � R2 � R3.
Setting up the electrostatic problem in elliptical coordinates and expanding the fields
in ellipsoidal harmonics leads to the following expression for the anisotropic
polarizability:

aj ¼ 4pR1R2R3
εm � εd

3εd þ 3Ljðεm � εdÞ; j ¼ 1; 2; 3: (8.23)

In the expression above, Lj is a geometrical factor given by the integral

Lj ¼ R1R2R3

2

ZN
0

h�
R2
j þ q

�
f ðqÞ

i�1
dq (8.24)

where f ðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðqþ R2

1Þ2ðqþ R2
2Þ2ðqþ R2

3Þ2
q

.
Only two of the geometrical factors are independent, since L1 þ L2 þ L3 ¼ 1. It is

interesting to note that L1 ¼ L2 ¼ L3 ¼ 1/3 for a sphere, and for a generic ellipsoid
L1 � L2 �L3. Spheroids are special ellipsoids with two equal semiaxes. Cigar-
shaped spheroids, known as prolates, have R2 ¼ R3 and L2 ¼ L3 and are obtained
by rotating an ellipse about its major axis. Oblates (pancake-shaped spheroids) have
R1 ¼ R2 and L1 ¼ L2 and are obtained by rotating an ellipse around its minor axis.

The polarizability of a coated ellipsoid, or coreeshell ellipsoid, can be found in the
electrostatic approximation by applying the proper boundary conditions at the inter-
face between the inner ellipsoid, i.e., the core with semiaxes r1, r2, and r3 and permit-
tivity ε1, and the outer ellipsoid with semiaxes R1, R2, and R3 that defines the shell
region with permittivity ε2. The solution gives the polarizability

aj ¼ 4pR1R2R3

3

�
ðε2 � εdÞ

h
ε2 þ ðε1 � ε2Þ

�
Lð1Þj � fLð2Þj

�i
þ f ε2ðε1 � ε2Þh

ε2 þ ðε1 � ε2Þ
�
Lð1Þj � fLð2Þj

�ih
εd þ ðε2 � εdÞLð2Þj

i
þ fLð2Þj ε2ðε1 � ε2Þ

;

j ¼ 1; 2; 3

(8.25)
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where Lð1Þj and Lð2Þj are the geometrical factors of the inner and outer ellipsoids

and can be determined using Eqn (8.24), and f ¼ r1r2r3/(R1R2R3) is the volume
fraction of the particle occupied by the core. For a coated sphere, or coreeshell

spherical particle, the geometrical factors are Lð1Þj ¼ Lð2Þj ¼ 1=3 and R1 ¼ R2 ¼
R3 ¼ R, so that the polarizability becomes isotropic and its expression reduces to

a ¼ 4pR3 ðε2 � εdÞðε1 þ 2ε2Þ þ f ðε1 � ε2Þðεd þ 2ε2Þ
ðε1 þ 2ε2Þðε2 þ 2εdÞ þ 2f ðε1 � ε2Þðε2 � εdÞ : (8.26)

Vanishing scattering and absorption cross-sections may be obtained in coree
shell particles when a ¼ 0, a possibility that is forbidden in the case of spherical
particles. This condition may be exploited to design epsilon near-zero metamate-
rials and cloaking devices. A spherical dielectric particle with positive permittivity
ε1 > 1 immersed in air (εd ¼ 1) can be made invisible with a shell of permittivity
ε2 < 0, for example using a metal below its plasma frequency. The resulting
coreeshell system displays zero polarizability as well as zero scattering and
absorption cross-sections when (ε2 � εd)(ε1 þ 2ε2) þ f(ε1 � ε2)(εd þ 2ε2) ¼ 0. In
a realistic system, i.e., lossy and dispersive plasma, the chromatic dispersion in
the metallic shell allows zero polarizability only at specific frequencies, and the
metal losses prevent the polarizability from being exactly zero. However, minima
of polarizability can be obtained in narrow bands, where scattering and absorption
cross-sections are minimized.

For geometries like spheres and coated spheres, analytical solutions of the elec-
trodynamic scattering problem may be obtained by expanding the incident, scat-
tered, and internal fields in vector spherical harmonics and applying the
continuity boundary conditions for tangential electric and magnetic fields. This
procedure, known as the Mie or LorenzeMie theory, allows for expressing scat-
tering, extinction, and absorption cross-sections in terms of coefficients, usually
referred to as Mie or scattering coefficients, which depend on the wavelength, par-
ticle size, and background permittivity. Here we report the expressions of the scat-
tering and extinction cross-sections, respectively, omitting their straightforward
but lengthy derivation:

Csca ¼ 2p
k2
XN
1

ð2nþ 1Þ
�
janj2 þ jbnj2

�
(8.27)

Cext ¼ 2p
k2
XN
1

ð2nþ 1ÞRefan þ bng: (8.28)

The scattering coefficients for a sphere with radius R and permittivity εm in a back-
ground of permittivity εd are given in terms of RiccatieBessel functions jn(r) ¼ rjn(r)
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and xn(r) ¼ r[ jn(r) þ iyn(r)] and spherical Bessel functions of first [ jn(r)] and second
[yn(r)] kind as well as their derivatives j0

nðrÞ and x0nðrÞ as follows:

an ¼ mjnðmxÞj0
nðxÞ � jnðxÞj0

nðmxÞ
mjnðmxÞx0nðxÞ � xnðxÞj0

nðmxÞ
(8.29)

bn ¼ jnðmxÞj0
nðxÞ � mjnðxÞj0

nðmxÞ
jnðmxÞx0nðxÞ � mxnðxÞj0

nðmxÞ
(8.30)

where m ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
εm=εd

p
and x ¼ kR.

The poles of the scattering coefficients an and bn are associated with the electric and
magnetic multipole resonances, respectively. The electric polarizability of the sphere
due to the electric dipole response can be written by using the only coefficient a1 as

ae ¼ i6p
k3

a1 (8.31)

Similarly, the sphere magnetic polarizability can easily be written as

am ¼ i6p
k3

b1: (8.32)

The difference between the quasi-static expression of the electric polarizability,
a ¼ 4pR3 εm � εd

εm þ 2εd
, and the Mie-theory-based expression in Eqn (8.31) is that the

pole of the quasi-static polarizability does not display any dependence on the particle
size. In fact, the radius R alters only the value of the quasi-static polarizability, but
the particle resonance is fixed at the Fr€ohlich frequency at which εm þ 2εd ¼ 0.
On the other hand, retardation, i.e., the effect of nonvanishing k, is included in the
Mie-theory-based expression of the polarizability and turns out to be important for
larger particle sizes. A better idea of the effects of retardation can be gained by
expanding the RiccatieBessel functions in the expression of the Mie polarizability
ae in Eqn (8.31). The resulting approximation reads as follows:

aezV
1� ðεm þ εdÞx2

10εd
þ O

	
x4



1
3 þ εd

εm�εd
� ðεm þ 10εdÞx2

30εd
� i2

9x
3 þ Oðx4Þ

(8.33)

where V is the particle volume. The term in x2 in the numerator is due to the retardation
of the external field across the sphere. Its effect is a shift in the plasmon resonance
frequency. The term in x2 in the denominator is due to the retardation of the depo-
larization field in the particle and gives an additional frequency shift of the plasmon
resonance. The term in x3 in the denominator is associated with radiation damping. The
overall impact of retardation is a red-shift of the dipole resonance. The effect is mainly
related to the fact that, in the dipole approximation, charge separation increases with
the particle size and therefore produces a smaller restoring force and a decreased
resonance frequency.
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It is possible to exploit the Mie theory to include retardation effects in the expres-
sion of the dipole polarizability of coreeshell particles. In this case, it is enough to
calculate the Mie coefficients for the coreeshell particle and use Eqn (8.31) to deter-
mine its polarizability. Here we give the recursive formulas of the scattering coeffi-
cients in the case of spherical coreeshell particles in terms of RiccatieBessel
functions, jn(r) ¼ rjn(r), xn(r) ¼ r[ jn(r) þ iyn(r)], cn(r) ¼ �ryn(r), and their deriv-
atives (indicated with primes):

an ¼ jnðyÞ
�
j0
nðm2yÞ � Anc

0
nðm2yÞ

�� m2j
0
nðyÞ½jnðm2yÞ � Ancnðm2yÞ�

xnðyÞ
�
j0
nðm2yÞ � Anc0nðm2yÞ

�� m2x
0
nðyÞ½jnðm2yÞ � Ancnðm2yÞ�

(8.34)

bn ¼ m2jnðyÞ
�
j0
nðm2yÞ � Bnc

0
nðm2yÞ

�� j0
nðyÞ½jnðm2yÞ � Bncnðm2yÞ�

m2xnðyÞ
�
j0
nðm2yÞ � Bnc0nðm2yÞ

�� x0nðyÞ½jnðm2yÞ � Bncnðm2yÞ�
(8.35)

where

An ¼ m2jnðm2xÞj0
nðm1xÞ � m1jnðm1xÞj0

nðm2xÞ
m2cnðm2xÞj0

nðm1xÞ � m1jnðm1xÞc0nðm2xÞ (8.36)

Bn ¼ m2jnðm1xÞj0
nðm2xÞ � m1jnðm2xÞj0

nðm1xÞ
m2jnðm1xÞc0nðm2xÞ � m1cnðm2xÞj0

nðm1xÞ : (8.37)

In the above expressions, m1=2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε1=2=εd

q
is the index ratio of the core (m1) and

shell (m2) regions, x ¼ kR1, and y ¼ kR2, R1 is the inner radius, and R2 is the outer
radius of the shell. An interesting case is the particle with a dielectric core and a
metallic shell. Such a system supports two distinct localized surface plasmon reso-
nances for each multipole. The most important spectral features come from the two
electric dipolar resonances, which dominate the scattering and absorption cross-
sections in the case of very small coreeshell particles, i.e., y � 1. Predictions of
the resonance frequencies can be obtained in the case of Drude-like plasmas using the
hybridization theory. When interband transitions cannot be neglected, e.g., at visible
and near-infrared wavelengths for noble metals, the quasi-static expression in
Eqn (8.26) or the more accurate, Mie-theory-based expression of the particle polar-
izability in Eqn (8.31) must be used.

8.7 Nonlocal response of metallic nanostructures

Modeling a metal as a Drude-like, free-electron gas as in Eqn (8.4) or the
improved model that takes into account interband transitions [Eqn (8.6)] provides
a satisfactory description of the metal response, even for subwavelength structures.
However, when metallic nanostructures reach the nanometer size or when the
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distances between metallic regions are smaller than a few nanometers, additional
effects must be included in the description of the free-electron gas. The simplicity
and the effectiveness of the Drude and DrudeeLorentz models reside in their local
nature. These models predict that the response of the metal at a certain location in
space is proportional to the field evaluated at that specific location. In other words,
if one considers the equation of motion for free electrons and neglects the force
associated with the magnetic field �ev � B, i.e., m _vþ mgv ¼ �eE, the induced
current density at position r is simply proportional to the applied field. For a time-
harmonic excitation, the expression of the current density associated with the
motion of free electrons is

Jfðr;uÞ ¼ sðuÞEðr;uÞ ¼ ε0u
2
p

�iuþ g
Eðr;uÞ: (8.38)

In this description, screening charges are confined at the metal surface, and they
are not allowed to penetrate into the metal bulk region. Such approximation is gener-
ally acceptable because the field penetration depth in the metal, of the order of a
few tens of nanometers at visible wavelengths, is much larger than the electronic
screening length. The latter quantity is strictly zero only in the local approximation
[Eqn (8.38)], in which the metal response is independent from field derivatives. A
direct consequence of the local approximation and the zero screening length is the un-
limited amount of electromagnetic confinements at the corners of metallic objects
(lightning-rod effect) or in the gap of metaleinsulatoremetal structures. A more accu-
rate representation of the optical response of metals is provided by the hydrodynamic
model of the free-electron gas. This model corrects the constitutive relation for metals
by adding a dependence on the spatial derivative of the field and introduces a screening
length larger than zero. The overall effect is to impose more realistic limitations to the
field enhancement near metallic surfaces. We start with the equation of motion for a
hydrodynamic gas:

m _vþ mgv ¼ �eðEþ v� BÞ � Vp=n; (8.39)

where m, e, and v are the electron mass, charge, and velocity, defined as in the
ideal free-electron gas model of Eqn (8.1). In the hydrodynamic model we have
an additional force, �Vp/n, due to the spatial differences of gas pressure p that
drives the conduction electrons from higher density regions to lower density re-
gions. The quantum pressure can be linked to the electron density via a polytropic
relation:

p ¼ p0ðn=n0ÞG (8.40)

where the p0 f n0EF is the Fermi pressure, i.e., the pressure of the quantum electron
gas at zero temperature, n0 is the equilibrium free-electron density, and EF is the Fermi
energy. For a three-dimensional gas the polytropic exponent G assumes the value 5/3.
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Multiplying Eqn (8.39) by a factor �en/m and expanding the full derivative of the
velocity as _v ¼ vv

vt þ ðv$VÞv leads to the expression

� en
vv

vt
� enðv$VÞv� engv ¼ ne2

m
ðEþ v� BÞ þ eVp=m; (8.41)

We now expand the fields and the time-varying quantities as the sum of static terms
plus small perturbations oscillating at the excitation frequency (i.e., the frequency of
the driving electromagnetic field) and its harmonics, i.e., q ¼ q0 þ que

�iut þ
q2ue

�i2ut, where q ¼ n, E, B, v. Such perturbative approach is justified when the input
electromagnetic field induces very small perturbations of electron densities with
respect to the equilibrium, which corresponds to the condition n2u � nu � n0. It is
now possible to linearize Eqn (8.41), considering only the terms oscillating at the
driving frequency u, and writing the time derivative as eiu in order to obtain a
time-harmonic, nonlocal, constitutive relation between the induced current density
and the electromagnetic field. The gas pressure term reduces to e

mVp ¼ 5
3

ep0
mn0

Vn by
using the relation in Eqn (8.40) between the pressure and the electron density. Consid-
ering the identity Ju ¼ �en0vu, one obtains the frequency-domain relation

u2Ju þ iugJu ¼ iu
n0e2

m
Eu � 5

3
p0
mn0

VðV$JuÞ; (8.42)

where the continuity equation, vn/vt ¼ (V$J)/e, has been used to explicit the gas
pressure in terms of the spatial derivative of the induced current density. Since

p0f n0EF ¼ n0
�
1
2mv

2
F

�
; Eqn (8.42) can be recast as

b2VðV$JuÞ þ u2Ju þ iugJu ¼ iuε0u
2
pEu; (8.43)

where b is proportional to the Fermi velocity vF, and the expression of the free-electron
plasma frequency is reintroduced. If one neglects the pressure term, i.e., if b ¼ 0, the
above expression corresponds to the classical local response of the Drude model, as in
Eqn (8.38). For noble metals vF w 10�2c and b is on the same order of magnitude of
vF. It is now clear that the pressure term introduces second-order spatial derivatives,
hence adding to the metal optical response a nonlocal, or spatially dispersive,
contribution. It is worth noticing that the inclusion of electroneelectron interaction
effects through the nonlocal term b2V(V$Ju) requires the introduction of an additional
boundary condition, involving the current density Ju, in order to solve Maxwell’s
equation at metaledielectric interfaces. This requirement is absent in the local
description, since the current density is simply proportional to the electric field.
Although it is not the only possibility, a common choice is to consider the interface as a
hard boundary where the electron density goes abruptly from n0 on the metal side to
0 on the dielectric or free-space side. In this case, the proper boundary condition for the
current density is Ju$bn ¼ 0, where bn is the unit vector perpendicular to the metallic
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interface. Equation (8.43) plus the usual Helmholtz equation and the boundary
conditions can be solved numerically by using frequency domain solvers such as
finite-element or finite-difference schemes. More sophisticated techniques to take the
hydrodynamic gas pressure into account are based on different definitions of the
metaledielectric interface. A possible choice is a soft boundary with a smooth tran-
sition of the electron density as well as the plasma frequency from the metal side to the
dielectric side of the interface. Regardless of the boundary definition, the main effect of
the nonlocal term is a smearing of the charges at the metal surface on distances on the
order of b/up, i.e., few angstroms. In other words, in the local description the free-
electron gas is assumed to be infinitely incompressible; therefore, surface charges
form a Dirac delta distribution centered at the metal surface, and the normal electric
field undergoes a step-like discontinuity. The introduction of the nonlocal gas pressure
term allows the charges to distribute in a finite thickness of a few angstroms under the
metal surface. Macroscopic effects due to nonlocal corrections are significant only for
nanometer- and subnanometer-sized metallic nanoparticles or for nanometer and
subnanometer gaps between metallic objects. Plasmonic resonances are blue-shifted
when the nonlocality is included in the solution of Maxwell’s equations. The reason
can be intuitively understood by transforming the constitutive relation [Eqn (8.43)]
into the k-space domain, i.e., using the transformation V / ik. The resulting nonlocal
permittivity is

εnlðk;uÞ ¼ 1� u2
p

u2 þ iug� jkj2b2 (8.44)

where the term jkj2b2 introduces a small perturbation of the permittivity that pushes
plasmonic resonances at slightly higher frequencies. The k-space representation in Eqn
(8.44) may be exploited to describe the permittivity for longitudinal waves in simple
geometries with translational invariance, e.g., planar metallic slabs or metallo-
dielectric stacks. For transverse waves the classic, local (b ¼ 0) Drude model is
valid. Other nonlocal effects in nanoplasmonic structures are related to the presence of
additional resonances above the plasma frequency, which can be ascribed to the
excitation of longitudinal waves. The other important impact of nonlocalities is on
metallic sharp corners and tips, where the typical field divergence predicted by the
local theory is removed by the nonlocal charge-screening effect. For the same reason,
the nonlocality imposes a limitation to the field enhancement allowed in gaps between
metallic walls when the gap size is reduced below the nanometer scale.

Problems

1. Calculate the phase velocity of a surface plasmon propagating on a flat silvereair interface at
l ¼ 532 nm, and compare it to the phase velocity of light in air. Assume the real part of the
dielectric constant of silver is ε ¼ �9.30 þ i0.87 at l ¼ 532 nm. Determine the decay length
of the surface plasmon along the propagation direction.
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2. Consider the surface plasmon of Problem 1, and determine the angle of incidence of a
TM-polarized plane wave required to excite it in the Kretschmann configuration. Assume
the prism glass has a refractive index of 1.5. If the surface is patterned with a shallow pertur-
bation, what is the periodicity required to excite the surface plasmon at normal incidence with
the first diffraction order of the grating?

3. Calculate the decay lengths (i.e., the length at which the field amplitude reduces by a factor 1/e)
of a goldeair surface plasmon polariton at 1064 nm in the direction perpendicular to the prop-
agation direction. For gold, assume a complex dielectric constant of �43.8 þ i4.2 at 1064 nm.
Repeat the same calculation at 532 nm, assuming a dielectric constant of�4.3 þ i2.3 for gold.

4. Determine the resonance wavelength shift per refractive index unit change for silver nano-
particles in water (n ¼ 1.33). Use the electrostatic approximation and assume, for silver, a
Drude permittivity with plasma frequency of 2.18 PHz and damping frequency of 4.35 THz.

5. Write aMatlab orMathematica script to plot the polarizability tensor components as functions of
frequency (or wavelength) for a silver nanodisk with diameter 100 nm and height 25 nm. As-
sume the surroundingmedium is glass (n ¼ 1.5), and approximate the nanoparticle as a spheroid
with Drude permittivity (plasma frequency 2.18 PHz and damping frequency 4.35 THz).

6. Write a Matlab or Mathematica script to plot the scattering, absorption, and extinction cross-
sections as functions of wavelength (ranging from 300 to 3000 nm) for a gold nanorod illu-
minated by a plane wave polarized along the long axis of the rod. The nanorod has circular
cross-section with radius 20 nm and height of 120 nm and is surrounded by air. Approximate
the nanorod as spheroids with Drude-like permittivity (plasma frequency 2.18 PHz and
damping frequency 6.46 THz). What is the maximum extinction wavelength? How does
this wavelength shift for larger or smaller rod heights?

7. Calculate the resonant wavelengths (i.e., maximum extinction cross-section wavelengths) of
a coreeshell spherical nanoparticle made of a silica core and a gold shell surrounded by air.
The silica core has a permittivity of 2.25 and a radius of 30 nm, whereas the gold shell has
Drude permittivity with plasma frequency 2.18 PHz, damping frequency 6.46 THz, and
thickness 10 nm (external radius 40 nm). How are these resonant wavelengths influenced
by changes of the shell’s thickness? Create a three-dimensional plot (or a color map) of
the extinction cross-section as a function of the wavelength and the shell’s thickness.
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Metamaterials 9
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9.1 Introduction

We know from basic physics and chemistry that all materials consist of atoms and mol-
ecules. The atoms and their relative compositions determine many physical properties
of matter, including its optical properties. For example, in metals, valence electrons are
weakly bound to the nuclei; as a result, they can freely move inside of the material,
which enables conduction. Another example is the property of birefringence in crys-
tals, which originates from anisotropy in the binding forces between the atoms, form-
ing a crystal.

For thousands of years, people studied various materials to use them in a wide range
of applications, spanning from architecture, transportation, and medicine to elec-
tronics, optics, and space exploration. Eventually, we have reached a stage when natu-
rally available materials can no longer meet the demands of fast-developing
fundamental science and applications. For instance, the best resolution of a conven-
tional optical microscope, which once revolutionized the entire field of natural sciences
by allowing the visualization of microscale objects, is on the order of 100 nm
because of the fundamental diffraction limit. Therefore, to image nanoscale struc-
tures, one has to use electron-based microscopy that enables orders of magnitude
higher resolution, but can only be used for conducting materials. The crucial ques-
tion that scientists today are asking is whether it is possible to overcome the limi-
tations imposed by the natural materials and components used in optical
microscopy and develop an all-optical technique for nanoscale imaging. Although
several near-field techniques have been developed for the point-by-point nanoscale
imaging of planar structures, far-field, large-scale, high-resolution imaging
remained a challenge until now. The emergence of metamaterials is likely to pro-
vide a viable solution to this long-standing problem.

Metamaterials are rationally designed artificial materials that gain their properties
from their structures and carefully engineered unit cells (meta-atoms) rather than
from the properties of their constitutive materials. In Greek language, meta means
“beyond.” It should be noted that the optical properties of another class of engineered
materialsdphotonic crystalsdare also somewhat defined by their structures. However,
there is a fundamental difference between these two classes of engineered materials: the
length scales of their unit cells. Although the period and the unit cell size of photonic
crystals are comparable to the wavelength of light, the size of the meta-atom is much
smaller than the wavelength of light. Thus, metamaterials can be considered as
effective media, whereas photonic crystals cannot be.
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In the following sections, we will show several examples of metamaterials enabling
very unusual electromagnetic (EM) properties and functionalities, such as negative,
near-zero, and indefinite permittivity or permeability indices; backward waves and
backward phase matching in nonlinear optics; imaging below the diffraction limit;
perfect absorption; and cloaking.

9.2 Types of metamaterials

The prediction of a possibility of negative refractive index and flat lenses based on
negative index materials (NIMs) stimulated the development of the entire field of
metamaterials. NIMs were first studied in detail by Russian physicist Victor Veselago
in 1968 [1]. An important property of the wave propagation in NIMs is that wave and
Poynting vectors (or phase and energy velocities) are antiparallel. Today, this property
is often considered to be the most general definition of NIM. Using Maxwell’s equa-
tions for the medium with negative dielectric permittivity and magnetic permeability
(and, as a result, negative refractive index), Veselago predicted that the right-handed
triplet of vectors E (electric field), H (magnetic field), and k (wave vector) in conven-
tional, positive index material (PIM) changes to the left-handed triplet in NIM, leading
to the negative refraction of a light beam [1]. In other words, when an EM wave prop-
agates from PIMs to NIMs, negative refraction occurs at the interface, such that both
incident and refracted waves are on the same side of the normal to the interface. To
date, negative refraction was predicted and realized in three different physical systems:
double-negative or “left-handed”metamaterials (with negative permittivity and perme-
ability) [2e9], so-called hyperbolic metamaterials with anisotropic permittivity or
permeability [10e13], and near the bandgap edge in photonic crystals [14e16].

9.2.1 Double-negative metamaterials

Following the original Veselago’s work [1], we consider EM wave propagation in
NIMs using the set of Maxwell equations. We assume a plane wave with the frequency
u is incident from air with refractive index n1 ¼ 1 onto the double-negative NIM with
refractive index n2 < 0. The electric field E and magnetic field H can be described by
E ¼ E0 exp½iðkr � utÞ� and H ¼ H0 exp½iðkr � utÞ�, respectively, where k is the
wave vector. Substituting E and H fields into Maxwell’s equations and taking into
account the constitutive relations

V� E ¼ i
um

c
H; (9.1a)

V�H ¼ �i
uε

c
E; (9.1b)

D ¼ εE; (9.1c)

B ¼ mH; (9.1d)
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we obtain

k � E ¼ um

c
H; (9.2a)

k �H ¼ �uε

c
E; (9.2b)

where ε and m are relative dielectric permittivity and magnetic permeability, respec-
tively. From Eqns (9.2a) and (9.2b), one can see that E, H, and k form a left-handed
triplet when both ε and m are negative, which explains why the NIMs sometimes are
referred to as “left-handed materials.”

Because the Poynting vector is determined by S ¼ E � H*, the wave vector of the
beam is unparallel to the direction of the Poynting vector in NIMs, which means that
the directions of the phase velocity and the energy velocity are opposite to each other.
The refractive index is the square root of the εm and, in this case, we take the negative
value of the square root n ¼ � ffiffiffiffiffi

εm
p

. According to Snell’s law, the refraction angle is
also negative: sinqr ¼ sinqi/n, which means that the incident beam and the refracted
beam are on the same side of the normal.

Let us briefly discuss why one has to choose the negative value of the square root in
n ¼ � ffiffiffiffiffi

εm
p

when ε < 0 and m < 0. Assuming that both ε and m are complex numbers,
that ε ¼ εr þ iεi, and that m ¼ mr þ imi, the refractive index can be written as
n ¼ nr þ ik. Then, the relation between them should be:

n2 ¼ ðnr þ ikÞ2 ¼ ðεr þ iεiÞðmr þ imiÞ
n2r � k2 þ 2inrk ¼ ðεrmr � εimiÞ þ iðεrmi þ εimrÞ

n2r � k2 ¼ εrmr � εimi

2nrk ¼ εrmi þ εimr

(9.3)

where εr < 0, εi > 0 and mr < 0, mi > 0. Therefore, (εrmi þ εimr) is negative. For
materials with no gain, the extinction value k should be positive. According to
2nrk ¼ εrmi þ εimr < 0, the value of n is negative under the condition of εr < 0, εi > 0,
and mr < 0, mi > 0.

The phenomenon of negative refraction can also be explained using equi-frequency
contours (EFCs). Let us consider a transverse magnetic (TM) plane wave with
frequency u and the wave vector k incident on an NIM with ε < 0 and m < 0, such
that the wave vector k is along the zx-plane and the H field is along the y-axis. Accord-
ing to Eqn (9.2b), the E field inside of the NIM is given by

E ¼ c

uε

�
kzH0buxx � kxH0buzz�exp�i�kxbuxxxþ kzbuzzz� ut

��
; (9.4)

H ¼ H0buyy exp�i�kxbuxxxþ kzbuzzz� ut

��
; (9.5)
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where buxx, buyy, and buzz are the unit vectors along the x-, y-, and z-axes, respectively.
Then, substituting Eqns (9.4) and (9.5) into Eqn (9.2a), we obtain

c

uε

�
k2zH0 þ k2xH0

�buyy exp�i�kxbuxxxþ kzbuzzz� ut

��
¼ um

c
H0buyy exp�i�kxbuxxxþ kzbuzzz� ut

��
(9.6)

Finally, the dispersion relation for the EFC can be written as

k2z
εm

þ k2x
εm

¼ u2

c2
(9.7)

The lateral component of the wave vector kz can be determined from Snell’s law
as kz ¼ ki sinqi ¼ kr sinqr. Now, let us compare wave propagation in a PIM
(n2 ¼ ffiffiffiffiffi

εm
p

) and an NIM (n2 ¼ � ffiffiffiffiffi
εm

p
).

The wave vector kþx in the PIM is given by

kþx ¼ jn2j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
u2

c2
� k2z
εm

!vuut : (9.8)

The wave vector k�x in the NIM is given by

k�x ¼ �jn2j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
u2

c2
� k2z
εm

!vuut ¼ � kþx : (9.9)

The refraction angle of the wave vector qr ¼ atan(kx/kz) in the NIM is negative
(qr

� ¼ �qr
þ) with respect to the PIM, as shown in Figure 9.1(a). In addition, the

wave vector corresponding to the refracted wave k�r ð�kþx ; kzÞ in the NIM bends to
the opposite side of the normal to the interface, as compared with that in the PIM.

The beam’s refraction direction is determined by its Poynting vector.
From Eqns (9.8) and (9.9), we conclude that, in the PIM (n2, ε > 0), the Poynting

vector’s direction is the same with the wave vector’s direction, whereas in the NIM
(n2, ε < 0), the Poynting vector’s direction is antiparallel to the direction of the
wave vector, as shown in Figure 9.1(b). Therefore, if the energy velocity is pointing
forward, then the phase velocity is pointing backward. Once again, this property is
often taken as the most general definition of NIM.

As discussed above, one of the ways to realize NIM is to find or design a material
with simultaneously negative permittivity and permeability. Although there is no
fundamental physics law that would rule out such a combination of material parame-
ters, materials with simultaneously negative ε and m have not yet been found in nature.
The magnetic susceptibility of the most natural materials is very small in comparison
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with the dielectric susceptibility, which limits the interaction of atoms to the electric
component of the EM wave and leaves the magnetic component largely unexploited.
As a result, m is close to 1 for many naturally existing materials.

The reason for this difference in the strength of electric and magnetic field
coupling to atoms is that the magnetization of any (nonferromagnetic) material is a
relativistic effect of the order w v2/c2 w a2 � 1, where v is the velocity of the
electrons in the atoms and ay 1=137 is the fine-structure constant. The emergence
of metamaterials offered a unique solution to this problem: each unit cell (the
meta-atom) of a metamaterial can be engineered to facilitate electric and magnetic
field coupling to such an artificial atom. Moreover, the meta-atoms can be designed
to enable positive, negative, or near-zero ε and m at any desirable frequency. With
respect to NIMs, it should be noted that although materials with negative permittivity
are not rare (e.g., metals below their plasma frequency), negative permeability is not
commonly found in nature, especially at optical frequencies. Therefore, one of the
first challenges to be solved using the metamaterials approach is the design of a
meta-atom with negative permeability.

Let us start with a detailed discussion of how such a meta-atom can be realized.
Figure 9.2(a) shows a so-called split-ring resonator (SRR) that enables magnetic
response through the excitation of a circulating current, as follows [17].

The SRRs are places in the yz-plane; their dimensionsda (side length) and d (gap
size)dare optimized to provide a resonant response at a particular frequency. Along
the x direction, the distance between the neighboring SRR is l, and each column of
SRR along x can be treated as a tightly wound solenoid, as shown in Figure 9.3.
When an EM wave passes through the SRR array with its H field penetrating through
the SRR, a circulating current I is induced in the SRR. The ring acts as a coil with
certain inductance, and the split provides a certain capacitance. A single SRR can
be described by an effective RLC circuit, where the resistance originates from the metal
itself, as shown in Figure 9.2. The source in this circuit is the induced electromotive

n1
n2

θ i

θi

x

z

Sr

Sr

kr
–

kr
–

kr
+

kr
+

θr

θr

– θr
+

kx

kzki, Si

K

(a) (b)

Figure 9.1 (a) Negative refraction in an NIM (n2 < 0). The incident angle is qi and the refraction
angle is qr. (b) The schematic of the EFC: the black circle is the EFC of air and the blue dot circle
is the EFC of the NIM with negative refractive index. ki and Si are the wave vector and the
Poynting vector of the incident beam, respectively. kx

� and Sr are the wave vector and the
Poynting vector of the refracted beam, respectively. kx

þ is the wave vector of the refracted beam
if the medium was the PIM jn2j.
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force from the H field of the EM wave. Finally, a mutual inductance is added into this
effective circuit to describe the neighboring SRRs’ effects on an individual SRR.
Considering all of these effects, the SRR can be represented by a circuit, as shown
in Figure 9.2(b) [18].

First, let us use the tightly wound solenoid model to calculate the inductance of
SRR in the effective circuit. According to the BioteSavart law, the magnetic flux den-
sity that penetrates SRR is given by

B ¼
Z l

2

� l
2

m0I

2p
a2

r20

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi	
a
2


2 þ r20

q Ndrx (9.10)

where r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi	
a
2


2 þ r2x

r
¼ a

2 cosa; rx ¼ r0 sina. rx is the distance to the SRR along

the x axis. If there are N SRRs per unit length, then N should be 1/l. By taking
derivatives, we can obtain

drx ¼ a

2 cos2a
da (9.11)

Figure 9.2 (a) The incident EM wave polarization with respect to the orientation of the SRR to
excite the magnetic resonance. (b) The effective circuit of an SRR.

Figure 9.3 (a) SRR array top view: yz-plane. (b) One column (x direction) in the SRR array,
which can be analyzed by the tightly wound solenoid model. The left inset shows the schematic
of the B calculation.
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By putting Eqn (9.11) into Eqn (9.10), the integral can be rewritten as

B ¼
Za2

a1

m0I

pl

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4 þ 1

4 cos2a

q da (9.12)

If we neglect the edge effect,1 then the H field at the central axis of the SRR is con-
stant. Then we calculate the integral from a1 ¼ �p/2 to a2 ¼ p/2. By using variable
substitution

b ¼ p

2
� a: (9.13)

Equation (9.12) can be transformed into

B ¼ 2m0I
pl

Zp
0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

sin2b

q db; (9.14)

where f ðbÞ ¼
Z p

0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

sin2b

q db is the elliptic integral of the first kind, which is equal

to p/2. Therefore, the magnetic flux density in one SRR can be written as

B ¼ m0I

l
: (9.15)

The magnetic flux passing through the SRR is

F ¼ a2m0I=ðlÞ: (9.16)

From Eqn (9.16), we can obtain the inductance L as

L ¼ a2m0
l

: (9.17)

All other neighboring SRRs will also have an effect on the target SRR, which can
be described by mutual inductance M. If the total number of SRRs in the array at the
yz-plane is n, then the magnetic flux induced by all of the neighboring SRRs will be

1 The edge effect of the solenoid refers to the diverging magnetic field at the two ends of the solenoid. Here,
we assume that the magnetic field is uniform, even near the ends, by neglecting the edge effect.
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Fd ¼ (n e 1)LI. Then, the magnetic flux through the target SRR is given by
FL ¼ ða2=nc2ÞFd. Therefore, the mutual inductance M can be written as

M ¼ FL

I
¼ lim

n/N

	
a2
�
nc2


Fd

I
¼ lim

n/N

a2ðn� 1ÞL
nc2

¼ a2

c2
L ¼ AmL; (9.18)

where Am is the filling ratio of SRR in one unit. Applying Kirchhoff’s law to the
equivalent circuit in Figure 9.2(b), we obtain

U ¼ IR� I

iuCs
� iuLI � ð�iuMÞI: (9.19)

Using Faraday’s law, we can write U as

U ¼ ium0a
2H0: (9.20)

Then, the current in the SRR is given by

I ¼ ium0a
2H0

R� 1
iuCs

� iuL� ð�iuMÞ ¼ �H0l

1� Am � 1
u2LCs

þ i R
uL

: (9.21)

The dipole moment of each SRR is

Md ¼ 1
c2l

a2I ¼ Ba2

m0c2
: (9.22)

According to B ¼ H0m0, the effective permeability of the SRR can be written as

meff ¼ B
�
m0

B
�
m0 �Md

¼ 1� Am

1� 1
u2LCs

þ i R
uL

; (9.23)

where the resonance frequency u0 and plasma frequency ump are

um0 ¼ 1ffiffiffiffiffiffiffiffi
LCs

p ; ump ¼ um0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Am

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LCsð1� AmÞ

p ; (9.24)

respectively.
Equation (9.23) can be simplified as

meff ¼ 1� Amu
2

u2 � u2
m0 þ iugm

; (9.25)

which shows a Lorentz dispersion relation. In the resonance region, u0 w ump, mxx is
negative. Such engineered effective amagnetic permeability can be used in realizing
the NIM.
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We considered a square SRR as an example of how an “artificial magnetic
meta-atom” enables magnetic resonance in a certain frequency range. Although
the square-shaped SRR is just a particular example of many other SRRs’ shapes
reported in the literature [19e21], the basic idea enabling the magnetic resonance
in all of those geometries is the same. By using the SRR structure, negative perme-
ability was successfully realized in microwave and terahertz (THz) frequency
ranges [2,17,22].

The negative permittivity can be achieved by thin metal wires, by which the effec-
tive mass of the electrons was greatly enhanced. This resulted in a much lower plasma
frequency, so that the structure had a desired dielectric permittivity at microwave
frequencies [23].

εeff ¼ 1� u2
p

u
�
uþ iε0a2u2

p

.
pr2s

� (9.26)

By combining the SRR and the thin metal wires, the first NIM was realized in 2000
at the University of CaliforniaeSan Diego [2]. Negative refraction was demonstrated
using the refraction angle scanning experiment shown in Figure 9.4 [9].

Next, we describe a so-called retrieval method based on the S parameters (Fresnel
coefficients) that gives a reliable, direct way to describe the dispersion relations of the
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Figure 9.4 (a) The first NIM in the world. (b) The measurement setup of the negative refraction
in the NIM in the microwave range and (c) the measurement results [9].
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permittivity, permeability, and the refractive index [24e27]. According to this method,
a metamaterial with its unit cell size much smaller than the working wavelength is
considered to be an effective medium layer. Figure 9.5(a) shows a 2.5-mm cubic
unit cell of the SRR and metal wire, which is the standard design of the NIM.
Figure 9.5(b) and (c) shows the results of numerical simulation for the S parameters,
as defined in Eqn (9.27). Considering that the sample is the metamaterial consisting of
a single layer of the unit cell, S parameters including both magnitudes and phases can
be written as

S11 ¼ R01
	
1� ei2nk0d



1� R2

01e
i2nk0d

;

S21 ¼
	
1� R2

01



ei2nk0d

1� R2
01e

i2nk0d
;

(9.27)

Figure 9.5 (a) The unit cell of the NIM consisting of an SRR and a metal wire. (b) Magnitudes
of the S parameters. (c) Phases of the S parameters. (deg) The computational results from the
retrieval method: (d) effective refractive index of the metamaterial, (e) impedance of the
metamaterial, (f) effective permittivity, and (g) effective permeability. The refractive index is
negative at the frequency range where the negative permittivity range and the negative
permeability range overlap [26].
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where R01 ¼ z� 1
zþ 1. Then, the refractive index, impedance, permittivity, and perme-

ability can be calculated by

z ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ S11Þ2 � S221
ð1� S11Þ2 � S221

s

eink0d ¼ X � i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� X2

p ; (9.28)

where X ¼ 1=2S21ð1� S211 þ S221Þ. Figure 9.5(deg) shows the results of the retrieval
procedure. The designed plasma frequency is approximately 11.8 GHz. Below this
frequency, the permittivity is negative, whereas the permeability exhibits a Lorentz
resonance at approximately 10 GHz, so that the permeability is also negative.
Therefore, the negative refractive index occurs in the frequency range of approxi-
mately 10 GHz, as shown in Figure 9.5(d).

In addition to the previously described SRR-metal wire-based NIM structure, other
types of NIMs have also been demonstrated in the microwave frequency range. How-
ever, it was shown challenging to extend these ideas to the visible and near-infrared
frequency range not only because of the difficulties of nanofabrication, but also
because the properties of metals change significantly at high frequencies [28]. There-
fore, alternative designs had to be proposed for metamaterials operating in the visible
and infrared frequency ranges.

One of the first designs of NIMs at optical frequencies was based on the pairs of
metal nanowires or metal plates [29e31]. Figure 9.6(a) illustrates the relation between
normal SRRs and cut-wire pairs. As discussed above, the SRR can be viewed as an LC
(or RLC) circuit, in which the inductance L originates from the ring and the capacitance
C is provided by the split. Therefore, its resonance occurs near the resonant frequency
of such LC circuit given by uLC ¼ 1=

ffiffiffiffiffiffi
LC

p
. To further increase the resonance fre-

quency, SRR is transformed into the U shape by opening the split, which may decrease
capacitance C. Moreover, a second serial capacitance can be added to the circuit by

(a)

(b)

E

k

B

B E

+

I
d

t

=

 < 0  < 0ε n < 0

k

μ

Figure 9.6 (a) Schematic of the transition from SRRs (left) to cut-wire pairs (right) as “magnetic
atoms” for optical metamaterials [29]. (b) A combination of magnetic and electric meta-atoms
results in a “fishnet” NIM structure operating at optical frequencies [7].
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breaking the bottom arm of the resultant U shape, which further reduces the net
capacitance of the circuit. Further broadening the bottom split may also decrease the
capacitance; finally, the SRR degenerate into a pair of cut wires. The magnetic
resonance then originates from the antiparallel current in the wire pair with an opposite
sign charge accumulating at the corresponding ends of the wires. This resonance
provides m < 0. In addition, an electric resonance with ε < 0 results in excitation of
a parallel current oscillation in the metal wires.

However, it was realized that achieving the overlap of the regions where ε and m are
both negative with only nanowire pairs was very challenging. Therefore, other struc-
tures were proposed and developed soon after the first experimental demonstration of
the NIM.

One successful design is the so-called “double-fishnet” structure, which consists of
a pair of metal fishnets separated by a dielectric spacer (Figure 9.7) [4,32,33]. To date,
the fishnet structure has been realized as a negative refractive index material in both
thin film (metal-dielectric-metal) and semibulk configurations [33]. Figure 9.8 shows
the history of the NIM from microwave to optical range [34].
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(b)

Figure 9.7 NIMs in optical frequency range: fishnet structure (a) Fishnet NIM working in
780 nm [4], (b) Fishnet NIM working in 570 nm [32] and (c) Fishnet prism working in infrared
(around 1600 nm) [33].
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Figure 9.8 Development of the NIM [34].
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In summary, NIMs were the first class of metamaterials studied in detail. Because
the realization of negative index of refraction requires simultaneous negative permit-
tivity and permeability, which cannot be found in nature, NIMs can only be built using
so-called meta-atoms, or artificial structures that allow for overcoming the limitations
imposed on lightematter interactions by natural atoms and molecules. The demonstra-
tion of NIMs not only gave rise to a new research direction in electromagnetics and
materials science, but it also opened a possibility of realization of several unique
applications.

9.2.2 Hyperbolic metamaterials

Hyperbolic materials, also called indefinite materials, are a kind of strongly anisotropic
material. The term indefinite material refers to a medium whose the permittivity and
permeability tensor elements (along principal axes) are of opposite signs, resulting
in a strong anisotropy. As a result of such strong anisotropy, the EFC is hyperbolic
[10], which can also give rise to an omnidirectional negative refraction for a certain
polarization of the EM wave [11,13,35].

In the NIM, permittivity and permeability are simultaneously negative, which en-
ables a negative refractive index. In this way, the k, E, and H vectors of the EM
wave are defined by the left-hand rule. Both the refractive vector kr, Sr and the incident
vector ki, Si are in the same side of the normal to the surface. The wave vector kr is
along Sr, but with an opposite direction. If we only consider the energy negative refrac-
tion, which means only the refractive Poynting vector Sr is negatively refracted and is
in the same side with the incident vector ki, Si whereas the refractive wave vector kr
shows a positive refraction, then the strict rule of the simultaneously negative permit-
tivity and permeability is no longer needed. Anisotropic permittivity or permeability
can enable the negative refraction.

As shown in Figure 9.9(a), when an EM wave transmits into an anisotropic
medium, the electric-field vector E of the refractive light is usually not parallel to

Si, ki Si, ki

kr

kr

Sr

Sr

(a) (b)

Figure 9.9 (a) Negative ray refraction in an anisotropic material. The refraction wave vector kr
is not parallel to the refraction Poynting vector Sr, and the k, E, and H vectors of the EM wave
are defined by the right-hand rule. (b) Negative wave refraction: the wave vector kr is along Sr,
yet with a conversed direction. The k, E, and H vectors of the EM wave are defined by the
left-hand rule [36].
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the electric-displacement vector D. As a result, the Poynting vector, Sr, pointing in the
direction of the energy flow, and the wave vector, kr, directed along the wavefront
normal, are not parallel except for the case of normal incidence. However, the phases
of the waves in both media move with the same phase velocity along the interface so
that the field is continuous over the interface. This requires the components of the wave
vectors parallel to the interface to be equal in both media. Consequently, it is possible
for the refracted beam to experience positive refraction with respect to kr and negative
refraction with respect to Sr. Therefore, the negative refraction in anisotropic materials
is the negative (group) refraction of Sr, the direction of which is different from that of
kr. The wavefront propagating away from the interface and the vectors k, E, and H of
the EM wave are determined by the right-hand rule.

In Section 9.2.1, we used EFC to demonstrate the negative refraction in the NIM
with the isotropic negative refractive index. Similarly, we can also use EFC to analyze
the refraction behavior in anisotropic media, which have anisotropic permittivity but
isotropic permeability or anisotropic permeability and isotropic permittivity. The
anisotropic items are generally described by tensors:

~ε ¼

0BB@
εxx 0 0

0 εyy 0

0 0 εzz

1CCA; (9.29)

~m ¼ m0

0BB@
mxx 0 0

0 myy 0

0 0 mzz

1CCA; (9.30)

where the εxx, εyy, εzz or mxx, myy, mzz are not equal to each other.
Let us first consider a nonmagnetic uniaxial crystal with its optics axis along the

z-axis: εxx ¼ εyy s εzz. A TM wave with frequency u and the wave vector k is inci-
dent on the crystal. The general format of the E and H fields of the TM wave can be
written as

E ¼ E0 exp½iðkr � utÞ� (9.31)

H ¼ H0 exp½iðkr � utÞ�: (9.32)

In the principal axis, suppose that the wave vector k lies in the zx-plane and the H is
along the y-axis. According to Maxwell’s equations, the TM wave in the crystal can be
explicitly written as

E ¼ c

uε

�
kzH0

εxx
buxx � kxH0

εzz
buzz�exp�i�kxbuxxxþ kzbuzzz� ut

��
; (9.33)
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H ¼ H0buyy exp�i�kxbuxxxþ kzbuzzz� ut

��
; (9.34)

where buxx, buyy, and buzz are the unit vectors along the x-, y-, and z-axes, respectively.
Then, we can write down the Sr as

Sr ¼ 1
2
E�H� ¼ 1

2
c

u

�
kxH2

0

εzz
buxx þ kzH2

0

εxx
buzz�: (9.35)

Thus, the EFC equation can also be derived as

k2x
εzz

þ k2z
εxx

¼ u2

c2
; (9.36)

which is a quadratic function. As shown by Eqns (9.35) and (9.36), Sr is parallel to the
normal of the EFC.

A crystal with εxx > 0, εzz > 0, and εxx s εzz has an EFC (Eqn (9.36)) that is ellip-
tical (Figure 9.10(a)). For a required angle between the normal to the crystal surface
and the optics axis, negative refraction can occur for certain incident angles. Accord-
ingly, negative refraction can be observed in a birefringence crystal with a large
difference between no (ordinary refraction index) and ne (extraordinary refraction
index) [37e39].

Materials with strong anisotropy have a hyperbolic EFC, induced by indefinite
permittivity (εxx < 0, εzz > 0). Figure 9.10(b) shows the negative refraction resulting

kz

kx

K

Si,ki

kr

Sr

kz

kx

K

Si,ki

kr

Sr

(a) (b)

Figure 9.10 The scheme of negative refraction in anisotropic media. A light is incident onto the
interface from the free space (black circle) and the uniaxial media (blue circle). The wave vector
in both media is continuous along the interface (kiz ¼ krz ¼ K). The Poynting vector (Sr) is
along the direction of the normal on the EFC. (a) The elliptical EFC of a birefringence crystal,
resulting in a positive kr refraction and negative Sr refraction for certain incident angles, under
the condition of a proper angle between the optics axis and the surface. (b) The hyperbolic EFC
of an indefinite medium, resulting in an all-angle negative refraction to Sr [36].

Metamaterials 267



from the hyperbolic EFC. The normal to the hyperbolic EFC (Sr) and the incident ray
(Si) are on the same side of the normal to the medium surface for all incident angles.
This is called the all-angle negative refraction.

Indefinite media are often discussed in a context of metamaterials, which achieve
novel properties that are not attainable in nature using the designed artificial structures.
Well-studied structures for indefinite metamaterials include binary composites (metal/
dielectric or two semiconductors), such as those with a multilayered structure [13,40],
a cylindrical multilayered structure [41,42], and a metallic wires array [11,35,43e45].
In these structures, the negative element of the permittivity tensor is obtained along the
conductive layers or the wires, whereas the other permittivity tensor elements are al-
ways positive along the other perpendicular directions. In addition, artificially made
metamaterials, such as a fishnet structure, have also been shown to enable indefinite
permittivity and permeability [46] (Figure 9.11).

In 2007, Hoffman et al. [13] designed and fabricated an 8.1-mm-thick multilay-
ered structure composed of interleaved Al0.48In0.52As/In0.53Ga0.47As on an InP
substrate. This multilayered structure enables strong anisotropic permittivity
(εk s εt): InGaAs at the free-carrier density (nd) of 7.5 � 1018 cm�3 results in a
plasma resonance that gives a negative εt in the infrared range. Meanwhile, the
εk at the corresponding frequency is positive (Figure 9.12). Consequently, Hoffman
et al. observed infrared negative refraction behavior in the plasma resonance regime
(8.8e11.8 mm).

Figure 9.11 Examples of various hyperbolic metamaterials: (a) metal/dielectric multilayered
structures, (b) cylindrical metal/dielectric multilayered structures, (c) metal wires array in a
dielectric matrix, and (d) fishnet structure [51].
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Figure 9.12 (a) Dielectric function, εk and εt, of a multilayered semiconductor structure with
nd ¼ 7.5 � 1018 cm�3. In the waveband of l < l0, εk > 0, and εt > 0, positive refraction may
occur, whereas in the waveband of l > l0, εk > 0, and εt < 0, negative refraction occurs. The
left top inset shows the relative orientation of the dielectric function (εk and εt), the polarization
of the incident EM wave, and the layered structure. The left bottom inset shows the full
numerical calculations of the negative refraction at the airemetamaterial interface.
(b) Experimental demonstration of negative refraction. The sample was placed with its InP
substrate pointing upward. Behind the sample is a blade. TM polarized light was incident onto
the InP substrate with an incident angle of 50�. More light is measured for l < l0 because the
transmitted beam shifts away from the blade. In contrast, for l > l0, less light is transmitted
because the beam shifts behind the blade [13].
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Zhang’s group [11,35] fabricated a metamaterial of silver nanowire arrays in an
anodic aluminum oxide (AAO) matrix. The metamaterial with a wire diameter of
60 nm and a center-to-center distance of 110 nm exhibited an anisotropic permittivity.
εk, parallel to the silver nanowire, is described by the Drude model with a plasma fre-
quency (up) of 1.5 � 1016 rad/s, and εt, perpendicular to the nanowire, exhibits a
resonant behavior (due to localized surface plasmon polaritions) accompanied by a
strong dispersion and a very large imaginary part [35]. Using the effective medium
approximation model, the metamaterial of the AAO matrix filled with silver nanowires
(filling ratio ¼ 0.27) can be described by an indefinite dielectric tensor in the band
above 500 nm. In experimental research, Zhang et al. fabricated two samples with
thicknesses of 4.5 and 11 mm. A beam shifting experiment was used to demonstrate
the negative refraction in the two samples by probing light at the wavelengths of
660 and 780 nm, respectively. Because the probe light with the wavelength (660
and 780 nm) is far away from the resonance wavelength of εt (424 nm), the system
has intrinsically low loss (Figure 9.13).

According to the symmetry of Maxwell’s equations, anisotropic permeability can
also produce a negative refraction by forming a hyperbolic EFC, which is a similar
case as shown in Eqn (9.36). In most of the cases, materials with optical materials
possess no magnetic response, so that m ¼ 1. Therefore, one has to use metamaterial
to generate a magnetic response to the H field in one orientation, whereas there is
no response in other orientations. The SRR, which was first proposed by Pendry, is
the most common design to achieve anisotropic permeability [17]. As discussed in
Section 9.2.1, a resonant magnetic response can be produced when the H field of an
EM wave penetrates the SRR loop. The permeability along the x direction can be
approximated by the modified Lorentzian-oscillator function [47,48]:

mxx ¼ 1� Amu
2

u2 � u2
m0 þ iugm

; (9.37)

Al2O3/Ag metamaterial
d

θ

Figure 9.13 A visible beam experiencing a negative refraction when transmitted from air to a
metamaterial composed of silver nanowire arrays. The right inset shows the scanning electron
microscopy photograph of the front and facet views of the AAO matrix filled with silver
nanowires [11].
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where Am is the oscillator amplitude, um0 is the resonance center frequency, and gm is
the damping constant. When the H field of an EM wave is parallel to the loop of the
SRR, no magnetic resonance is induced and thus, myy ¼ mzz ¼ 1. At the frequency
range from plasma frequency (up) to um0, the mxx < 0 and myy ¼ mzz ¼ 1. Therefore,
the permeability of the SRR has an indefinite form:

m ¼ m0

0BB@
mxx 0 0

0 1 0

0 0 1

1CCA: (9.38)

According to Maxwell’s equations, EFC can be written as

k2x
mzz

þ k2z
mxx

¼ u2

c2
ε: (9.39)

Consequently, the magnetic metamaterial composed by SRR arrays exhibits strong
anisotropic permeability in the resonant band, where the EFC is hyperbolic. This
results in an all-angle negative refraction for the EM wave with a certain polarization
[49,50] (Figure 9.14).

On the basis of this theory, negative refraction and slab focus behavior were
observed in SRR array structures in the microwave range.

Some naturally occurring materials [51], such as graphite or graphite-like material
(MgB2) [52,53] and crystal with perovskite-layer crystal structure (cuprate and
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Figure 9.14 (a) An SRR array metamaterial with indefinite permeability to the EMwave withH
field polarized in the xz-plane. (b) The EFC of the SRR array [49].
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ruthenate) [54e56], as shown in Figure 9.15, possess very similar structure to that of
the layered indefinite metamaterials; therefore, they possess the indefinite property
resulting from this multilayered structure. As mentioned before, natural crystals
with birefringence may show negative refraction in a limited condition because their
anisotropy is not strong enough. In contrast to the birefringent crystals, these indefinite
crystals always have two-dimensional conductivity mechanisms, which make them act
as conductors or superconductors in macroscale. In the single crystalline state, the
dielectric property in the direction along the conductive layer is entirely different
from those in the direction perpendicular to the layer, which results in an indefinite
dielectric tensor in the crystal.

Reference [51] provides a comprehensive review on the indefinite dielectric prop-
erties of materials existing in nature. The indefinite properties of these crystals can be
demonstrated by characterizing their anisotropic dielectric spectra in different orienta-
tions, which can be done by the standard optical characterization methods, such as
ellipsometry and reflectance spectra measurements. The measurement results of these
materials listed in Figure 9.15 can also be found in the literature. A summary of the
results reveals that the indefinite properties from these natural materials can cover
the range from terahertz to ultraviolet frequencies, which unlocks nearly unlimited
possibilities for device applications. On the other hand, as homogenous materials,
intrinsic indefinite materials hold an advantage of no wave scattering caused by the in-
ner structures in the artificially engineered materials and eliminate the need for the
complicated design and fine fabrication techniques inevitable in manmade materials,
thereby opening a new route to practical applications of their unique properties.

In summary, hyperbolic media are the most widely experimentally studied metama-
terial configurations that have a strong potential for practical applications. Their indef-
inite dielectric or magnetic properties enable a hyperbolic EFC to have the all angle

Multilayered
structure

Cuprate:

Ruthenate:

Magnesium diboride:

Graphite:
C

La2-xSrxCuO4

Sr2RuO4

MgB2

Sr3Ru2O7

YBa2Cu3O7-x

GdBa2Cu3O7-x
Bi2Sr2Can-1CunO2n+4+x

Perovskite-layer
crystal structure

Graphite-like crystal
structure

Figure 9.15 Indefinite materials in nature [51].
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negative refraction. In addition, the hyperbolic EFC can also enable high density of
states and imaging beyond diffraction limit using a so-called hyperlens, which will
be introduced later in this chapter.

9.2.3 Zero-index materials

Recently, zero or near-zero refractive index metamaterials attracted significant atten-
tion because of their unique properties, which include a zero-phase delay. This delay
implies a possibility of quasi-infinite phase velocity and infinite wavelength. The EM
wave inside of the zero-index material is static in the spatial domain (i.e., the phase
difference between any two arbitrary points is equal to zero). At the same time, it is
dynamic in the time domain, thereby allowing energy transport. As a result, every
point within the metamaterial experiences a quasiuniform phase; the shape of the
wavefront at the output of such metamaterial depends only on the shape of the exit sur-
faces of the metamaterials. This property provides great flexibility in the design of the
phase patterns of the light beams.

The concept of zero-index material was first proposed in 2002 as a method to show
how a metamaterial allows us to control the direction of emission of a source located
inside of the material to collect all of the energy in a small, angular domain around the
normal [57]. According to Snell’s law, n1sin(q1) ¼ n2sin(q2), n1 ¼ 0 results in the crit-
ical angle of the total reflection equal to 0. If the source is outside of the zero-index
medium, then no light can be transmitted into the zero-index medium because
of the total reflection. If the source is inside of the zero-index medium, no matter
what the kind of source, then the direction of the output beam will be perpendicular
to the surface of the zero-index medium.

This case can also be explained using the EFC. As shown in Figure 9.16, the blue
circle corresponds to the EFC of the air and the red circle corresponds to the near zero
index material, the radius of which is much smaller than that of the air EFC and will be
zero for a zero-index material. As we discussed before, both the wave vector kr and the
Poynting vector Sr are defined by the EFC; one can find that the kr and Sr are limited
into a very narrow region, resulting in a refraction angle qr ¼ 0, as shown in

(a) (b)

n2

ky

kx

Source

kr,Sr

ki,Si

K

θrθr

θ in2

n1

(c)

Figure 9.16 (a) Refraction of light in the near zero index material when source is placed inside
or outside of the material. (b) The EFC corresponding to the near zero index material.
(c) Illustration of the fact that the direction of emission is defined by the shape of the near zero
index material if a source is placed inside.
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Figure 9.16. Therefore, no matter what kind of source is placed inside of the near zero
index material, light will be emitted out according to the shape of the zero-index
material surface, as shown in Figure 9.16(c) [58].

From the equation n ¼ ffiffiffiffiffi
εm

p
, we know that n ¼ 0 can be achieved by three ways:

ε ¼ m ¼ 0; ε ¼ 0, m s 0; or ε s 0, m ¼ 0. Let us consider a plane wave propagating
along the y direction with the H field pointing along the z direction in epsilon-zero
material (ENZ; i.e., ε ¼ 0, m s 0). From Maxwell’s equations,

V� E ¼ i
um

c
H; (9.40)

V�H ¼ �i
uε

c
E; (9.41)

V�H ¼ 0 can be obtained when ε ¼ 0, which means that the magnetic field in an
ENZ material is constant. Then, by solving Eqn (9.40), we can find that

dEx

dy
¼ um

c
Hz; (9.42)

which shows a linear change along its propagation direction.
Similarly, in ε s 0, m ¼ 0 material, the electric field is constant, whereas theH field

linearly changes along the propagation direction,

dHz

dy
¼ �uε

c
Ex: (9.43)

For the ε ¼ m ¼ 0 case, both the E andH fields are constant inside of the zero-index
material.

It is not easy to realize the zero-index material with both permittivity and perme-
ability equal to zero. However, several realizations of zero-index material with either
zero permittivity or zero permeability (with the other parameter non-zero) have been
demonstrated.

The design strategy is similar to that used for the realization of the NIMs. For
example, if a metal rod that has a Drude model dispersion is used to supply the nega-
tive permittivity in the microwave range, then one can take the near-zero permittivity
around the plasma frequency of the Drude model and ε ¼ 0 at the plasma frequency.
Figure 9.17(a) shows a zero-index metamaterial with a mesh structure in the micro-
wave range [57]. Similar to the utilization of the metal rod, the mesh structure was
used to decrease the plasma frequency of the metal so that the zero-index frequency
could be moved to the microwave range.

In the optical range, the plasma frequency of metals can be shifted by combining
metals with dielectric materials. One example of this frequency shift can be seen in
multilayered structures with alternating metal and dielectric layers, as shown in
Figure 9.17(b). By using a proper ratio between the metal and the dielectric, the
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permittivity along the layers can be tuned to zero at visible wavelengths [59]. In addi-
tion to this, an all-dielectric woodpile structure can also enable zero-index material in
the infrared range (Figure 9.17(c)) [60].

In the fishnet structure, there is also a frequency that causes refractive index changes
from positive to negative. Therefore, the fishnet structure can also be used to compose
a zero-index material with n ¼ 0, as shown in Figure 9.17(d) [61].

The wavelength inside of the zero-index material is infinitively large; there-
fore, it enables many interesting properties, such as strong field enhancement [62],
super coupling [63], phase front control [58], tunneling effect [64,65], and super
cloaking [66].

Another interesting phenomenon enabled in zero or near zero index metamaterials
is anomalous absorption near zero index transition in graded-index structures, which
are so-called transition metamaterials with dielectric permittivity and magnetic perme-
ability gradually changing among positive, zero, and negative values. The initial
studies predicted strong, polarization-sensitive, anomalous field enhancement near
the zero refractive index point under the oblique incidence of the plane wave on a real-
istic, lossy transition metamaterial layer, which would potentially enable various appli-
cations, including subwavelength transmission and low-intensity nonlinear optical
devices [67e74].
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Figure 9.17 Different kinds of near zero index material: (a) ENZ material in the microwave
range [57], (b) ENZ consisting of a multilayered structure in the optical range [59], (c) ENZ
made of a woodpile structure in the infrared range [60], and (d) zero permeability material in the
microwave range [61].

Metamaterials 275



A theoretical model describing the wave propagation in transition metamaterials
can be derived from Maxwell’s equations. Let us consider TM or TE polarized waves
such that either magnetic or electric field is polarized along the y-axis and both m and ε
profiles are inhomogeneous with respect to x. Wave propagation is governed by the
following equation:

v2Hy

vx2
� 1

ε

vε

vx

vHy

vx
þ u2

c2
	
εm� sin2q0



Hy ¼ 0 (9.44)

v2Ey

vx2
� 1
m

vm

vx

vEy

vx
þ u2

c2
	
εm� sin2q0



Ey ¼ 0: (9.45)

Figure 9.18(a) shows the schematic of a transition layer between the PIM (left) and
the NIM (right). The profiles have regions where both material parameters linearly
decrease from a positive index region to a negative index region and two regions where
the parameters are constant. Because there is a negative index region now beyond the
point where the refractive index is zero, the wave that is transmitted beyond this point
is a propagating wave (Figure 9.18(b)).

The dimensionless wave equation can then be written as

v2F

v22
� 1

y

vy

v2

vF

v2
þ
�
h2k20

�	
εm� sin2q0



F ¼ 0; (9.46)

where k0 ¼ ðu=c0Þ ffiffiffiffiffiffiffiffiffi
ε0m0

p
, 2 ¼ x/h, y ¼ ε, or m for a TM or TE polarized wave,

respectively. The incident field can be written in the form HyðEyÞ ¼
FðxÞexpðik0 sinq0zÞ; and the explicit forms of the profiles are

εðxÞ ¼ ε0ð1� x=hÞ; mðxÞ ¼ m0ð1� x=hÞ (9.47)

where the materials’ parameter h is a measure of the transition gradient.
Consider the case of a TE polarized wave. In the case of normal incidence

(i.e., when sinq0 ¼ 0), the solution is simply given by

F ¼ C1 exp

 
�ik0ð1� 2Þ2

2

!
þ C2 exp

 
ik0ð1� 2Þ2

2

!
: (9.48)
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Figure 9.18 (a) Schematic of a transition metamaterials layer between PIM (left) and NIM
(right). (b) Diagram of wave behavior in the transition layer with a linear graded profile.
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From Eqn (9.48), it is clear that no unusual behavior of the electric and magnetic
field components is expected at normal incidence; however, it was found that the
wave propagation at oblique incidence is far more surprising.

First of all, from Eqn (9.46), it is clear that there are two points possible at
which the wave can be totally internally reflected. These so-called turning points are
given by

2� ¼ 1� sinq0: (9.49)

The analytical solution to Eqn (9.46) can be written in terms of a confluent hyper-
geometric function, U, that describes the behavior of the magnetic field within the
entire layer as

Fð2Þ ¼ C1 exp

 
�ihk0ð1� 2Þ2

2

!
ihk0ð1� 2Þ2

� U

 
1� ih2k20 sin

2q0

4hk0
; 2; ihk0ð1� 2Þ2

!

þ C2 exp

 
ihk0ð1� 2Þ2

2

!
ihk0ð1� 2Þ2

� U

 
1þ ih2k20 sin

2q0

4hk0
; 2;�ihk0ð1� 2Þ2

!
:

(9.50)

Near the singular point, the solution can be approximated as

Fð2Þz ðC1 � C2Þ
 
1þ h2k20 sin

2q0ð1� 2Þ2
2

lnðhk0ð1� 2ÞÞ
!

� i
2
ðC1 þ C2Þ

 
1� ph2k20 sin

2q0

4hk0

!
hk0ð1� 2Þ2;

(9.51)

where the values of the coefficients C1 and C2 are obtained from boundary conditions.
The first term in this expression has a logarithmic singularity. The second term cor-
responds to a regular solution of Eqn (9.46). The logarithmic term is well defined for
2 < 1; however, for 2 > 1, the definition of the logarithm is not unique and depends on
the choice of the path around the zero-index point.

Following the approach used in Refs [67,75] and Maxwell’s equations, we obtain

Ex ¼ ic
uε

vHy

vz
¼ � c

uε
k0 sinq0Fexpðik0 sin q0z� utÞ

¼ �
ffiffiffiffiffi
ε0

m0

r
H0ð1� 2Þ�1 sinq0expðik0 sin q0z� utÞ þ O

�
ð1� 2Þ2

�
; (9.52)
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Ez ¼ � ic
uε

vHy

vx
¼ � ic

uε

1
h

vF

v2
expðik0 sin q0zÞ

¼ �ik0hm0H0 sin
2q0 lnðhk0ð1� 2ÞÞexpðik0 sinq0z� utÞ þ O

�
ð1� 2Þ2

�
;

(9.53)

where the value of the constant H0 is the value of the field at 2 ¼ 1. Although the y
component of the magnetic fieldHy is continuous, the x component of the electric field
Ex is singular at 2 ¼ 1; the z component Ez experiences a jump when the value of ε
changes sign from positive to negative.

Figure 9.19 shows the results of full numerical simulations confirming the above
predictions. The magnetic field forms a standing wave pattern in the PIM region
because of the interference of incident and reflected waves. Beyond the turning point,
the wave decreases as it approaches the singular point at 2 ¼ 1. As it passes the singu-
lar point, it converts back into a propagating wave once again. The magnitude of the
electric field component Ex shows the predicted resonant enhancement at the point
2 ¼ 1, where it is predicted to be singular.

The most remarkable phenomenon occurring in transition metamaterials is anoma-
lous absorption near the zero-index transition. To demonstrate this absorption, we
calculate the difference of the longitudinal components of the Poynting vector (aver-
aged over rapid field oscillations) before and after the transition of the wave through
the point n ¼ 0, as given by

DSx ¼ cpE2
0ðh=lÞε0 sin2q0: (9.54)

Note that although the model discussed so far assumed losses (imaginary parts of ε
and m) to be infinitesimally small, at the point 2 ¼ 1 (n ¼ 0), the real parts of ε and m

are zero; therefore, their contribution of the small, imaginary parts become significant
and can no longer be neglected. Consequently, the dissipation of energy Q occurs due
to these losses at 2 ¼ 1 andQ ¼ Sx. As a result, the transition through the point where ε
and m change sign even with infinitesimal loss is accompanied by a finite dissipation of
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Figure 9.19 (a) Real part of the magnetic field component Hy as a function of longitudinal
coordinate. (b) Absolute value of Ex as a function of longitudinal coordinate.
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incident wave energy. The specific mechanism of dissipation would be determined by
a physical model of a metamaterial.

These results may have significant implications for the design of particular applica-
tions of graded-indexmetamaterials. For example, with respect to perfect absorber appli-
cation, a particular design could make use of a transition layer to enhance its absorptive
properties. However, there are cases where graded index interfaces can make unwanted
appearances on structures such as layered semiconductors, cloaking devices, and super-
lenses. In these structures, the possibility of resonant absorption if the index goes
through zero could be decreased by properly designing the metamaterial structure.

In conclusion, most natural transparent optical materials possess a refractive index
that is larger than one. The metamaterial approach provides a feasible way to create
materials with low and even zero refractive index. Both zero-index metamaterials
and transition metamaterials show very unusual properties. In the zero-index metama-
terial, the wavelength can become infinitively large. If the source is inside of the
zero-index medium, no matter what the kind of source, then the direction of the output
beam will be perpendicular to the surface of the zero-index medium. On the other
hand, it is hard for a wave to transmit into the zero-index material from the outside
because of the total reflection. However, if the wave propagates in a graded-index ma-
terial, such as the transition metamaterials, the strong field enhancement around the
zero-index region is predicted.

9.3 Nonlinear effects in metamaterials

Nonlinear optics is a fascinating branch of science that investigates the lightematter
interactions in media, in which dielectric polarization responds nonlinearly to the
electric or magnetic field of the light [76e78]. Although this field has been devel-
oping for decades, the nonlinear optical materials available to date are still limited
by either slow material response time in such phenomena as saturable absorption,
photorefractive effect, and thermal nonlinear phenomena or by relatively low and
generally band-limited nonlinear susceptibilities responsible for ultrafast nonlinear
processes [79e81]. For decades, researchers have been exploring ways of creating
materials with a large, fast, and broadband nonlinear response that, if found, would
revolutionize nonlinear optics, leading to low-power, compact, and ultrafast appli-
cations of nonlinear optical phenomena. The emergence of metamaterials is likely
to cause a paradigm shift in the development of such materials. Indeed, metamate-
rials were predicted to enable a plethora of novel linear and nonlinear lightematter
interactions, including magnetic nonlinear response, backward phase-matching, and
the nonlinear mirror, recently demonstrated at microwave frequencies [1,82e86]. In
particular, it is expected that the nonlinear optical properties of metamaterials can
be tailored and controlled at the level of individual meta-atoms such that the effec-
tive nonlinear susceptibility of the metamaterial exceeds those of the constituent
materials. This expectation was also validated in the microwave frequency range
[87,88]. Although these first steps prove the feasibility of realizing the theoretically
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predicted remarkable nonlinear properties of metamaterials, the challenge of making
nonlinear optical metamaterials competitive for practical applications is their high
losses and narrow bandwidth. However, all-dielectric (silicon-based) metamaterials
based on Mie resonances have recently been demonstrated to facilitate low loss and
broadband performance, opening a practical route to the demonstration of strong
nonlinear interactions in all-dielectric based metamaterials in the near-infrared fre-
quency range, from frequency mixing and harmonics generation to bistability and
optical switching [83].

Before we discuss some of the unique nonlinear phenomena in metamaterials, it
would be useful to briefly review the key physics behind the nonlinear optical material
response and resulting nonlinear lightematter interactions. Let us start with an intro-
duction to the basics of lightematter interactions in different media. Any material can
be considered as a collection of charged particles, electrons, and ions. In conductors,
when an external electric field is applied, positive and negative charges move in the
opposite directions. In dielectrics, the charged particles are bound together so that
the charge cannot move freely in the externally applied field. Instead, they are dis-
placed from their original positions and with respect to each other. This leads to the
formation of induced dipole moments. In the regime of linear optics, the oscillation
of electrons is proportional to the strength of the electric field of light. However, the
nonlinear response is related to the anharmonic motion of bound electrons in the pres-
ence of an electric field.

The position of electrons is governed by the oscillator equation,

eE ¼ m

�
d2x
dt2

�
þ 2G

�
dx
dt

�
þ U2x�

�
xð3Þx2 þ xð3Þx3 þ.

�
(9.55)

Here, x is the displacement from the mean position, U is the resonance frequency,
and G is the damping constant. The term from the right-hand side represents the force
on the electron due to applied field, which leads to the driving oscillations.

Considering just the harmonic term, we can thereby get an equivalent equation for x
as follows:

EðtÞ ¼ E0 cosðutÞ ¼ 1
2
E0
�
eiut þ e�iut
 (9.56)

x ¼ � eE
2m

e�iut

U2 � 2iGu� u2
þ c:c: (9.57)

If N is the number of electric dipoles per unit volume, the polarization induced in
the medium is given by P ¼ �Nex. Thus, based on x, we can find the polarization P for
this system as

P ¼ �cε0E
2

e�iut þ c:c:; (9.58)

where c is the susceptibility.
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The motion of charged particles in a dielectric medium is linear in a limited range of
values of E. However, as the intensity increases, then the response becomes nonlinear,
and this nonlinearity can be accounted for with the anharmonic terms in the oscillator
equation, Eqn (9.55). The polarization P (or magnetization M) in such a case will be
expressed based on an anharmonic term as

P ¼ ε0

�
cð1ÞEþ cð2ÞE2 þ cð3ÞE3 þ.

�
; (9.59)

where c(1) represents a linear susceptibility and the higher order terms are the nonlinear
susceptibilities of the medium.

Recently, an analytical description of a nonlinear metamaterial in terms of effective
nonlinear susceptibilities based on a perturbative solution to the nonlinear oscillator
model was proposed in Refs [89,90]. An application of this approach for a
varactor-loaded split-ring resonator (VLSRR) medium can be summarized as follows.

Figure 9.20 shows the orientation of the VLSRR-based unit cell with respect to the
incident field and its equivalent representation as an effective RLC circuit. The
response of the SRR can be expressed in terms of the charge across the capacitive
gap, which is described by the following nonlinear oscillator equation:

€qþ g _qþ u2
0VDðqÞ ¼ �u2

0Am0 _Hy (9.60)

where q(t) is the normalized charge, VD(q) is the voltage across the effective capaci-
tance, u0 is the linear resonant frequency of the unit cell, g is the damping factor, A is
the area of the circuit, m0 is the permeability of vacuum, and Hy(t) is the incident
magnetic field.

The voltage VD can be expanded in a Taylor series in terms of the normalized
charge according to VD(q) ¼ q þ aq2 þ bq3, where the Taylor coefficients a and b
depend on the particular mechanism of nonlinearity. The perturbation solution to
Eqn (9.57) leads to the following expressions [89] for the linear and the
second-order effective susceptibilities:

cð1Þy ðuÞ ¼ Fu2

DðuÞ (9.61)
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Figure 9.20 (a) Configuration of the unit cell. (b) Equivalent effective circuit model [90].
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cð2Þyyyður;un;umÞ ¼ �ia
u4
0ðun þ umÞunumm0AF

DðunÞDðumÞDðun þ umÞ ; (9.62)

where ur hun þ um, indices n and m take values between �L; and L is the total
number of distinct waves incident on the medium. The denominator is defined as
DðuÞhu2

0 � u2 � igu; Fhu2
0NA

2C0m0 is the amplitude factor in the expression
for the linear susceptibility, and the arguments of the nonlinear susceptibility are
written in conventional notations signifying that the first term is the sum of the sub-
sequent arguments.

Next, the microscopic equation of motion (Eqn 9.57) for a single inclusion can be
converted into the macroscopic one for the effective medium polarization that, in com-
bination with Maxwell’s equations, provides a complete description of the metamate-
rials. For a dilute medium, the magnetization can be written asM(t) ¼ Nm(t), where N
is the volume density of moments and m(t) is the magnetic-dipole moment of the
effective circuit enclosing the effective area S. Then, the equation for the magnetiza-
tion can be written as

€My þ g _My þ u2
0My ¼ �F €Hy � aMy

Z
Mydt; (9.63)

where ah 2u2
0a

NAC0
, assuming that only a second-order nonlinear response in the

expansion of VD was included.
It should be noted that c(1) in Eqn 9.56 is, in general, a tensor element. The terms

c(2) and c(3) are usually relatively small; the overall impact of these terms on the op-
tical response of the material to light is insignificant. Thus, these terms were mostly
ignored until the advent of ultrafast lasers that could produce optical pulses by which
the electric fields could be generated with sufficiently large intensity so that these terms
become important. In fact, these terms have important consequences in optical sys-
tems. For instance, c(2), the second-order nonlinear susceptibility, only occurs in non-
centrosymmetric crystals and gives rise to several nonlinear effects, including
second-harmonic generation (SHG), optical rectification, sum and difference fre-
quency generation, and parametric amplification. However, c(3), the third-order
nonlinear susceptibility, occurs in all materials and gives rise to such phenomena as
self-phase modulation, spatial solitons, cross-phase modulation, optical-phase conju-
gation, self-focusing through the optical Kerr effect, third-harmonic generation, and
temporal solitons. Thus, remarkable optical properties have been demonstrated
through nonlinear optics through the use of ultrafast pulsed lasers. These nonlinear
optical processes, once a subject of scientific curiosity, are prevalent in everyday
devices such as solid-state green and blue lasers, multiphoton microscopes, and the
supercontinuum light sources used in metrology applications.

However, the observation of nonlinear optical processes in naturally occurring ma-
terials has relied on high-intensity laser beams. There have been some attempts to tailor
the response in these materials by manipulating the structure of the material. For
example, quasi-phase matching in SHG [91] used layered structures that effectively
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increase the interaction lengths by correcting the relative phase. In an analogous
manner, nanostructured optical metamaterials have the potential to increase the
nonlinear response by modifying the material structure to enhance the interaction
between light and matter. Recently, there have been several reports related to
wave-mixing in metamaterials using the second-order nonlinearity. Enhancement of
SHG has been demonstrated by several groups [92e97]. Husu et al. recently demon-
strated that the second-order nonlinear response can be tailored by controlling the in-
teractions between metal nanoparticles [98]. Wegener’s group used nonlinear optical
spectroscopy to demonstrate that the fundamental SRR in split rings serves as the
nonlinear source [99]. In addition, novel propagation dynamics have also been real-
ized. SHG in negative index metamaterials has been demonstrated to result in back-
ward propagation of the second-harmonic light back toward the source [100e104].
Smith’s group has demonstrated a nonlinear-optical mirror in which the SHG in
NIM is generated in the backward direction (i.e., toward the source) [86]. In addition,
there has been an interest in coherent optical amplification [105].

In addition to second-order nonlinearities, there has been continued interest in
third-order nonlinearities. Four-wave mixing in NIMs has been investigated [106].
Soliton propagation in nonlinear and NIMs has demonstrated new propagation dy-
namics [105e116]. Katko et al. have demonstrated phase conjugation using SRRs
[117]. Modulation instability in structures with a saturable nonlinearity has also
been demonstrated [118,119].

The nonlinear properties of conventional materials are limited by the properties of
naturally existing materials that are determined by their constituent componentsd
atoms and molecules. The rapidly growing field of metamaterials opens unprecedented
opportunities to overcome those limitations. It was previously shown that the unique
optical properties of metamaterials, such as magnetism at optical frequencies, negative
index of refraction, backward waves, strong anisotropy, or chirality, enabled several
new regimes of lightematter interaction in the linear optical regime. However, it
became clear in recent years that the nonlinear properties of metamaterials can be engi-
neered as well, which opens new perspectives for modern nonlinear optics and enables
devices with entirely novel functionalities [120].

The development of nonlinear metamaterials is likely to affect the nonlinear optics
and metamaterials fields by enabling entirely new phenomena [121]. In particular, the
novel optical properties facilitated by the metamaterials field prompt us to reconsider
many nonlinear lightematter interactions, including SHG, parametrical amplification,
ultra-short pulse dynamics, and soliton propagation [122e128]. From an applications
viewpoint, nonlinear metamaterials make possible creating dynamically tunable mate-
rials, optical switches, filters, beam deflectors, focusing/defocusing reflectors, and
reconfigurable structures with controlled transparency, refractive index, and nonlinear
response.

In natural materials, nonlinear optical response conventionally depends on the
intensity of the electric field and is described only by the nonlinear properties of
dielectric permittivity, whereas the nonlinear magnetic response is neglected. The
metamaterials can “turn on” the interaction with the magnetic component of the EM
wave using carefully engineered linear and nonlinear components of magnetic
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permeability [129]. It was recently shown that metamaterials containing SRRs loaded
with varactor possess a nonlinear magnetic response and can be used as building blocks
for nonlinear metamaterials with light-controllable properties. This approach provides
a range of new functionalities, such as the focusing, defocusing, and deflection of light
and, most importantly, the possibility of controlling and manipulating the properties
of materials with unprecedented speed, enabling new approaches to all-optical process-
ing, tunable lenses and waveguides, and reconfigurable cloaking devices.

Nonlinear wave-mixing is one of the best-studied nonlinear processes in meta-
materials [86,99e106,130,131]. In particular, many new regimes of nonlinear
interactions were predicted in NIMs, including backward phase-matching, uncon-
ventional ManleyeRowe relations, spatially distributed nonlinear feedback, and
cavity-less optical parametrical oscillations. These unusual properties potentially
enable such novel functionalities as quadratic nonlinear mirror and SHG-based
lenses.

Here we consider SHG as one of the most fundamental parametric nonlinear pro-
cesses. The material is assumed to possess a negative refractive index at the funda-
mental field (FF) frequency u1 and a positive refractive index at the second
harmonic (SH) frequency u2 ¼ 2u1. The electric fields of the FF and that of the SH
waves are taken in the following form: E1;2 ¼ E1;2 expðik1;2z� iu1;2tÞ þ c:c:;
respectively. Following Ref. [132], comprehensive studies of the SHG process for
continuous wave and pulse propagation, as well as the propagation of complex light
beams such as optical vortices or solitons with transverse field distribution, can be
performed using the following model:

V2
tE1 þ 2ik1

vE1

vz
þ 2ik1

n
g
1

vE1

vz
� 1
c2

�
u1m1a

0
1

2
þ g1a1 þ

g0
1u1ε1

2

�
v2E1

vt2

þ 8pu2
1m1c

ð2ÞE�
1E2eiDkz

c2
¼ 0

(9.64)
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tE2 þ 2ik2

vE2

vz
þ 2ik2

n
g
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vE2

vz
� 1
c2

�
u2m2a

0
2

2
þ g2a2 þ
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2u2ε2

2

�
v2E2

vt2

þ 4pu2
2m2c

ð2ÞE2
1e
�iDkz

c2
¼ 0

(9.65)

whereV2
t is the transverse Laplace operator; c(2) is the effective second-order nonlinear

susceptibility; a01;2 ¼ v½u1;2εðu1;2Þ�
vu2 ; a01;2 ¼ v2½u1;2εðu1;2Þ�

vu2 ; g1;2 ¼ v½u1;2mðu1;2Þ�
vu

; g01;2 ¼
v2½u1;2mðu1;2Þ�

vu2 ; ε1,2, and m1, 2 are dielectric permittivity and magnetic permeability for

fundamental and SH waves, respectively; vg1;2 is the group velocities of pump and SH

waves; Dk ¼ k2 � 2k1 is phase mismatch; and s is the speed of light in free space. Note
that Eqns (9.61) and (9.62) describe SHG for both positive andNIMs, but the signs for the
wave vectors k1,2, magnetic permeabilities m1,2, dielectric permittivities ε1,2, and group
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velocities vg1;2 should be chosen according to the phase-matching geometry and material

properties at the corresponding frequency.
For simplicity, we consider the steady-state process with perfect phase matching for

plane waves, assuming that dispersion for permeability and permittivity are negligible.
For the SHG process in an NIM slab with a finite length L, decomposing the complex
amplitudes into real amplitudes and phases as E1;2 ¼ E1;2ei41;2 and using the bound-
ary conditions E1ðz ¼ 0Þ ¼ E0

1, E2(z ¼ L) ¼ 0, the solution can be written in the
following form:

E1ðzÞ ¼ C

cos½CgðL� zÞ� ; (9.66)

E2ðzÞ ¼ C tan½CgðL� zÞ� (9.67)

where CgL ¼ cos�1½C=E0
1�; g ¼ 4pu2m2

c2k2
cð2Þ.

Figure 9.21(a) illustrates the directions of wave vectors and Poynting vectors for the
FF and SH in a metamaterials that possesses NIM characteristics at the FF frequency
and PIM characteristics at the SH frequency. This is due to the backward
phase-matching in a PIMeNIM system, signifying that the energy flows of FF and
SH waves are counterdirectional with respect to each other. Figure 9.21(b) shows
the field distributions of the FF and SH waves. Importantly, the difference between en-
ergy flows is constant at each point of such metamaterial slab, whereas in conventional
materials, the sum of the energy flows is unchanged with propagating distance.
Furthermore, as could be seen from Eqn (9.58), the intensity of the SHG is a function
of the slab thickness, such that a long enough lossless metamaterials slab would act as
a 100% nonlinear mirror.

Experimental realization of propagating SHG at microwave wavelengths was
demonstrated using the experimental setup shown in Figure 9.21(c) [86]. The
nonlinear metamaterial was realized using the VLSRRs placed in an aluminum wave-
guide. SHG was studied in three configurations, including the reflected SH phase
matching in a negative-index spectral range, transmitted SH quasiphase matching,
and simultaneous quasiphase matching of both the reflected and transmitted SH waves
near a zero-index spectral range. In addition, experimental measurements of three- and
four-wave mixing phenomena in an artificially structured nonlinear magnetic meta-
crystal at microwave frequencies have been reported [133].
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Figure 9.21 The SHG process: (a) phase-matching geometry, (b) FF and second-harmonic
intensity distribution [123], and (c) photo of experimental setup for observing SHG in NIM [86].
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Observation of SHG and third-harmonic generation at optical wavelengths was
inspired by the theoretical work by Pendry, who predicted that SRRs would provide
artificial magnetism up to optical frequencies [134]. Essentially, the light field can
induce a circulating current in the ring leading to a large magnetic-dipole moment
close to the magnetic-resonance frequency. In addition, it was predicted that meta-
materials composed of SRRs would enable enhanced nonlinear-optical effects due
to the combination of resonance effects and local-field enhancements. First exper-
iments on SHG and third-harmonic generation at a surface of a nonlinear magnetic
metamaterial composed of nanoscale gold SRRs were performed by Wegener’s
group and demonstrated that much larger signals are detected when
magnetic-dipole resonances are excited than when purely electric-dipole resonances
exist [97,99,135e137].

In parallel with the studies for continuous wave nonlinear optical effects, several
fascinating phenomena have been discovered in the pulsed SHG regime
[125e127]. In particular, it has been shown that in positive index, nonmetallic
materials, we generally find qualitative agreement with previous reports regarding
the presence of a double-peaked second-harmonic signal, which comprises a pulse
that walks off and propagates at the nominal group velocity one expects at the
second-harmonic frequency and a second pulse that is “captured” and propa-
gates under the pump pulse. The origin of the double-peaked structure resides
in a phase-locking mechanism that characterizes not only SHG but also c(3) pro-
cesses and third-harmonic generation. A similar phase-locking phenomenon
in NIMs. A spectral analysis of the pump and the generated signals reveals
that the phase-locking phenomenon causes the forward moving, phase-locked
second-harmonic pulse to experience the same negative index as the pump pulse,
although the index of refraction at the second-harmonic frequency is positive.
It should be mentioned that optical NIMs are particularly challenging to opti-
mize for practical applications because of absorption losses. In the case of phase
locking, the pump impresses its dispersive properties to its harmonics, which in
turn experience no absorption as long as the material is somewhat transparent to
the pump.

Another nonlinear wave missing process, optical parametric amplification (OPA),
was shown to be of significant importance in metamaterials. One of the main obstacles,
delaying practical applications of optical metamaterials, is significant losses. The los-
ses originate from several sources, including the resonant nature of the metamaterial’s
magnetic response, intrinsic absorption of the metallic constitutive components, and
losses from surface roughness. Therefore, developing efficient loss-compensating
techniques is of paramount importance. One promising approach to loss compensation
is the technique based on a three-wave mixing process that takes place in nonlinear
media exhibiting second-order susceptibility and induces the OPA. OPA refers to a
process of amplification of a light signal through mixing with the pump light in a
nonlinear material, in which the photon flux in the signal wave grows through coherent
energy transfer from a higher frequency, intense pump wave. A photon from an
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incident pump laser is divided into two photons, one of which is a photon at the signal
frequency. The strong pump field with angular frequency and wavenumber and a weak
signal generate a difference frequency idler. The OPA process requires both
momentum and energy conservation. Although most OPA devices to date have
been realized in conventional PIMs, an OPA process in NIMs was predicted to have
several advantages, including the possibility of optical parametric oscillations without
a cavity, compactness, and simplicity in design and alignment. Just like in the case of
the SHG process, the difference between PIM-based and NIM-based OPAs is that the
wave vector and the Poynting vector are anti-parallel (i.e., they move in opposing
directions). Thus, an OPA with counterdirected energy flows can be realized with
all three waves having co-directed wave vectors. Therefore, if the pump and idler
frequencies correspond to the PIM and the signal wave frequency belongs to the
NIM, the energy flow of the signal wave will be antiparallel to that of the pump and
the idler, which will result in an effective feedback mechanism without any external
mirrors or gratings. Such an OPA allows for the compensation of metamaterial absorp-
tion with the parametric amplification process and allows energy transfer to the
strongly absorbing wave from the pump wave [123,124].

In addition, properly engineered optical metamaterial structures can be used to
realize strong localization of light and, as a result, the enhancement of nonlinear inter-
actions. Various approaches to field localization and enhancement were investigated,
including graded and near-zero refractive index metamaterials and periodic structures
consisting of alternating layers of PIM and NIM [112,138,139]. For instance,
D’Aguanno et al. predicted that significantly improved conversion efficiencies of
SHG may exist because of the presence of NIM layers. Furthermore, the efficiency
stays relatively high even in the case of strongly absorbing structures.

Recently, several nonlinearly controlled devices were proposed [140e144],
including nonlinear cloaking devices; reconfigurable nonlinear light concentrators;
and the light-tunable reflection, shaping, and focusing of EM waves in metamate-
rials. The microwave light-tunable metamaterials mirror consists of an array of
broadside-coupled SRRs, such that each SRR contains a pair of varactors (one in
each ring) and the biasing of the varactors is achieved by photodiodes (Figure 9.22).
This device enables reconfigurable mirrors or lenses in which switching between
focusing or defocusing can be achieved by adjusting the light illumination profile.
The advantages of this approach include fast and remote control of the device per-
formance, the possibility of extension to higher dimensions, and the possibility of
realizing such devices at higher frequencies, at least up to the terahertz range.

In summary, we discussed several important examples of novel nonlinear optical
effects in microwave and optical metamaterials. In particular, it was shown that
nonlinear optical properties of metamaterials can be controlled at the level of individ-
ual meta-atoms such that the effective nonlinear susceptibilities of the metamaterials
significantly differ from those of the constituent materials. These new degrees of
design freedom open unlimited opportunities for light-controlled optical functional-
ities and devices.
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9.4 Metamaterials applications

9.4.1 Perfect absorbers

EM absorbers are specifically chosen or designed materials that can inhibit the reflec-
tion or transmission of EM radiation. Once EM absorbers are mentioned, one can
easily associate this concept to stealth technology. First proposed in the 1950s, stealth
technology has been well developed and widely used in the military. Applications
include the spy plane, fighter plane, bomber, and warship, which have greatly chal-
lenged the ability of radar technology to detect nearby transport. However, for both
military and civil use, high absorbance in wide bandwidth is always required for a
good absorber, which is also an abnormal property that cannot often be obtained
from natural materials.

(a) (b)
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(e) (f)

Photo-sensitive
mentamaterial

Incident
wave

Incident
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Figure 9.22 (a) Light-tunable metamaterials that reflect incident EM wave at different angles
depending on the control light illumination using an array of light-emitting diodes. (b) Image of
the microwave light-tunable metamaterials mirror made of an array of broadside-coupled SRRs.
(Each SRR contains a pair of varactors, one in each ring. The biasing of the varactors is achieved
by photodiodes.) (c and d) The schematics of (c) focusing and (d) defocusing reflectors and their
corresponding performance: (e and f), respectively [144].
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A perfect matching absorbance metamaterial absorber is a high-loss material with
impedance perfectly matched to the environment medium [145]. Let us consider the
metamaterial absorber as a slab of thickness d of magneto-dielectric medium described
by both the permittivity ε(u) ¼ ε0εr(u) and the magnetic permeability m(u) ¼
m0mr(u). According to the Fresnel equation, reflectivity can be written as

RTE ¼ jrTEj2 ¼

�������
cosq� m�1

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � ðsinqÞ2

q
cosqþ m�1

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � ðsinqÞ2

q
������� (9.68)

RTM ¼ jrTMj2 ¼

�������
εr cosq�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � ðsinqÞ2

q
εr cosqþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � ðsinqÞ2

q
������� (9.69)

where q is the incident angle and n ¼ ffiffiffiffiffiffiffiffiffi
εrmr

p
is the refractive index of the meta-

material. Considering the normal incidence case (i.e., q ¼ 0), we obtain

RTE ¼ RTM ¼
����mr � n

mr þ n

����2 ¼
����Z � Z0
Z þ Z0

����2; (9.70)

where Z ¼
ffiffiffi
m
ε

q
and Z0 ¼

ffiffiffiffi
m0
ε0

q
are the impedance of the metamaterial and the free

space, respectively. Therefore, the absorbance is

A ¼ 1� R� T (9.71)

A ¼ 1�
����Z � Z0
Z þ Z0

����2 � T (9.72)

T would be the energy transmitted into the metamaterial. Considering the refractive
index n ¼ ffiffiffiffiffiffiffiffiffi

εrmr
p ¼ nþ ki, the transmittance of the wave reaching the second

surface of the metamaterial slab can be written as

T ¼ T0e
2k:0nkd (9.73)

In the perfect matched case, mr ¼ εr, then Z ¼ Z0, n ¼ ffiffiffiffiffiffiffiffiffi
εrmr

p ¼ εr ¼ mr. If the
loss of the material (the imaginary part of the εr or mr) is high enough and the thick-
ness of the slab d is large enough, then T extends to 0. Then, from Eqn (9.71), we
achieve A ¼ 1, which corresponds to perfect absorption. Because the wave is
absorbed before it reaches the second surface of the slab, only transmittance and
reflectance at the first surface of the slab needs to be considered. If the material is
not of sufficient loss and thickness, then there will be transmission and reflection
at the second boundary.
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To further demonstrate this, we consider an artificial magneto-dielectric material
with a thickness of d as a perfect absorber. Its permittivity and permeability can be
described by

εðuÞ ¼ εN þ u2
p

u2
0 � u2 � iug

; (9.74)

mðuÞ ¼ mþ u2
mp

u2
m0 � u2 � iugm

; (9.75)

where up is the plasma frequencies, u0 is the center frequencies of the oscillator, g is
the damping frequencies, and εN is the static permittivity at infinite frequency. As a
perfect absorber, ε(u) ¼ m(u), the parameters in ump, um0, gm, and mN in the
magnetic oscillator Eqn (9.74) are equal to those corresponding parameters in
Eqn (9.75). Here we take up ¼ ump ¼ 2p � 1.25 THz, u0 ¼ um0 ¼ 2p � 1.0 THz,
g ¼ gm ¼ 2p � 0.1 THz, and εN ¼ mN ¼ 1.0.

The permittivity and permeability of such a magneto-dielectric Lorentz oscillator
layer described by Eqns (9.74) and (9.75) are shown in Figure 9.23. The permittivity
and the permeability are exactly the same, enabling perfect impedance matching and,
therefore, no reflection (R ¼ 0). At the resonance u ¼ u0, the loss is extremely high.
No transmission occurs (i.e., T ¼ 0) and absorption is equal to 1 (A ¼ 1). Therefore,
the medium works as a perfect absorber at u0. If we put a metal film under this me-
dium, then the transmittance and reflectance at u0 are still zero. At other frequency
ranges, transmission is zero (T ¼ 0) and reflection is equal to 1 (R ¼ 1) because all
of the transmitted waves are reflected by the metal film.

The task for metamaterials is how to realize a material for which the permittivity and
permeability are equal to each other and with high loss. In the NIM part, Lorentz-type
permeability was produced by using SRR. In the resonance range, there is a peak of the
imaginary part of the permeability. Then, the next step is to produce a Lorentz-type
permittivity that has the same value as the permeability. In 2008, the first experimental
demonstration of such an metamaterial perfect absorber (MPA) was realized in the giga-
hertz microwave range, which utilized a metamaterial two-dimensional electric ring
resonator (ERR) structure over a cut-wire medium separated by a dielectric layer [146].

Figure 9.24 shows a single unit cell of the metamaterial absorber consisting of two
distinct metallic elements. The ERR, which was composed of two standard SRRs
sharing one side of the ring, is used to supply the electric resonance. This ERR com-
bined with the cut wire induces magnetic coupling when the H field is polarized
perpendicular to the cut wire. A magnetic flux is created by circulating charges perpen-
dicular to the propagation vector. The magnetic response can be tuned by changing the
geometry of the cut wire and the separation between the cut wire and ERR without
changing the ERR. Therefore, we can decouple ε and m, individually tune each reso-
nance so that ε ¼ m, and thus create an impedance near the free space value. Then,
100% absorbance can be realized. This structure experimentally shows a very excel-
lent performance of 99.9972% absorbance.
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After this, perfect metamaterial absorbers were also realized in terahertz and
infrared ranges using a similar design [147,148]. However, the perfect metamaterial
absorbers have a serious problem in the narrow bandwidth. The high loss of the meta-
material is usually obtained by resonance, which occurs in a narrow frequency range.
The general way to solve this problem is to put more resonators into the metamaterial
layer so that there are more resonances in an operating frequency range, as shown in
Figure 9.25 [149].
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Figure 9.23 (a) Absorbance (red), transmittance (blue), and reflectance (green) for a
magneto-dielectric medium of thickness d. (b) Real (dark gray) and imaginary (light gray)
portions of the permittivity and permeability of the magneto-dielectric material. (c) Absorbance
(red), transmittance (blue), and reflectance (green) for a magneto-dielectric medium backed by a
metallic ground plane [145].
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In summary, we discussed the basic theory of the metamaterials-based perfect
absorber. A metamaterial with equal permittivity and permeability enables a perfect
impedance matching with the surrounding medium, thus eliminating reflection from
the absorber, whereas high losses enable total absorption of the incident wave.
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In addition, the working bandwidth of the metamaterial absorber can be greatly broad-
ened by using a multiresonator structure.

9.4.2 Transformation optics-enabled metamaterials devices

The immense potential of refractive index engineering in metamaterials can be further
exemplified by recent progress in the field of transformation optics that enabled novel
opportunities in the design of graded-index structures [150e161]. First applied to the
development of the cloak, the transformation method is now considered a very general
and powerful design tool that offers unparalleled opportunities for controlling light
propagation through careful refractive index engineering.

The basic idea of the transformation method [150,162,163] is that, to guide waves
along a certain trajectory, either the space should be deformed, assuming that material
properties remain the same, or the material properties should be properly modified.
The latter approach is typically used. Under a coordinate transformation, the form
of Maxwell’s equations should remain invariant, whereas new ε and m would contain
the information regarding the coordinate transformation and the original material
parameters. To design a particular property/light trajectory, it is possible to design
an anisotropic material with prescribed components of permittivity and permeability
tensors calculated through a particular coordinate transformation.

The general design approach using the transformation method includes two main
steps. In the first step, a coordinate transformation of the space with the desired prop-
erty is built. In the next step, a set of material properties is calculated that would realize
this property of the transformed space in the original space using the following
equations:

ε
i0j0 ¼

���det�Li0
i

�����1
Li0

i L
j0
j ε

mi
0j0 ¼

���det�Li0
i

�����1
Li0

i L
j0
j m

i; j ¼ 1; 2; 3; (9.76)

where it is assumed that the original space is isotopic, that transformations are time
invariant, and that La0

a ¼ vxa
0

vxa are the elements of the Jacobian transformation matrix.
Recently, various functionalities and novel device applications enabled by this

approach have been proposed, including light concentrators and lenses,
gradient-index waveguides and bends, black holes, and even illusion devices
[156e161]. Some of these devices are illustrated in Figure 9.26. Unfortunately,
many of these devices, including the first cloaking devices, were inherently narrow-
band. Indeed, because the refractive index of the cloaking shell was designed to vary
from 0 to 1, the phase velocity of light inside of the shell is greater than the velocity
of light in a vacuum. Although this condition itself does not contradict any law of phys-
ics, it implies that the material parameters must be dispersive. Therefore, one of the
remaining challenges is the realization of broadband transformation optics-based
applications.
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To address this challenge, the transformation method was applied to design a broad-
band cloaking device that functions in the wavelength multiplexing manner shown in
Figure 9.27 [164]. The basic idea can be understood as follows. Because the aniso-
tropic constituent materials of a cloak for one wavelength cannot be transparent at
other frequencies, cloaks for all of the wavelengths being considered have to share
the same outer boundarydthe physical boundary of the device. However, the inner
boundary and transformation for each operating wavelength are unique, as shown in
Figure 9.27(a)e(c).
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Figure 9.27 Simulated schematic of a cloaking system for multiple wavelengths or a finite
bandwidth, with u1 > u2 > u3, shown in (aec), respectively [164].
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Recently, two very different designs of optical cloaks that address the narrowband
issue were proposed and experimentally demonstrated. One of them is a “carpet” cloak
that is made of a dielectric and operates in a broad range of wavelengths [165e168].
The basic idea behind this approach is illustrated in Figure 9.28. The carpet cloak com-
presses an object in only one direction into a conducting sheet. When the object is
placed under a curved reflecting surface with the carpet cloak on top of it, the object
appears as if it was the original flat reflecting surface, so it is hidden under a “carpet.”
This approach avoids both material and geometry singularities. The cloak region is
obtained by varying the effective refractive index in a two-dimensional space. This in-
dex profile is designed using quasiconformal mapping. The carpet cloaking approach
solves several problems associated with other approaches. The approach can be imple-
mented using nonresonant elements (e.g., conventional dielectric materials) and there-
fore allows for low-loss, broadband cloaking at optical wavelengths. Indeed, this
approach was already demonstrated in a broad range of optical wavelengths extending
from 1400 to 1800 nm.

In yet another approach, the metamaterial requiring anisotropic dielectric permit-
tivity and magnetic permeability was emulated by a specially designed tapered wave-
guide [169]. It was shown that the transformation optics approach allows us to map
a planar region of space filled with an inhomogeneous, anisotropic metamaterial
within an equivalent region of empty space with curvilinear boundaries (a tapered
waveguide).

This approach leads to low-loss, broadband performance in the visible wavelength
range. The cloak consists of a double convex glass lens coated on one side with a gold
film placed with the gold-coated side down on top of a flat, gold-coated glass slide. The
air gap between these surfaces can be used as an adiabatically changing waveguide. It
is well known that the modes of the waveguide have cutoff wavelengths. It turns out
that, for a particular mode in such a waveguide, the cutoff radius is given by the same
expression as that of the radius of the corresponding Newton ring. As a result, no
photon launched into the waveguide can reach an area within the radius from the point
of contact between the two gold-coated surfaces. This approach leads to low-loss,
broadband cloaking performance. Importantly, the cloak that has already been realized
with this approach was 100 times larger than the wavelength of light.

Over the last 10 years, enormous progress in the field of metamaterials has been
made. As a result, fascinating theoretical predictions were transformed into an even
more amazing reality of materials with properties far exceeding those available in na-
ture. The new material properties and device functionalities enabled by metamaterials
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Figure 9.28 Basic idea of “carpet” cloaking [165].
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technology have a strong potential for contributing to nearly all areas of fundamental
and applied science and technology, including imaging, defense, telecommunications,
optical computing, and sensing.

9.4.3 High-resolution imaging applications: hyperlens
and superlens

The resolution of traditional optical lenses (ε > 0, m > 0) is generally constrained
by the diffraction limit. This is because the evanescent wave that contains the subwa-
velength information decays exponentially with distance and is undetectable to
image by conventional lenses (Figure 9.29(a)). So far, the information carried by
evanescent waves can only be gathered by scanning near-field optical microscopy
techniques. By studying the wave propagation NIMs, Pendry showed that the
evanescent wave in NIM is magnified exponentially with distance and the subwave-
length details are retained for imaging, which could break through the diffraction
limit [170,171]. However, because of the decay of the evanescent field outside of
the NIM lens (superlens), the image of this superlens still requires the near-field
detection [172,173] (Figure 9.29(b)). Jacob indicated that an ideal optical media is
the one that is able to transfer the information carried by an evanescent wave into
a portion of the propagating spectrum. Via this conversion, propagating waves
would be detected and processed in the far field by conventional optical devices
(Figure 9.29(c)). After the theoretical computation, Jacob verified that the indefinite
medium has the ideal capability of a hyperlens [174].

Consider an EM wave propagating in vacuum along the x-axis. The electric compo-
nent of the field is given by a two-dimensional Fourier expansion:

Eðr; tÞ ¼
X
s;ky;kz

Esðky; kzÞ � expðikxxþ ikyyþ ikz � iutÞ; (9.77)

Following the Maxwell’s equations, the x component of the wave vector kx can be
written as

kx ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2c�2 � k2z � k2y

q
; u2c�2 > k2z þ k2y : (9.78)

Figure 9.29 (a) An EM wave transmitted in conventional media in propagation mode. The
evanescent part decays exponentially with distance, which is only detectable in the near field.
(b) A “superlens” amplifies the evanescent waves but does not change their decaying character.
(c) An ideal device would convert evanescent waves to propagating waves for ease of detection
and processing in the far-field [174].
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However, for larger values of the transverse wave vector,

kx ¼ þi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2z þ k2y � u2c�2

q
; u2c�2 < k2z þ k2y : (9.79)

Thus, these evanescent waves decay exponentially with distance x and subwave-
lengthed detail is missing.

In the case of NIM, the wave vector is in a reversed direction, which means that the
value of the square root in Eqn (9.79) should be negative:

kx ¼ �i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2z þ k2y � u2c�2

q
; u2c�2 < k2z þ k2y ; (9.80)

If we put it in to Eqn (9.77), the amplitude of the E field shows an exponential
increase with the propagation. This way, the detailed information carried by the
evanescent wave is preserved and magnified inside of the NIM. However, after it
comes out of the NIM, the evanescent wave remains decayed exponentially in the pos-
itive material, as shown in Figure 9.29(b).

In the case of an indefinite medium (E polarized in the xz-plane), according to the
hyperbolic EFC,

k2x
εzz

þ k2z
εxx

¼ u2c�2; (9.81)

with εxx < 0. Then,

kx ¼ εzz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2c�2 � k2z

εxx

s
; (9.82)

which is constantly greater than zero. This ensures a propagation mode of the
evanescent wave in the indefinite medium, which corresponds to the portion of the
EFC with kz > u/c in Figure 9.30.

The first hyperlens was realized in 2007 [42,176]. It was a cylindrical magnifying
hyperlens composed by 16 layers of interleaved Ag/Al2O3, which was able to show
anisotropy between the radial and tangential direction of the cylinder. Therefore, the
EFC of such a concentric column structure in Figure 9.31(a) is

k2r
ε0

þ k20
εr

¼ u2c�2; (9.83)

where εr is the radial permittivity and εq is the tangential permittivity. The strong
anisotropy between the tangential and radial directions (εr < 0, εq > 0) enables
propagation of the evanescent wave along the radial direction.

In the experiment, a subdiffraction-limited object of “ON” split (split width ¼ 40 nm,
average distance ¼ 200 nm) was inscribed into the chrome layer located on the inner
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Figure 9.31 Optical hyperlens based on anisotropic permittivity. (a) Schemes of the
high-resolution image. (b) Subdiffraction-limited object of “ON” split was inscribed into the
chrome layer located on the inner surface, and the image formed at the far field [42].
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surface. A 365-nm light illumination on the split formed an object. The object was
imaged with a hyperlens and clearly focused with an optical microscope, which demon-
strates the preservation of the subdiffraction image into the far field.

In conclusion, superlens and hyperlens are the two most promising applications of
the negative index metamaterials: NIMs and hyperbolic materials. Although the
NIM-based superlens magnifies evanescent waves, the hyperlens converts evanescent
waves into propagating waves. Both of the two give a feasible way to break the diffrac-
tion limit of conventional optics and thus realize the nanoscale imaging and nanoli-
thography using light waves.
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A dynamical, classical oscillator
model for linear and nonlinear
optics

10
M. Scalora
Charles M. Bowden Research Center, AMRDEC, RDECOM, AL, USA

In this chapter we will build and develop a self-consistent, classical oscillator model
to describe linear and nonlinear optical interactions like refraction and frequency
conversion in both centrosymmetric and noncentrosymmetric materials. In addition
to being quite ubiquitous in all of physics, the classical oscillator model of matter is
an enormously pedagogical tool that serves as a natural springboard to the descrip-
tion and understanding of quantum systems and leads to a rather detailed portrayal
of all the dynamical factors that contribute to most linear and nonlinear optical phe-
nomena. The method is endowed with causality as well as a natural degree of
self-consistency that includes linear and nonlinear material dispersions, elements
that are usually necessary to understand many of the subtleties of the interaction
of light with matter. By way of examples, using this classical approach we will
examine harmonic generation in bulk materials and in metal-based nanostructures.
In centrosymmetric materials like metals (materials composed of molecules that
lack a center of symmetry), second harmonic generation (SHG) arises mostly from
nearly free, conduction electrons (nearly free because they are confined by the metal
walls) and is due to a combination of spatial symmetry breaking (interfaces), the
magnetic portion of the Lorentz force, and, to a lesser extent, the interaction of third
harmonic (TH) and pump photons. By the same token, the third order nonlinearity
(c(3)) gives rise to most of the TH signal, while to a small degree the interaction
of pump and SH photons also produces cascaded, TH photons. The classical oscil-
lator model will be pivotal in these systems as well, where a combination of free
(Drude) and bound (Lorentz) electrons suffices to describe most linear and nonlinear
optical phenomena.

It is well known that the nonlinear polarization of a medium may be written accord-
ing to a well-established order where the electric dipole contribution is much larger
than the combination of electric quadrupole and magnetic dipole, which in turn is
much larger than the combination of electric octupole and magnetic quadrupole, and
so on. Using this classification, the lowest order contributions to the nonlinear polar-
ization of a generic medium may be written as

PðNLÞ
i ¼ c

ð2Þ;ed
ijk EiEj þ c

ð3Þ;ed
ijkl EjEkEl þ c

ð2Þ;md
ijk EjBj þ c

ð2Þ;eq
ijkl EjVkEl þ.;

(10.1)
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where the subscripts i,j,k,l are Cartesian coordinates; cð2Þ;edijk and c
ð3Þ;ed
ijkl are the tensor

components of second and third order nonlinear coefficients; the superscripts ed, md, eq
stand for electric dipole, magnetic dipole, and electric quadrupole, respectively; Ei,j,k
and Bi,j,k are the Cartesian components of the electric and magnetic fields; and the usual
summation convention has been assumed on the right-hand side. Rather than using
Eqn (10.1) as a starting point, the classical, local oscillator modeldFigure 10.1dseems
like a more natural initial step, and so one may simply begin with an equation of motion
for a charge assumed to be under the action of internal forces (damping, harmonic and
anharmonic restoring forcesdelectron on a spring, also known as the Lorentz model of
the atom) and external forces due to the applied electromagnetic fields. The charge
moves against a much more massive nucleus, which for simplicity is assumed to be at
rest. A possible, quite basic way to describe nonlinear optical processes is then to
modify the Lorentz model, described by Eqn (2.20), by introducing appropriate
nonlinear terms. For example, neglecting for the moment electric quadrupole and higher
order contributions, to the lowest order we may write

m�€rðtÞ þ g m� _rðtÞ þ k rðtÞ � m�bðrðtÞ$rðtÞÞrðtÞ ¼ eðEðr; tÞ þ _r� Bðr; tÞÞ;
(10.2)

where m* is the effective mass of the oscillator; k is the spring constant associated with
a linear restoring force; b is a coefficient associated with a nonlinear, third order
restoring force; e is the charge; and g is the damping coefficient that denotes a certain
rate at which the oscillator re-emits energy into its surroundings. Implicit in Eqn (10.2)
are two assumptions: (1) the second order bulk nonlinear response is null, i.e., the
medium is centrosymmetric; and (2) the medium is also isotropic. The anisotropy may
be reintroduced by assuming different spring constants, effective masses, and damping
coefficients in the separate spatial directions.

e

k

r

*m

Figure 10.1 Lorentz model of the atom, consisting of an electron bound to the atom by a
spring that provides a restoring force. The charge e is subject to external electric and magnetic
forces and to internal linear and nonlinear restoring forces. r is the displacement from
equilibrium.

310 Fundamentals and Applications of Nanophotonics



Before delving into the more complex aspects of wave and/or pulse propagation
phenomena, it is worthwhile to explore some of the consequences relating to the
form of Eqn (10.2). For instance, one may ask the following: how does one arrive
at a third order nonlinear optical coefficient from Eqn (10.2) to describe third har-
monic generation (THG)? For THG, incident pump photons of frequency u are
generally converted to photons at 3u. Therefore, both pump and TH photons
will be present simultaneously from the very start in the environment that enve-
lopes the oscillator. As a result, at the electron position one may write the total
field present as a superposition of fundamental frequency (FF) and TH fields as
follows:

E ¼ Eu e�iut þ E3u e�3iut þ c:c:

H ¼ Hu e�iut þH3u e�3iut þ c:c:
(10.3)

Here Hu, Eu, H3u, E3u are complex field amplitudes that for the moment are
assumed to be nearly constant in time. That is to say, we are assuming incident pulses
are at least several tens of optical cycles in duration or slowly varying in time as
compared to the optical period. As a result, a general, simplified solution for the elec-
tron displacement from its equilibrium position may also be written as a superposition
of FF and TH amplitudes that vary relatively slowly in time as compared to the optical
cycle, represented by the carrier frequency u, so that

r ¼ rue�iut þ r3ue
�3iut þ c:c: (10.4)

Substituting Eqns (10.3) and (10.4) into Eqn (10.2), retaining lowest order terms,
neglecting the magnetic term, and equating terms that oscillate at the same frequency,
one obtains

ru ¼ e

m��u2
0 � u2 þ igu

�Eu þ b�
u2
0 � u2 þ igu

�jruj2ru þ.

r3u ¼ e

m��u2
0 � 9u2 þ 3igu

�E3u þ b�
u2
0 � 9u2 þ 3igu

� ðru$ruÞru þ.

(10.5)

where u2
0 ¼ k

m� is the oscillator’s resonance frequency. It is understood that each
nonlinear contribution is much smaller than the corresponding, leading linear term.
Solutions may now be found for the amplitudes ru and r3u in Eqn (10.5). For instance,
the first of Eqn (10.5) may be recast as follows:

ru ¼ e

m��u2
0 � u2 þ igu

��
1� b

ðu2
0 �u2 þ iguÞjruj

2
�Eu: (10.6)
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Using the binomial expansion on the nonlinear denominator in Eqn (10.6)
leads to

ru ¼ e

m��u2
0 � u2 þ igu

�Eu

 
1þ b�

u2
0 � u2 þ igu

�jruj2 þ.

!
; (10.7)

which to first order in the field amplitude yields the solution

ru ¼ e

m��u2
0 � u2 þ igu

�Eu þ be3

m�3�u2
0 � u2 þ igu

�3�
u2
0 � u2 � igu

�jEuj2Eu:

(10.8a)

We can now use Eqn (10.8) to solve for the second of Eqn (10.5). Upon substitution
we find

r3u ¼ e

m��u2
0 � 9u2 þ 3igu

�E3u

þ be3

m�3�u2
0 � 9u2 þ 3igu

��
u2
0 � u2 þ igu

�3 ðEu$EuÞEu: (10.8b)

Recognizing that pu,3u ¼ eru,3u is the dipole moment and that Pu,3u ¼ Neru,3u is
the total polarization density per unit volume (N is the number of oscillators in the
volume of interest), as defined in Eqn (2.19), we may write

Pu ¼ ε0c
ð1Þ
u Eu þ ε0c

ð3Þ
u jEuj2Eu; (10.9a)

and

P3u ¼ ε0c
ð1Þ
3uEu þ ε0c

ð3Þ
3u ðEu$EuÞEu; (10.9b)

where ε0 is the permittivity of free space, and

cð1Þu ¼ Ne2

m��u2
0 � u2 þ igu

�; cð3Þu ¼ Nbe4

m�3�u2
0 � u2 þ igu

�3�
u2
0 � u2 � igu

�
(10.10)

and

c
ð3Þ
3u ¼ Nbe4

m�3�u2
0 � u2 þ igu

�3�
u2
0 � 9u2 þ 3igu

� (10.11)
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are the derived linear ðcð1Þu Þ and nonlinear ðcð3Þu;3uÞ medium susceptibilities experi-

enced by the FF and TH fields. The second part of Eqn (10.10) reveals that this
medium is endowed with nonlinear refraction, or self-phase modulation (SFM), via the

Recð3Þu portion, and by so-called two-photon absorption via the term Imc
ð3Þ
u . By the

same token, Eqn (10.11) shows that the generated TH signal experiences both

nonlinear refraction and gain/loss via the terms Recð3Þ3u and Imc
ð3Þ
3u , respectively.

Finally, the linear dielectric function of this prototype, bulk medium may be written in
terms of the linear susceptibility Eqn (10.10) as follows:

εðuÞ ¼ 1þ cð1Þu ¼ 1þ Ne2

m��u2
0 � u2 þ igu

� : (10.12)

In Figure 10.2 we plot the resulting dielectric function (Figure 10.2(a)) and index of
refraction (Figure 10.2(b)) of a fictional medium having an absorption resonance at
l0 ¼ 200 nm, damping coefficient g ¼ 4.5 � 1013 s�1 (relaxation time of order
1 ps), m* ¼ me the rest mass of the electron, and number density N ¼ 1028 m�3. At
visible and longer wavelengths the value of the dielectric constant is ε z 2, which cor-
responds to an index of refraction n ¼ ffiffiffi

ε

p
w1:41.

Before we are able to quantify the magnitude of the respective nonlinear suscepti-

bilities, cð3Þu;3u, we must first estimate the value of the nonlinear coefficient b. Equation

(10.2) contains two spring-related, internal forces acting on the charge. One may argue
that the nonlinear term becomes important when linear and nonlinear internal
spring-specific forces are of the same order of magnitude. That is to say, for a given
spring deformation or stretch r0 one should have kr0zm*bðr0$r0Þr0, which yields

bzu2
0=jr0j2. Taking u0 ¼ 2pc/l0 w 1016 s�1 and assuming that maximum spring
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Figure 10.2 Dielectric constant (a) and index of refraction (b) for the hypothetical medium
formulated in Eqn (10.12).
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deformation is comparable to the atomic diameter in question, we may assume that the

value jr0jw3 �A (typical atomic diameter) represents a large, upper estimate of the
oscillation amplitude. In Figure 10.3 we show the resulting nonlinear susceptibilities

c
ð3Þ
u;3u, as given by Eqns (10.10) and (10.11).

Given the simplicity of the model, the question that comes to mind is as follows:

how do the predicted nonlinear susceptibilities compare with known values of cð3Þu;3u?

For example, it is known that far from resonance
���cð3Þu

��� ranges from 10�21 (m/V)2

for typical dielectric materials to 10�18 (m/V)2 for semiconductors like GaAs or

GaP and to 10�15 (m/V)2 for metals like Cu and Au. While in Figure 10.3
���cð3Þu

��� is
of order 10�11 (m/V)2 near the resonance at 200 nm, far from resonance we find���cð3Þu

���w10�17 (m/V)2, an estimate that is in line with most materials. More precise

estimates may be obtained using the classical model by taking into account oscillator
strengths (i.e., effective plasma frequency for the specific material), more accurate
effective masses and atomic densities, damping coefficients, and maximum stretch
or oscillation amplitude. Finally, we note that the same strategy may be followed to

estimate the second order, nonlinear coefficients of noncentrosymmetric materials, cð2Þu .

10.1 Linear and nonlinear refraction of ultrashort
pulses: third harmonic generation

As we have seen above, the oscillator model described by Eqn (10.2) naturally con-
tains both linear and nonlinear medium responses. In this section we will study the
dynamics of an incident pump pulse as it refracts and propagates inside such a medium
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Figure 10.3 Nonlinear susceptibility for THG (left) and self-phase modulation and nonlinear
absorption (right), obtained from Eqns (10.10) and (10.11). The nonlinear dispersion
curves are very sensitive to the linear fit and the effective mass m*. We have assumed the
effective mass m* z me, the electron mass.
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and illustrate linear refraction of the pump accompanied by THG. Equation (10.2)
must be coupled to Maxwell’s equation in order for the wave to experience the
medium. In Figure 10.4 we show a geometrical arrangement that contains a Gaussian
pulse tuned to 780 nm (that is, the pulse’s carrier or center wavelength), is approxi-
mately 25 fs in duration, and is incident at 45� with respect to the normal on a surface
that separates vacuum (n ¼ 1) from a medium whose index of refraction n ¼ 2 (see
Figure 10.4). The parameters of this hypothetical medium are chosen so that it displays
little dispersion and practically no absorption [Im(n) w 0] across the spectral range of
interest, as depicted in Figure 10.4. Snell’s law predicts that a light ray or beam will
refract at an angle qz 20.7�. In Figure 10.5 we show several snapshots of the incident
pulse as it traverses the surface and settles into the medium. Scattering from the smooth
surface produces reflected (into vacuum) and transmitted (into the medium) pulses.
The spatial compression of the transmitted pulse along the direction of propagation
is due to the reduced wave velocity down to w c/2 and results in a corresponding
broadening of the pulse in k-space. Snell’s law is usually derived for incident mono-
chromatic waves and smooth surfaces. The absence of extraneous scattering elements,
apertures, or corners on the surface leads to the conservation of transverse momentum.
For a wave incident on a surface at angle qinc, conservation of the k-vector component
that points along the transverse coordinate yields n1sinqinc ¼ n2sinqref, where qref is the
angle of refraction. However, while this boundary condition is easily deduced from a
conservation law, it must already be contained implicitly within Maxwell’s equations.
So, how does one go about extracting the angle of refraction for an incident pulse,
using Maxwell’s equations? We proceed to do so next.
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outside a material of index of refraction n ¼ 2. Right: spectrum of a 25 fs pulse (solid line).
The medium is nearly dispersionless and absorptionless across the entire visible spectrum.
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The frequency makeup of a 25 fs pulse is several tens of nanometers (see
Figure 10.4), but the flat dispersion curve ensures no significant departure from Snell’s
law’s prediction for a single frequency component. Without loss of generality we may
assume the magnetic field is linearly polarized along the x-direction (transverse mag-
netic, or TM) and points into the page, as illustrated on the sketch on Figure 10.4, and
is incident at an arbitrary angle qinc. We thus expand the fields as follows:

E ¼ Eyjþ Ezk ¼
�
Eu;yðy; z; tÞeiðk$r�utÞ þ E�

u;yðy; z; tÞe�iðk$r�utÞ
	by

þ
�
Eu;zðy; z; tÞeiðk$r�utÞ þ E�

u;zðy; z; tÞe�iðk$r�utÞ
	bz;

H ¼ Hxi ¼
�
Hu;xðy; z; tÞeiðk$r�utÞ þ H�

u;xðy; z; tÞe�iðk$r�utÞ
	bx

(10.13)

where kz ¼ jkjcos qi and ky ¼ �jkjsin qi, jkj ¼ k0 ¼ u/c. This choice of carrier wave
vector indicates the pulse is at first traveling along the �y þ z directions (down the
page and to the right) and is consistent with the fact that the pulse is initially located in
vacuum. We make no other assumptions about the makeup of the envelope functions,
Eu,y(y,z,t), Eu,z(y,z,t), and Hu,x(y,z,t), which are substituted into the vector Maxwell
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Figure 10.5 Sequential snapshots that depict the refraction of the pulse in Figure 10.4 as it
happens. The transmitted pulse is flattened in the direction of propagation, as light slows down,
while the refracted pulse is attenuated but does not change its shape.
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equations and are allowed to evolve according to whatever physical boundaries and
media are present within the spatial grid. Put another way, the fields’ phase and
amplitude are allowed to evolve free of preconditions, as functions of position
and time, from an initial Gaussian centered at y0 and z0 such that

Hu;xðy; z; t ¼ 0Þ ¼ H0e
�ðz�z0Þ2

w2z
�ðy�y0Þ2

w2y , as depicted in Figure 10.4. wz and wy are the
respective spatial pulse widths along the indicated directions. Using Eqn (10.13), we
can explicitly write out the Poynting vector, which is equivalent to the electromagnetic
momentum density, in terms of the field envelope functions. Neglecting components
that oscillate at twice the carrier frequency, because they average out over an optical
cycle, the Poynting vector has two components on the y-z plane:

S ¼ E�H ¼ kSzðy; z; tÞ þ jSyðy; z; tÞ
¼ �k

h
EyH

�
x þ E�

yHx

i
þ j


EzH

�
x þ E�

z Hx
�
: (10.14a)

The Poynting vector determines the direction of energy flow, which is usually the
same as the direction of phase refraction as given by Snell’s law for isotropic, homo-
geneous bulk materials, but may be different, as is the case for anisotropic or negative
index materials. Maxwell’s equations also provide a way to extract the phase refraction
angle, which may be determined by performing a spectral decomposition of the fields
and by calculating the wave vector’s expectation value K(t) as a function of time,
namely

hKðtÞi ¼
Zky¼N

ky¼�N

Zkz¼N

kz¼�N

kjHðk; tÞj2dk: (10.14b)

One may also calculate the energy velocity as VE ¼ hSi
hUi, where U is the energy

density [Eqn (2.58)]. The brackets denote spatial averages over the volume of interest.
The solution to the problem is thus found by solving a set of coupled
Maxwell-oscillator equations, namely

V� E ¼ � vB
vt

V�H ¼ ε0
vE
vt

þ vP
vt

€Pþ g _Pþ u2
0P ¼ Ne2

m
E

(10.15)

For simplicity we temporarily neglect the nonlinear spring term and the mag-
netic portion of the Lorentz force. Substituting Eqn (10.13) into (10.15), we
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obtain a set of coupled equations for the fields, currents, and polarization
envelopes

vH~x

vs
¼ ib

�
H~x þ E

~z sin qi þ E~y cos qi
�� vE

~z

v~y
þ
vE~y
v~z

vE~y
vs

¼ ib
�
E~y þ H~x cos qi

�þ vH~x

v~z
� 4p

�
J~y � ibP~y

�
vE

~z

vs
¼ ibðE~z þ H~x sin qiÞ �

vH~x

v~y
� 4pðJ~z � ibP~zÞ

vJ~y
vs

¼ ð2ib� ~gÞJ~y þ
�
b2 þ i~gb� b20

�
P~y þ

pu2
p

u2
r

E~y

vJ
~z

vs
¼ ð2ib� ~gÞJ

~z þ
�
b2 þ i~gb� b20

�
P
~z þ

pu2
p

u2
r

E
~z

vP~y
vs

¼ J~y

vP~z
vs

¼ J
~z

(10.16)

We have used the scaled coordinates ~z ¼ z=lr, ~y ¼ y=lr , ~x ¼ x=lr , and s ¼ ct/lr,
and scaled the frequencies b ¼ 2pu/ur, b0 ¼ 2pu0/ur, and damping coefficient
~g ¼ gðlr=cÞ, where lr ¼ 1 mm is a conveniently chosen reference wavelength such
that ur ¼ 2pc/lr. We note that while the magnetic field is polarized in the x-direction,
the fields are independent of x. Although scaling the equations of motion is not of
crucial importance, it is nevertheless useful because it disentangles us from specific
wavelength ranges. Equation (10.16) is then solved in the time domain using a modi-
fied fast Fourier transform pulse propagation method, which we discuss next. Close
examination of the electric and magnetic field equations shows that they may be put
into a Schr€odinger-like form, namely

vH~x

vs
¼ VH

~x
H~x �

vE
~z

v~y
þ
vE~y
v~z

vE~y
vs

¼ VE
~y
E~y þ

vH~x

v~z
� 4p

�
J~y � ibP~y

�
;

vE~z
vs

¼ VE
~z
E
~z �

vH~x

v~y
� 4pðJ

~z � ibP
~zÞ:

(10.17)
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The potentials are VH
~x
¼ ibðH~x þ E

~z sin qi þ E~y cos qiÞ=H~x, VE
~y
¼ ibðE~yþ

H~x cos qiÞ=E~y � 4pðJ~y � ibP~yÞ=E~y, and VE
~z
¼ ibðE

~z þ H~x sin qiÞ=E~z � 4pðJ
~z�

ibP~zÞ=E~z. The equations are solvable using the classic, split-step, beam propagation
method. The split-step algorithm usually calls for the separation of free-space and
material equations and the integration of differential equations that are first order
in time. The various parts of Eqn (10.17) are already first order in time, have no ap-
proximations, can be immediately separated into free-space and material equations,
and are integrated in the time domain. The formal solutions of the free-space prop-
agator may be derived from the free-space equations, obtained by setting the effec-
tive potentials equal to zero. Then, Eqn (10.17) is Fourier transformed in space,
resulting in

v~H~x

vs
¼ �ik~y

~E
~z þ ik

~z
~E~y

v~E~x

vs
¼ ik~z

~H~x

v~E
~z

vs
¼ �ik~y

~H~x

(10.18)

Equation (10.18) may be integrated simultaneously using a midpoint trapezoidal
method, so that

~H~xðdsÞ ¼ ~H~xð0Þ �
ik~yds

2

�
~E
~zð0Þ þ ~E

~zðdsÞ
�þ ik

~zds

2

�
~Eyð0Þ þ ~EyðdsÞ

�
~E~yðdsÞ ¼ ~E~yð0Þ þ

ik
~zds

2

�
~H~xð0Þ þ ~H~xðdsÞ

�
~E
~zðdsÞ ¼ ~E

~zð0Þ �
ik~yds

2

�
~H~xð0Þ þ ~H~xðdsÞ

�
:

(10.19)

The spatial dependence of the fields is implied. Solving for ~HxðdtÞ we find

~H~xðdsÞ ¼ ~H~xð0Þ

�
1�

�
k2
~y
þk2

~z

�
ds2

4

�
�
1þ

�
k2
~y
þk2

~z

�
ds2

4

�þ
�
ik
~z
~E~yð0Þ � ik~y

~E
~zð0Þ

�
ds�

1þ
�
k2
~y
þk2

~z

�
ds2

4

� ; (10.20)

Equation (10.20) is then substituted back into the second and third parts of
Eqn (10.19) to calculate the electric fields. All fields are then inverse Fourier
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transformed. The propagation step inside the medium is performed by integrating the
material equations, also derived from Eqn (10.17), and written in terms of generic
envelope functions as

vH~x

vs
¼ ib

�
H~x þ E

~z sin qi þ E~y cos qi
�

vE~y
vs

¼ ib
�
E~y þ H~x cos qi

�� 4p
�
J~y � ibP~y

�
vE

~z

vs
¼ ibðE

~z þ H~x sin qiÞ � 4pðJ
~z � ibP

~zÞ

vJ~y
vs

¼ ð2ib� ~gÞJ~y þ
�
b2 þ i~gb� b20

�
P~y þ

pu2
p

u2
r

E~y

vJ
~z

vs
¼ ð2ib� ~gÞJ

~z þ
�
b2 þ i~gb� b20

�
P
~z þ

pu2
p

u2
r

E
~z

vP~y
vs

¼ J~y

vP
~z

vs
¼ J

~z

(10.21)

Although we have neglected magnetic currents and polarizations, which typi-
cally characterize a magnetically active or negative index material, they may be
reintroduced in a straightforward fashion. Then, an approach similar to the solu-
tion of Eqn (10.18) may be employed to solve Eqn (10.21). For instance, one
may first obtain estimates of all fields, currents, and polarizations at s ¼ ds
with a Euler method using only their initial values at s ¼ 0. Using these
estimates, the solutions for the currents are immediate and second order accurate,
as follows

J~y;~zðdtÞ ¼ J~y;~zð0Þ
�
1þ ð2ib� ~gÞ dt2 þ

�
b2 þ i~gb� b20

�
dt2
4

	
�
1� ð2ib� ~gÞ dt2 �

�
b2 þ i~gb� b20

�
dt2
4

�
þ
�
b2 þ i~gb� b20

�
P~y;~zð0Þdt þ p

u2
p

u2
r

�
E~y;~zð0Þ þ EP;~y;~zðdtÞ

�
dt
.
2�

1� ð2ib� ~gÞ dt2 �
�
b2 þ i~gb� b20

�
dt2
4

� ;

(10.22)
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where EP;~y;~zðdtÞ are first order accurate, predicted estimates of the fields at time s ¼ ds.

Once the currents are known, the polarizations may be found using the usual trape-
zoidal rule:

P~y;~zðdtÞ ¼ P~y;~zð0Þ þ
�
J~y;~zðdtÞ þ J~y;~zð0Þ

� dt
2
: (10.23)

In turn, knowledge of more accurate currents and polarization at time ds allows sec-
ond order accurate estimates of all electric and magnetic fields. The process is then
repeated several times or until suitable convergence is achieved.

We now set out to establish a standard baseline of what is meant by ordinary
refraction using the formalism developed above. In Figure 10.5 we illustrated the
case where a 25 fs pulse crosses from vacuum into a material such that the pump
experiences ε z 4 and n z 2 (see Figure 10.4). The pulse diameter (which is spec-
ified in space and then advanced in time) when the field amplitude is approximately
1/e of the on-axis value is roughly 10lr, which translates into a pulse 10 wave
cycles (lr/c) in duration. We thus avoid complications due to diffraction, at least
for short propagation distances on the order of just a few pulse widths, because
pulse width is more than several wavelengths long; the incident wave front is,
and remains, nearly plane.

As expected, in Figure 10.5 the pulse appears to become compressed into an ellipse
whose major axis is perpendicular to the direction of propagation. In the absence of
any meaningful dispersion, the energy velocity quickly acquires a value of c/2. This
slowdown largely reflects a loss in forward momentum, although part of the initial
momentum and energy are back-reflected at the interface. The energy refraction angle
(i.e., the direction of energy flow) may be calculated by monitoring the normalized,
transverse, and longitudinal electromagnetic momenta inside the medium as functions
of time:

M
~zðsÞRHS ¼ 1

c2

Z~z¼N

~z¼ 0

Z~y¼N

~y¼�N

Sxð~y;~z; sÞd~yd~z;

M~yðsÞRHS ¼ 1
c2

Z~z¼N

~z¼0

Z~y¼N

~y¼�N

S~yð~y;~z; sÞd~yd~z:

(10.24)

In Figure 10.6 we plot typical results for M
~zðsÞRHS and M~yðsÞRHS versus time in

units of 1/c2. The momenta are seen to build up until the entire pulse has entered
the medium. At steady state, the energy refraction angle may be calculated as
q
energy
ref ¼ tan�1ðM~y=M~zÞ, which in our example yields the same results predicted by

Snell’s law to at least two parts in a 1000, i.e., qref z 20.7�. On the other hand, the
phase refraction angle may be calculated using Eqn (10.15) as
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q
phase
ref ¼ tan�1ðK~y=K~zÞ and is identical to the energy refraction angle up to three dec-

imal places. The differences are likely due mostly to numerical round-off and to a
lesser extent to finite pulse bandwidth.

Having established a connection between phase and energy refraction, we are now
ready to re-examine the dynamics by introducing a nonzero b-coefficient in Eqn (10.2).
The analysis following Eqn (10.2) demonstrated that the presence of a third order
nonlinear term leads to a combination of nonlinear refraction and absorption for the
pump and the appearance of a TH signal, as represented by effective, complex
nonlinear coefficients. In Figure 10.7 we display the results when jbjz 10�9.
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Figure 10.7 (a) Incident and scattered (transmitted and reflected) pump pulses. (b) Generated
TH signal. The transmitted portion contains two signals: the inhomogeneous portion, which
leads and is locked to the transmitted pump pulse, and the homogeneous signal, which lags and
travels with the actual dispersion of the material at the TH wavelength. Absorption is neglected.

–1 ×107

0

1 ×107

2 ×107

3 ×107

0 0.5 ×10–13 1.0 ×10–13 1.5 ×10–13
–22

–21

–20

–19
Transverse momentum

Longitudinal momentum

Refraction angle

Time (sec)

M
om

en
tu

m

E
ne

rg
y 

re
fra

ct
io

n 
an

gl
e 

(d
eg

re
es

)

Figure 10.6 Total transverse and longitudinal momenta versus time of a pulse as it traverses into
a medium, as in Figure 10.5. The total momentum vector points in a direction determined by
q
energy
ref ¼ tan�1ðM~y=M~zÞ, which is the direction of energy flow.
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In Figure 10.7(a) we exhibit two snapshots of the pump’s magnetic field intensity at
s ¼ 0 (incident pulse) and at some time after it has crossed the interface of our hypo-
thetical medium (transmitted and reflected pulses). In Figure 10.7(b) we show the scat-
tered TH signal corresponding to the final pump pulse snapshot. In addition to the
reflected pulse, two separate, transmitted, TH pulses are visible, one precisely overlap-
ping the pump pulse and the other lagging behind, traveling at a slower speed (as the
enhanced pulse compression suggests) and in a slightly different direction.

The fact that for oblique incidence the TH signal presents two spatially separated
solutions has been known for a long time. The presence of two separate pulses of
the same frequency that appear to travel separately should not be surprising, as may
be ascertained by performing a simple analysis of the differential equations that govern
the dynamics. As we have seen above, the third order term in Eqn (10.2) leads directly

to a TH field equation having the dominant, nonlinear driving term PNL
3u ¼ ε0c

ð3Þ
3uE

3
u.

Let us now consider a particular scenario of Eqn (10.16) that corresponds to incident
plane waves, which allows us to set terms that contain time derivatives equal to zero and
thus convert the pulses into beams. Then, elimination of the magnetic field equation
leads directly to the Helmholtz equation for the TH field amplitude inside the medium:

V2E3u þ 9n23uu
2

c2
E3u ¼ � 9u2

c2
ε0c

ð3Þ
3uE

3
ue

3ik$r; (10.25)

where k is the pump wave vector inside the medium, and n3u is the index of refraction
at the TH frequency. For simplicity we have assumed that the pump remains undepleted
and of nearly constant amplitude throughout the medium. The general solution of Eqn
(10.25) may be written as a superposition of two particular solutions: (1) the homo-
geneous solution, found by setting the right-hand side of Eqn (10.25) equal to zero,
characterized by a TH signal propagating freely according to material dispersion; and
(2) the inhomogeneous or driven solution, with a TH field characterized by a wave
vector equal to three times that of the pump, or 3k, and propagating according to the
same dispersion that characterizes the pump. In short, the two signals that we observe
in Figure 10.7(b) correspond to the homogeneous solution (the lagging pulse, which
experiences the expected material dispersion with a higher index of refraction and
smaller energy velocity) and the inhomogeneous pulse, which is trapped by the pump
and thus appears to propagate and refract inside the medium with the same charac-
teristics as the pump. Indeed, a study of the phase of the fields in Figure 10.7 reveals that
the TH pulse is phase-locked to the pump. Put another way, the trapped TH signal is
forced to refract in the direction of the pump, which for all intents and purposes
means that the generated harmonic acquires the dispersive properties of the pump.

The dramatic significance of the pump coaxing the TH pulse to behave according to
pump dispersion may be further augmented if the medium is assumed to be absorptive
at the TH wavelength and continues to be transparent for the pump pulse. One may
surmise that if indeed the phase-locked, TH signal propagates with the properties of
the pump pulse, then it should follow that if absorption is present only at the TH wave-
length the homogeneous pulse should be quickly absorbed, leaving the phase-locked
component unscathed as it is intimately tied to the dynamics of the pump pulse.
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In Figure 10.8 we repropose the dynamic already shown in Figure 10.7, except that
now dispersion has been augmented by strong absorption at the TH wavelength.
In practice, this means reducing the oscillator’s resonance closer to the TH wavelength.
The material is still mostly transparent at the pump carrier wavelength. As predicted,
Figure 10.8(b) shows that only the phase-locked signal clearly survives the presence of
absorption at the TH wavelength for the reason that we have outlined, i.e.,
phase-locking induced transparency at the harmonic wavelength, regardless of mate-
rial dispersion/absorption at the generated signal’s wavelength.

10.2 Second and third harmonic generation

While centrosymmetric metals do not display a bulk, dipolar, second order nonline-
arity, i.e., c(2) ¼ 0, they possess a large third order nonlinear susceptibility, c(3).
SHG is most often examined as the direct product of the interaction of an incident field
with free electrons only, with secondary contributions of bound electrons applied only
to the linear dielectric constant. However, just as the linear dielectric constant is
affected by both free electrons and interband transitions from electrons in the valence
band, SHG can also arise from both conduction and inner-core electrons, due to a com-
bination of spatial symmetry breaking (the mere presence of interfaces), the magnetic
portion of the Lorentz force, to a lesser extent the interaction of TH and pump photons
(down-conversion), and other effective nonlinearities induced by quantum tunneling
mechanisms if metal components are in close proximity. By the same token, the third
order nonlinearity, c(3), arising from bound charges generates most of the TH signal,
subject to screening due to free-electron spill-out effect and geometrical consider-
ations. To a much smaller degree, the interaction of pump and SH photons also
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Figure 10.8 Same as Figure 10.7, except that the medium is now assumed to be highly
absorptive at the TH wavelength. The transmitted SH signal is composed of only the
inhomogeneous components, which continues to be locked to the pump and survives because the
TH components travel with pump attributes. The homogeneous TH signal that lags in
Figure 10.7 is now completely absorbed.
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produces cascaded THG. Therefore, the classical, nonlinear oscillator model is pivotal
in these systems, where a combination of free (Drude) and bound (Lorentz) electrons
generally suffices to describe second and third order processes.

The influence of bound electrons to the linear dielectric constant and SHG is felt
most in the visible and near infrared (IR) ranges. The uppermost filled valence level
of silver, for example, is the 4 d10 orbital, with 10 available bound electrons that
may be modeled using Lorentz oscillators. All electrons are assumed to be under
the influence of electric and magnetic forces, so that the dynamics that ensues in
the metal and the dielectric contains surface and volume contributions
simultaneously.

10.3 Free electrons

The description of free electrons inside the metal is mediated by an expanded form of
the Drude model, which takes the following form:

m�dv
dt

þ gm�v ¼ eEþ v�H� Vp

n
; (10.26)

where m* is the effective mass of conduction electrons and n is their density; v is the
electron velocity; E and H are electric and magnetic fields, respectively; and p is the
electron gas pressure (the “gas” is confined by the metal walls). Since free electrons are
not confined to any specific atomic site, the temporal derivative of the velocity in
Eqn (10.26) is also position-dependent, as follows:

dv
dt

¼ vv
vt

þ ðv$VÞv; (10.27)

so that Eqn (10.26) becomes

vv
vt

þ ðv$VÞvþ gv ¼ e
m� Eþ e

m� v�H� Vp

nm� : (10.28)

Identifying the current density with J ¼ nev makes it possible to rewrite
Eqn (10.28) as

vJ
vt

� _n

n
Jþ J$V

�
J
ne

�
þ gJ ¼ ne2

m� Eþ e
m� J�H� Vp

nm� : (10.29)

After defining _Pf ¼ J, Eqn (10.29) becomes

€Pf � _n

n
_Pf þ

�
_Pf $V

�� _Pf

ne

�
þ g _Pf ¼ ne2

m� Eþ e
m� _Pf �H� eVp

m� : (10.30)
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For free electrons the continuity equation _nðr; tÞ ¼ �1
eV$

:
Pf supplements the equa-

tions of motion and may be integrated directly to yield

nðr; tÞ ¼ n0 � 1
e
V$Pf ; (10.31)

where n0 is the background, equilibrium charge density, and the initial value of the
polarization is Pf (r,t ¼ 0)h 0 in the absence of any applied fields. Assuming that any
local variations in the charge density are small as compared to the density itself, i.e.,
jn0j[j�1

eV$Pf j, then the ratio _n=n may be expanded in powers of 1/(n0e) to obtain

_n

n
¼ � 1

n0e
V$ _Pf

�
1� 1

n0e
V$Pf

��1

w� V$ _Pf

en0
� 1

n20e
2

�
V$ _Pf

�ðV$Pf Þ þ w

 
1

n30e
3

!
þ.

(10.32)

Substituting Eqn (10.32) back into Eqn (10.30) and neglecting terms of order
(1/n0e)

2 and higher we have

€Pf þ g _Pf ¼ n0e2

m� E� e
m� EðV$Pf Þ þ e

m� _Pf �H

� 1
n0e


�
V$ _Pf

�
_Pf þ

�
_Pf $V

�
_Pf
�� eVp

m� :

(10.33)

The specific impact of pressure is seldom considered in the dynamics but may be
treated either classically or quantum mechanically. If we assume that electrons form
of a classical ideal gas, then the pressure equation may be written simply as p ¼ n
KBT, where KB is the Boltzmann constant and T is the temperature. The gradient of
p in Eqn (10.33) becomes the gradient of n, which in turn may be related to the macro-
scopic polarization as follows:

� eVp
m� ¼ � e

m� KBTV

�
n0 � 1

e
V$Pf

�
¼ KBT

m� VðV$Pf Þ: (10.34)

In the quantum regime, the pressure takes the form p ¼ p0(n/n0)
b, where

b ¼ (D þ 2)/D and D is the dimensionality of the problem. For D ¼ 3, we have
p ¼ p0(n/n0)

5/3, where p0 ¼ n0EF, EF is the Fermi energy, and n0 is the equilibrium
charge density. The leading pressure terms are

� eVp
m� ¼ � ep0

m�n5=30

5
3
n2=3Vn

¼ � 5
3

en0EF

m�n5=30

n2=3Vnz
5
3
EF

m�VðV$Pf Þ � 10
9

EF

m�
1
n0e

ðV$Pf ÞVðV$Pf Þ:

(10.35)
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A comparison between Eqns (10.34) and (10.35) shows that the quantum model
intrinsically contains the classical, ideal electron gas contribution and a nonlinear
quantum correction that leads to harmonic generation. If we once again scale the equa-
tion of motion as before, Eqn (10.33) becomes

€Pf þ ~g _Pf ¼ r
n0e2

m�

�
l0

c

�2

E� el0
m�c2

EðV$Pf Þ þ el0
m� c

_Pf �H

� 1
n0el0


�
V$ _Pf

�
_Pf þ

�
_Pf $V

�
_Pf
�þ 5

3
EF

m�c2
VðV$Pf Þ

� 10
9

EF

m�c2
1

n0el0
ðV$Pf ÞVðV$Pf Þ:

(10.36)

In addition to the magnetic Lorentz force ðel0=m�cÞ _Pf �H, we have an explicit
quadrupole-like Coulomb term that arises from the continuity equation
�ðel0=m�c2ÞEðV$Pf Þ, convective terms proportional to ½ðV$ _Pf Þ _Pf þ ð _Pf $VÞ _Pf �, and
linear and nonlinear pressure terms proportional to VðV$Pf Þ and ðV$Pf ÞVðV$Pf Þ,
respectively. For silver, the Fermi velocity vF w 106m/s so that ðEF=m�c2Þw10�5.
If for the moment we neglect all nonlinear contributions, Eqn (10.36) becomes

€Pf þ ~g _Pf ¼ n0e2

m�

�
l0

c

�2

Eþ 5
3

EF

m�c2
VðV$Pf Þ: (10.37)

Expanding the terms on the right-hand side of Eqn (10.37) shows that the pressure
couples orthogonal, free electron polarization states and introduces a dynamical anisot-
ropy. Put another way, the effective dielectric constant depends not only on frequency
but also on the spatial derivatives of the polarization field, i.e., ε ¼ ε(u,k), a situation
that is usually referred to as nonlocality. Therefore, from a practical point of view one
can easily see that electron gas pressure can dynamically modify the linear dielectric
function of the metal, especially near its walls, should the fields become strongly
confined and/or their derivatives be large enough (i.e., near sharp edges, corners, or
in resonant, subwavelength cavities) to introduce large, evanescent k-vectors. The
typical result is a blue-shift of transmission, reflection, and absorption spectra. The
same is true for the nonlinear term: its magnitude could perturb Coulomb, Lorentz,
or convective terms at high enough intensity and/or if large enough k-vectors are
excited. Finally, we note that a decomposition of the fields into fundamental, second,
and TH components causes Eqn (10.36) to split into three complex equations.

10.4 Bound electrons

Unlike free, conduction electrons, inner-core electrons respond to internal, linear, and
nonlinear restoring forces, as described in Eqn (10.2), and they are not free to leave
their atomic sites. The approach that we pursue differs slightly from the development
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that follows Eqn (10.2) above, because we introduce harmonic components generated
by the free electron gas. In Figure 10.9(a) we plot the dielectric response of silver
reported in Palik’s handbook, along with a possible fit using one Drude and two
Lorentz oscillators, as follows:

εð~uÞ ¼ 1� 6:9652

~u2 þ i0:0573~u
� 4:252

~u2 � 3:752 þ i1:42~u
� 5:52

~u2 � 52 þ i1:42~u
:

(10.38)

Here ~u ¼ 1=l, where l is in microns. A comparison of the curves reveals reason-
ably good agreement in the range of interest (200e1200 nm). In Figure 10.9(b) we
compare Palik’s data only with the Drude term in Eqn (10.38). It is evident that purely
Drude (free electron) behavior occurs at wavelengths approaching and exceeding
1 mm. In the near IR, visible, and UV portions of the spectrum inner-core contributions
to the dielectric constant become dominant.

Following Eqn (10.2), Newton’s second law for two separate bound species of core
electrons leads to two equations of motion for bound charges that read as follows:

€P1 þ ~g01 _P1 þ ~u2
01P1 � b1ðP1$P1ÞP1 ¼ n01e2l

2
0

m�
b1c

2 Eþ el0
m�
b1c

_P1 �H; (10.39)

€P2 þ ~g02 _P2 þ ~u2
02P2 � b2ðP2$P2ÞP2 ¼ n02e2l

2
0

m�
b2c

2 Eþ el0
m�
b2c

_P2 �H: (10.40)

Here P1,2 ¼ n01,02er1,2 are the polarizations; r1,2 are the bound electron’s positions
relative to an equilibrium origin; and _P1;2 ¼ n01;02e _r1;2 are the bound current
densities. To summarize, Eqn (10.36) is an augmented Drude model that describes
free electrons inside the metal and Eqns (10.39) and (10.40) portray two separate
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Figure 10.9 (a) Bulk silver data and the function in Eqn (10.38). (b) Palik’s data as compared to
a Drude-only contribution, i.e., Eqn (9.12) minus the Lorentz components. Both (a) and
(b) suggest the importance of the Lorentz contributions even in the near IR region.
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bound electron species, each subject to internal and external forces. Each electron
species has its own damping rate ð~gf ; ~g01; ~g02Þ, effective mass ðm�

0;m
�
b1;m

�
b2Þ, density

(n0f, n01, n02), and, in the case of bound electrons, resonance frequency ð~u2
01; ~u

2
02Þ as

well as associated nonlinear third order coefficient

�
~b1 ¼ b1

l2r
n201e

2c2;
~b2 ¼ b2

l2r
n202e

2c2

�
.

For simplicity, we have chosen to operate in two spatial dimensions plus time, so that

the operator Vh v

vz

ˇbk þ v

vy

ˇbj, as the fields are assumed to be independent of bx.
Let us now consider one of the two bound oscillator species. In order to arrive at

Eqns (10.39) and (10.40), let rb represent one or the other bound electron position.
Then, up to the TH frequency, the fields at the electron’s position rb may be written as

E ¼
�
Eue

iðk$rb�utÞ þ E�
ue

�iðk$rb�utÞ þ E2ue
2iðk$rb�utÞ þ E�

2ue
�2iðk$rb�utÞ

þ E3ue
3iðk$rb�utÞ þ E�

3ue
�3iðk$rb�utÞ

	
H ¼

�
Hue

iðk$rb�utÞ þH�
ue

�iðk$rb�utÞ þH2ue
2iðk$rb�utÞ þH�

2ue
�2iðk$rb�utÞ

þH3ue
3iðk$rb�utÞ þH�

3ue
�3iðk$rb�utÞ

	
:

(10.41)

Expanding the fields in powers of k$rb and retaining only first order terms, we have

E ¼

0BBB@
Eu e�iutð1þ ik$rb þ.Þ þ E�

u eiutð1� ik$rb þ.Þ
þE2u e�2iutð1þ 2ik$rb þ.Þ þ E�

2u e2iutð1� 2ik$rb þ.Þ
þE3u e�3iutð1þ 3ik$rb þ.Þ þ E�

3u e3iutð1� 3ik$rb þ.Þ

1CCCA;

(10.42)

and similarly for the magnetic field. The solutions for the electron’s position and its
derivatives are

rb ¼ ru e�iut þ r2u e�2iut þ r3u e�3iut þ c:c:; (10.43)

_rb ¼ ð _ru � iuruÞe�iut þ ð _r2u � 2iu r2uÞe�2iut þ ð _r3u � 3iur3uÞe�3iut þ c:c:;

(10.44)

€rb ¼ �
€ru � 2iu _ru � u2ru

�
e�iut þ �€r2u � 4iu _r2u � 4u2r2u

�
e�2iut

þ �€r3u � 6iu _ru � 9u2ru
�
e�3iut þ c:c:

(10.45)

We do not assume slowly varying envelope functions, and all temporal and spatial
derivatives will be retained. Neglecting for the moment the nonlinear restoring force,
substitution of Eqns (10.41)e(10.45) into Eqn (10.2), for example, leads to
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€ru þ ðgb � 2iuÞ _ru þ �u2
0 � u2 þ igbu

�
ru ¼ e

m�
b

0BBBBBBBBBBBBBB@
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� ik$r2u E�
u

� 2ik$r3u E�
2u
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þE3u

þik$r2u Eu
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1A
(10.46)

Finally, we simplify Eqn (10.46) if we identify Pb,u ¼ n0beru, Pb,2u ¼ n0ber2u, and
Pb,3u ¼ n0ber3u and make the following assumptions:

ik$n0beruzV$Pb;u 2ik$n0ber2uzV$Pb;2u 3ik$n0ber3u zV$Pb;3u :

(10.47)
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Then, Eqn (10.46) becomes
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The scaled coefficients are ~gb;Nu ¼ ðgb � NiuÞ lrc , ~u2
0;b;Nu ¼ ðu2

0 � ðNuÞ2þ
igbNuÞ l

2
r
c2, where N is an integer that denotes the given harmonic. We emphasize

that all envelope functions in Eqn (10.48) are allowed to vary rapidly in space and
time, as demonstrated by the presence of spatial and temporal derivatives up to all
orders of dispersion.

The description of nonlinear c(3) contributions is usually done beginning with the
general expansion of the third order polarization as follows:

Pð3Þ
NL;i ¼

X
j¼1;3

X
k¼1;3

X
l¼1;3

ci;j;k;lEjEkEl (10.49)

However, having foregone the direct implementation of c(3), and having opted
instead for the use of dynamic terms, Eqn (10.49) becomes

Pð3Þ
NL;i ¼ �

X
j¼ 1;3

X
k¼ 1;3

X
l¼ 1;3

bi;j;k;lPjPkPl: (10.50)

For example, for a material like GaAs, having cubic symmetry of the type 43m,
Eqn (10.50) reduces to

Pð3Þ
NL;x ¼ bð3ÞxxxxP

3
x þ 3bð3ÞxxyyP

2
yPx þ 3bð3ÞxxzzP

2
z Px

Pð3Þ
NL;y ¼ bð3ÞyyyyP

3
y þ 3bð3ÞxxyyP

2
xPy þ 3bð3ÞyyzzP

2
z Py

Pð3Þ
NL;z ¼ bð3ÞzzzzP

3
z þ 3bð3ÞzzxxP

2
xPz þ 3bð3ÞzzyyP

2
yPz

(10.51)

For metals the situation is comparable, except that for isotropic crystal symmetry
the relations between the tensor components allow one to more simply write

Pð3Þ
NL;x ¼ bð3ÞAg

�
P3
x þ P2

yPx þ P2
z Px

	
Pð3Þ
NL;y ¼ bð3ÞAg

�
P3
y þ P2

xPy þ P2
z Py

	
Pð3Þ
NL;z ¼ bð3ÞAg

�
P3
z þ P2

xPz þ P2
yPz

	 (10.52)

Adding each component in Eqn (10.52) to the respective components of
Eqn (10.48) leads to nonlinear contributions to all harmonic components, with self-
and cross-phase modulation and up- and down-conversion, along with terms that taken
together with Eqn (10.36) can couple orthogonal polarization states. Phase modulation
of the pump field is always important, especially in situations where the local field
intensity can be amplified hundreds or perhaps thousands of times relative to its inci-
dent value. Equations (10.36) and (10.48) thus form a set of coupled equations that
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describe free and bound charges that give rise to second and THG in metallic (centro-
symmetric) structures of arbitrary geometry and are valid in the pulsed regime.

In Figure 10.10 we show the two examples that we have investigated: a bare silver
layer (top) and an opaque plasmonic grating (bottom panel). For each structure in
Figure 10.10 we also show the corresponding linear transmission, reflection, and ab-
sorption spectra obtained at normal incidence. Worthy of note is the narrow, plasmonic
reflection resonance displayed by the grating.

At resonance, the plasmonic grating is able to confine the field in close proximity to
the surface, producing an intense field near internal and external corners. A bound
wave travels along the grating, with an evanescent tail that spills inside the metal,
which in turn absorbs all the incident energy, resulting in near-zero reflections.

In Figure 10.11 we show the results of vectorial, nonlinear calculations performed
using incident Gaussian pulses approximately 50 fs in duration for metal layers and
approximately 700 fs for the grating in order to resolve the narrow resonance; peak

field intensity is approximately 2 GW/cm2; and ~b1 ¼ ~b2 ¼ u2
0l

2
r

r20n
2
01e

2c2 ¼ 10�6. We

compare reflected, TH conversion efficiencies at normal incidence for the two struc-
tures depicted in Figure 10.10. The increased conversion efficiency versus decreasing
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Figure 10.10 Top row: a single silver layer, t ¼ 10 nm; Bottom row: silver grating with
p ¼ 1030 nm, a ¼ 300 nm, h1 ¼ 45 nm, and h2 ¼ 200 nm. The respective transmission,
reflection, and absorption spectra at normal incidence are depicted to the right of each object.
The grating displays zero transmission and is not shown. The field is incident from the left and
polarized as shown.
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wavelength for the smooth 10 nm- and 50 nm-thick metallayers may be understood in
terms of increased penetration depth, which is more pronounced for thinner layers and
shorter wavelengths, or a combination of both. The results in Figure 10.11 suggest that
plasmon-assisted THG mediated by the grating yields the largest predicted conversion
efficiencies for the two types of structures we have examined, even though conversion
efficiency is large over a relatively narrow band of wavelengths. Figure 10.10 also sug-
gests that off-resonance, even the 10 nm-thick metal layer, can outperform the plas-
monic grating by several orders of magnitudes.

The angular dependence of THG from 100 nm- to 10 nm-thick metal layers is
reported in Figure 10.12. The results for the 100 nm-thick layer are very similar to
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Figure 10.11 Reflected THG conversion efficiency versus incident pump wavelength for the
structures depicted in Figure 10.10. The calculations are carried out for two different silver layer
thicknesses in order to highlight the impact of thickness on harmonic generation and for the
grating. At resonance, the plasmonic grating outperforms both metal layers by several orders of
magnitude. Off-resonance, the efficiency of the 10 nm-thick layer overtakes the grating.
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Figure 10.12 TM- and TE-polarized reflected THG conversion efficiency versus incident angle
for (a) 100 nm-thick and (b) 10 nm-thick silver layers.
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previously reported results. Our calculations yield similar results at 1064 and 850 nm
for both TE- and TM-polarized light. The peak of maximum TH conversion efficiency
shifts gradually to smaller angles as incident pump wavelength decreases, reaching 56�
at 632 nm.

The qualitative differences that we predict between thick and thin metal layers are
apparent: the 10 nm-thick layerdFigure 10.12(b)ddisplays maximum conversion
efficiency at normal incidence, along with a concurrent increase of two orders of
magnitude in conversion efficiency as compared to the 100 nm-thick layer. The
10 nm-thick layer displays improved conversion efficiencies thanks to simultaneously
improved field penetration and larger local fields that tend to concentrate inside the
metal and to exploit its bulk nonlinearity.

In Figure 10.13 we show the results for SHG for the smooth metal layers and the
grating. Once again the grating yields the largest narrow-band conversion efficiencies
near 1070 nm, the plasmonic resonance, and it is about two orders of magnitude larger
than the reflected SHG arising from the maximum SH peak displayed by the
100 nm-thick silver mirror. The silver mirror’s maximum conversion efficiency occurs
near 68� and is predicted to be larger than the conversion efficiency peaks generated by
either metal layer, notwithstanding improved field penetration in the thin layer,
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Figure 10.13 (a) SHG versus incident angle for 10 nm-thick silver and (b) a 100 nm-thick
silver mirror and incident wavelength of 850 nm. The transmitted SHG for the 100 nm-thick
layer may be neglected. (c) Transmitted and reflected SHG spectra for the grating described in
Figure 10.2. The overall enhancement the grating provides with respect to the flat-layered
structure is nearly two orders of magnitude with respect to the maximum SH peak in (b).
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testimony to the fact that SHG remains mostly a surface phenomenon. The fact that
maximum conversion efficiency of the arrangements that contain only flat metal layers
occurs off-axis is due to the nature of the intrinsic second order nonlinearities and
brings up the question of what is a reasonable benchmark for the purpose of comparing
conversion efficiencies and assessing performance.

A reasonable benchmark for SHG arising from the grating is the peak produced by
the simplest, most efficient structure, which in this case appears to be the peak of the
silver mirror at 68�. Therefore, realistic comparisons of the type we have discussed
clearly suggest that resonant plasmonic gratings and metasurfaces may indeed provide
a few orders of magnitude of enhanced performance, if compared to reasonably and
appropriately chosen benchmarks.

Problems

1. Rewrite Eqn (10.2) for a second order nonlinearity, assuming fundamental and SH fields are
present, and derive expressions equivalent to Eqns (10.10) and (10.11) for linear and second
order nonlinear dispersion.

2. The dielectric function of silver may be expressed as follows in the range 200e1200 nm:

εð~uÞ ¼ 1� ~u
2

pf

~u
2 þ i~gf ~u

� ~u
2

p1

~u
2 � ~u

2

01 þ i~g01 ~u
� ~u

2

p2

~u
2 � ~u

2

02 þ i~g02 ~u
, where ~u ¼ 1=l, where l is inmicrons,

with ~gf ¼ 0:0573, ~g01 ¼ ~g02 ¼ 1:42~upf ¼ 6:965, ~up1 ¼ 4:25, ~up2 ¼ 5:5, ~u01 ¼
3:75; ~u02 ¼ 5. Using the definitions of the scaled plasma frequency as ~u2

pj ¼ 4pn0je2l2r=

ðm�
bjc

2Þ, show that the effective bound electron masses for each of the Lorentz oscillators are

m�
b1 z 98me and m�

b2 z 58me. Assume lr ¼ 1 mm and n01 ¼ n02 ¼ 5 � 1022 cm�3.
3. Beginning with the field Eqn (10.13), derive Eqn (10.14) and expand the Poynting vector in

its various harmonic components.
4. Derive Eqn (10.16) for the fundamental field by substituting Eqn (10.13) into Eqn (10.15).
5. Derive the solutions (10.19) and (10.20) from Eqn (10.18) using the midpoint trapezoidal

method.
6. Use the definition of quantum pressure to derive Eqn (10.35).
7. Substitute the assumptions in Eqn (10.47) into Eqn (10.46) to derive the set of Eqn (10.48).
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Nanophotonic devices 11
J.W. Haus
University of Dayton, Dayton, OH, USA

εὕrhka (Eureka). Archimedes famous remark after working out the connection
between water displacement by weight and volume measurements to determine the
purity of gold coins.

The most exciting phrase to hear in science, the one that heralds new discoveries, is
not ‘Eureka!’ but ‘That’s funny.’

Isaac Asimov

The science of today is the technology of tomorrow.
Edward Teller

11.1 Introduction

Photonic devices, sometimes referred to as optoelectronic devices, are essential in
modern, high-performance applications, such as optical communications, biomolecule
sensing, and data storage and retrieval. Devices, such as light sources, detectors, modu-
lators, and amplifiers, are photonic elements commonly found in fiber communication
and data storage systems. Photonic devices are the workhorses of our optical systems,
and their operational requirements are as varied as the number of system applications.
They perform the tasks necessary to keep our information economy running. Photonic
devices are designed to encode information by gigahertz modulation of the optical field
using electro-optic nonlinear effects, while other devices route the information stream
from one point to its destination through an optical fiber communications system.

Another class of photonic devices are those developed to sense the presence of bio-
molecules. An aqueous sample with low concentrations of impurities requires a device
with high sensitivity that is reliable for use outside of the laboratory. The application of
photonic sensors to medicine demands both high-sensitivity concomitant with a low
false alarm probability. Many photonic device strategies have been proposed to detect
biomolecules at low concentrations. Those based on surface plasmon resonances
(SPRs) have become ubiquitous for laboratory studies. Since the fields are confined rela-
tively close to the surface, the angle of coupling light to the SPR is highly sensitive to the
refractive index near the metal’s surface. This has enabled the application of label-free
detection, which is a technique of covalently attaching a layer of biomolecules, such as
antibodies, to the surface. The biomolecules bind specific molecules, e.g., antigens that
specifically attach to an antibody, in the surrounding environment and change the local
properties, such as refractive index, absorption, or fluorescence yield.

Fundamentals and Applications of Nanophotonics. http://dx.doi.org/10.1016/B978-1-78242-464-2.00011-7
Copyright © 2016 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-1-78242-464-2.00011-7


Other sensors are based on resonator concepts and fabricated using nanotechnology
tools. The high-Q characteristics of the resonator concentrate the field and are expected
to increase the sensitivity of the measurements. They are expected to have a wide range
of field applications, including monitoring the food supply for pathogens and environ-
mental monitoring of water and air for pollutants. As improvements in device design
are conceived, nanofabrication will be challenged to meet the specifications. In this
chapter we highlight a few selected devices that are outcomes of nanophotonics
research; by restricting the scope of the chapter, it will be kept to a manageable length.

11.2 Semiconductor optoelectronic devices

Semiconductor materials form the basis of the remarkable evolution of electronic
devices whose development accelerated with the invention of integrated circuitry. As
discussed in earlier chapters, the tools for epitaxial deposition of thin films are available
with exquisite, atomic layer control of thin film thickness. The design of complex opto-
electronic devices includes both the electronic and photonic properties of the materials.
The diode is a common structure used in many optoelectronic device designs, whether it
is a light-emitting diode, semiconductor laser, photovoltaic device, or a photodetector.

All sources of photons are designed to operate by well-known physical principles.
The most common radiative effect is spontaneous emission, where an electron in an
excited quantum state emits a photon while making a transition to a lower energy state,
as illustrated in Figure 11.1(a). The energy of the ground and excited states are E1 and

E2 >

 >E1

(a) (b)

│

│

EQC

E

EQv

ω ω

k
→

Figure 11.1 Illustration of spontaneous emission. (a) An electron initially in an excited state
of energy E2 transitions to a lower energy state of energy E1 and at the same time emits a photon
to conserve energy. (b) Electrons in the conduction band can recombine with holes in the
valence band and emit a photon during process. The quasi-Fermi levels for the conduction and
valence bands are denoted by EQc and EQv, respectively.
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E2, respectively. The emitted photon has energy Zu ¼ E2 � E1, and energy is
conserved in the process. The electronic wave functions for the atomic or molecular
states are denoted by the “ket” notation jEai; a ¼ 1; 2; where the argument simply
denotes the energy of the state. Spontaneous emission is a ubiquitous process found
in all materials: atoms, molecules, and semiconductors. In the following section we
will explore emission and absorption in semiconductors and discuss the changes in
the optical processes due to nanoscale structures.

11.2.1 Photon emission and absorption processes

An electron and hole that occupy states in the conduction and valence bands can
recombine, specifically in semiconductors, and in the process emit a photon. Two elec-

tronic bands (conduction and valence) with momentum states
���~ki occupied by elec-

trons and holes can recombine, as shown in Figure 11.1(b), and emit a photon. The
momentum of the photon is much smaller than the electron/hole momenta, and the
transition occurs without changing the particle momenta. The conduction and valence
bands are separated by at least the band gap energy Eg. The kinetic energy of the con-

duction electrons of mass mc is Z2k2
2mc

, and the kinetic energy of the holes of mass mv

is� Z2k2
2mv

in the valence band.

The electron energy in the conduction and valence bands is

Ec

�
~k
�

¼ Eg þ Z2k2

2mc
and Ev

�
~k
�

¼ � Z2k2

2mv
: (11.1)

Conservation of energy for the electronephoton interaction dictates that the elec-
tronic transition satisfy

Zu ¼ Ec

�
~k
�
� Ev

�
~k
�

¼ Eg þ Z2k2

2

�
1
mc

þ 1
mv

�
¼ Eg þ Z2k2

2mr
: (11.2)

The massmr is dubbed the reduced mass. The minimum energy of the photons is the
band gap energy, and most of the spontaneously emitted photons have energies close
to this value. Spontaneous emission depends on the occupation probability of the elec-
tronic states. In equilibrium the occupation probability is dictated by the Fermi distri-
bution function

f ðE;EFÞ ¼ 1

ebðE�EFÞ þ 1
; (11.3)

where EF is the Fermi level and b ¼ 1/kBT, T is the temperature, and kB is Boltzmann’s
constant. The Fermi level marks the energy value where the occupation probability is a
half. The Fermi level may lie between bands as it does in undoped semiconductors
where it lies in the middle of the band gap. In doped semiconductors, the Fermi level is
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shifted toward one of the band edges; for n-doped semiconductors, the Fermi level lies
close to but below the conduction band edge, and in p-doped semiconductors it lies
near to and above the valence band edge.

The equilibrium the density of carriers in the conduction and in valence band are
denoted as n0 and p0, respectively. However, for optoelectronic devices excess car-
riers Dn ¼ Dp are injected into the active region, increasing the carrier concentra-
tion of electrons (n ¼ n0 þ Dn) and holes (p ¼ p0 þ Dn) and driving the system to
a nonequilibrium state. To operate optoelectronic devices, the injected carrier den-
sity is large, i.e., Dn [ n0, p0. However, even with a system that is far from equi-
librium, the carrier distribution is expressed using the Fermi distribution but
modified by replacing the equilibrium Fermi level with two quasi-Fermi levels,
EQc and EQv, for the conduction and valence bands, respectively.

The quasi-equilibrium approximation is used for materials where the intraband relax-
ation times are much faster than the interband transitions. For instance, hot electrons
within the conduction band will rapidly exchange energy with the lattice (w10�12 s)
and relax to the bottom of the band, while the interband transitions depend on radiative
and nonradiative processes, which are relatively slow (w10�9 s). In three-dimensional
systems with a high density of injected carriers, the quasi-Fermi levels lie inside the
bands. In these cases they are defined by the relation

Dn ¼ 2

ð2pÞ3
ZZZ

d3~k f ðE;EQaÞ; a ¼ v or c: (11.4)

At zero temperature the quasi-Fermi levels are expressed as functions of the excess
carriers; using the parabolic approximation for the energy bands, the result is

EQc ¼ Eg þ Z2

2mc

�
3p2Dn

�2=3
; (11.5)

EQv ¼ � Z2

2mv

�
3p2Dn

�2=3
: (11.6)

The energy at the top of the valence band is set to zero, and the bottom of the con-
duction band is shifted above zero by the band gap energy Eg. The quasi-Fermi levels
appearing in Figure 11.1(b) illustrate that their position can lie well within the bands.

There are two additional physical processes that play important roles in semicon-
ductor optoelectronics: absorption and stimulated emission. Both processes are depicted
in Figure 11.2. In the absorption process in Figure 11.2(a), a photon is absorbed, and the
energy and momentum are transferred to an electronehole pair created in different
bands. Stimulated emission in Figure 11.2(b) is the creation of a second photon that
is catalyzed by the presence of the first photon. The result is the clone of the photon
with the same wavelength and phase. Again, the dotted lines in Figure 11.2(b) denote
the energies of the quasi-Fermi levels, as in Figure 11.1(b).

Emission and absorption rates are calculated by applying the perturbative quantum
mechanical result called Fermi’s golden rule, which is the basis for decay rate
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calculations in quantum mechanics. For a quantum system initially in a state ji i, the
transition rate (per second) to the final state j f i is

Gif ¼ 1
V

X
f

2p
Z

jh f jHintji ij2; (11.7)

whereHint is the interaction Hamiltonian, and the sum extends over the final states. The
interaction Hamiltonian captures the connection between the electrons and the photons.
The Hamiltonian for the interaction between an electromagnetic field and the electrons
(setting the static field contribution to zero) is a generalization of Schr€odinger’s equation

in Chapter 3 (the momentum operator is~p ¼ Z
i V
!
):

H ¼ 1
2m0

�
~p� e~A

�2 þ Vð~rÞ ¼ 1
2m0

p2 þ Vð~rÞ þ Hint: (11.8)

The free mass of the electron is m0; the vector potential ~A is related to the electro-
magnetic fields by the relations

~B ¼ V
!�~A; and ~E ¼ � v~A

vt
: (11.9)

The vector potential satisfies the relation V
!
$~A ¼ 0, which is called the Coulomb or

radiation gauge. The nonlinear vector potential contribution in the interaction Hamil-
tonian is small even for concentrated laser fields and neglected, yielding

Hint ¼ � e~A$~p
m0

: (11.10)

ω
ω ω2

k
→k

→

E(b)(a) E

Figure 11.2 (a) Absorption of a photon creates occupied electron and hole states in the
conduction and valence bands. (b) An incident photon induces an electronehole recombination
event with the emission of a photon in phase with the incident photon. The dotted lines denote
the energies of the quasi-Fermi levels.
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The quantized version of the vector potential is written in a plane-wave expansion as

~A ¼
X
~K

be~K A~K

2

�
a~Ke

i~K$~r þ aþ~K e
�i~K$~r

�
: (11.11)

be~K is the polarization of the mode, and A~K is its amplitude. The operators ðaþ~K ; a~KÞ
are photon creation and annihilation operators in the plane-wave basis that satisfy the
commutation relationsh

a~K 0 ; aþ~K
i
¼ a~K 0aþ~K � aþ~Ka~K 0 ¼ d~K

0
;~K
: (11.12)

The last equality contains the Kronecker delta function, which is zero unless the
wave vectors for both photonic modes are equal when it is equal to unity. The quan-
tum states for photons can be expanded in the set of photon number statesn���nph;~KE; for all ~k; nph;~K ¼ 0; 1; 2.

o
, also called Fock states. The property of

the creation and annihilation operators acting on the Fock states is

a~K

���nph;~K	 ¼ ffiffiffiffiffiffiffiffiffiffi
nph;~K

p ���nph;~K � 1
E
;

aþ~K

���nph;~k	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nph;~K þ 1

q ���nph;~K þ 1
E
:

(11.13)

11.2.2 Density of states

The density of states (DOS) plays an important role in determining the transition rates;
the sum over final states in Eqn (11.7) can be related to the DOS, which has an impor-
tant role in the determination of the rates. The DOS is not immutable, in other words it
is not a quantity that is fixed by nature, but the DOS can be manipulated to improve
device performance. The electronic or photonic DOS in momentum space is derived
by counting up the states to a given wave number value is determined from the number
of waves confined to a box with a volume in D dimensions give as V(D) ¼ LD, where
each side of the box has a length L. The smallest component of the wave vector for
periodic boundary conditions is 2p

L . The number of modes, N(k), is calculated in
Eqn (4.24) in three dimensions by integration over the normalized volume in k-space
the number of modes is generalized to D dimensions. The DOS, as a function of wave
number, is defined by

rðkÞ ¼ 1
VðDÞ

dNðkÞ
dk

¼ s

 
1

ð2pÞD
!
UDk

D�1; (11.14)

where UD is expression for angular integrals U1 ¼ 2, U2 ¼ 2p, U3 ¼ 4p; s adds spin/
polarization degrees of freedom for the waves; and s ¼ 2 for both electrons and
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photons. The DOS has units that depend on the dimensionality dfor example, states
per cubic meter per inverse meter. The DOS is expressed in terms of the energy (e.g.,
states per cubic meter per Joule) using the relation

rðEÞdE ¼ rðkÞdk: (11.15)

The DOS in three dimensions for the carriers in the conduction band or the valence
band within the parabolic approximation for the band energies is

rcðEÞ ¼
ffiffiffi
2

p
m3=2
c

p2Z3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Eg

p
; and rvðEÞ ¼

ffiffiffi
2

p
m3=2
v

p2Z3

ffiffiffiffiffiffi
�E

p
: (11.16)

The electronic DOS are used to express the carrier densities as

nþ Dn ¼
Z

dErcðEÞf ðE;EQcÞ; (11.17)

pþ Dn ¼
Z

dErvðEÞf ðE;EQvÞ: (11.18)

For completeness, since the energyemomentum relation for photons is a linear
function, the photonic DOS in three dimensions in a medium of (real) dielectric permit-
tivity is written below. The dielectric function is expressed in terms of the real part of
the refractive index rr and the permittivity of free space ε0, as ε ¼ n2r ε0.

rphðEÞ ¼ n3r
p2Zc

�
E

Zc

�2

: (11.19)

The photonic DOS defined in Eqn (11.19) is number of photon states in an energy
decrement, dE, per unit volume per unit energy.

11.2.3 Optical properties of semiconductors

We calculate the absorption coefficient using a single plane-wave mode (say wave vec-
tor ~K0Þ for the electromagnetic field occupied by a photon number nph and the initial
wave function of the electronic system. The initial state denoting the photon mode and
the multielectronic state is

ji � ¼
���nph;ji;~k

E
: (11.20)

The final state is composed of an electromagnetic field with one less photon and an
excited electronic state:

j f � ¼ ���nph � 1;jf ;~k

E
: (11.21)
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The wave functions ji;~k and jf ;~k are the Bloch functions for the semiconductor lat-

tice (refer to Chapter 4, Supplement B). For interband transitions the semiconductor
wave function for the initial state of the electron is in the conduction band, and in
the final state it is in the valence band. They are written in the form

ji;~kð~rÞ ¼ ei
~k$~rucð~rÞ and jf ;~kð~rÞ ¼ ei

~k$~ruvð~rÞ: (11.22)

The amplitude of the quantized vector potential is defined in Eqn (11.11). Using the
interaction matrix element for photon absorption processes and the perturbative Hamil-
tonian operator the matrix element between the initial and final state is�

jf ;~kf
; nph � 1

���� e
m0

~A$~p
���nph;ji;~ki

	
¼

� e
m0

ffiffiffiffiffiffiffi
nph

p
A~K

�
jf ;~kf

���be$~p���ji;~ki

	
:

(11.23)

be is the polarization unit vector of the electromagnetic wave. The last expression
can be written as�

jf ;~kf

����be$~p����ji;~ki

	
¼ be$ZZZ d3re�i~kf $~ru�cð~rÞei~K$~r

�
�
~ki þ~p

�
ei
~ki$~ruvð~rÞ:

(11.24)

The functions fucð~rÞ; uvð~rÞg are periodic functions over the lattice period of the

unit cell, and~ki is a much more slowly varying function. The integral over the vol-
ume can be reduced to a sum over the lattice with integrals over the primitive unit
cell: ZZZ

d3re�i~kf $~ru�cð~rÞei~K$~r
�
~ki þ~p

�
ei
~ki$~ruvð~rÞ

¼
X

lattice f~Rg
e�ið~kiþ~K�~kf Þ$~R

ZZZ
unit cell

d3r u�cð~rÞ
�
~ki þ~p

�
uvð~rÞ:

(11.25)

In Chapter 3 the valence bands are identified as states with p-state symmetry, and
the conduction band has s-state symmetry; therefore, the first integral vanishes, i.e.,

~ki

ZZZ
d3r u�cð~rÞuvð~rÞ ¼ 0: (11.26)
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The second integral has a momentum matrix element denoted as

~pcv ¼ N

ZZZ
unit cell

d3r u�cð~rÞ~puvð~rÞ: (11.27)

N is the number of lattice sites. The sum over the lattice imposes momentum con-
servation for each component

X
lattice f~Rg

e�ið~kiþ~K�~kf Þ$~R ¼ Nd~kiþ~K�~kf : (11.28)

d~kiþ~K�~kf is a product of Kronecker deltas for each momentum component. The

photon momentum ð~KÞ is small so that electron momenta are the same for the initial
and final states.

Applying Eqn (11.7) for an electronic transition from the ground state to an excited
state, the absorption rate (per second) is

Gabs ¼ 2p
Z

�
e
m0

�2

nph

����A~K

2

����2���be$~pcv���2d�Ev

�
~ki
�
� Ec

�
~ki
�
� Zu

�
: (11.29)

The delta function expresses the requirement that the transitions conserve energy.
Following the same reasoning, the stimulated and spontaneous emission rate is
expressed as

Gst þ Gsp ¼ 2p
Z

�
e
m0

�2

ðnph þ 1Þ
����A~K

2

����2���be$~pcv���2d�Ev

�
~ki
�
� Ec

�
~ki
�
� Zu

�
:

(11.30)

The spontaneous emission contribution is the rate calculated when the electromag-
netic field is in the vacuum state nph ¼ 0, and the stimulated emission rate is distin-
guished by the presence of initial photons in the state.

For many optoelectronic devices, electrons and holes are injected into the semicon-
ductor conduction band. Valence bands and the transition rates determined from
Fermi’s golden rule are incomplete, since the initial electronic state is not externally
controlled. The initial electronic energy is summed over, and the occupation of the
initial and final states is accounted for.

Also, the emission or absorption rates are subject to the occupation of the initial and
final states. To calculate the emission rate, the initial state in the conduction band
should be occupied, and the final state in the valence band should be empty. The prob-
ability that the initial electronic state is occupied is determined according to the Fermi
distribution in the conduction band

fcðEi;EQcÞ; (11.31)
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and the probability that the final state is unoccupied by an electron is related to the
Fermi distribution in the valence band

1� fvðEf ;EQvÞ: (11.32)

The subscripts (v, c) are added to identify the band for the Fermi functions. Equation
(11.32) is interpreted as the occupation probability for a hole in the final energy state Ef.
The quasi-Fermi levels were previously kept in the argument of the Fermi functions to
remind the reader that charges are injected to operate the devices. In the following, we
will suppress writing the Fermi functions explicitly in the arguments to streamline the
notation.

The product of these two probabilities determines the emission probability:

feðEi;EfÞ ¼ fcðEi;EQcÞð1� fvðEf ;EQvÞÞ: (11.33)

The quasi-Fermi energies are implicit in the emission probability arguments to keep
the notation compact. To calculate the total emission rate, the transition rate from
Fermi’s golden rule is summed over initial states. The sum is transformed into an
integral over the plane-wave momenta

2
V

X
i

./ 2
ZZZ

d3ki
ð2pÞ3. : (11.34)

The factor of 2 is for the electronic spin states. The frequency-dependent stimu-
lated emission rate for an electronic transition from the conduction band to the
valence band is

RstðuÞ ¼ 2p
Z

�
e
m0

�2

np

����A~K

2

����2���be$~pcv���2
�
ZZZ

d3k

ð2pÞ3 d
�
Ec

�
~k
�
� Ev

�
~k
�
� Zu

�
fe
�
Ec

�
~k
�
;Ev

�
~k
��

:

(11.35)

The stimulated emission rate has units of photons per unit volume per unit time. The
delta function reduces the integral to an expression for the electronic DOS; it is conve-
nient to replace the electronic DOS by the optical joint DOS using the relation

rjðEÞdðZuÞ ¼ rvðEÞdE; (11.36)

with the optical joint DOS result for D ¼ 3 as

rj3ðZuÞ ¼
ffiffiffi
2

p
m3=2
r

p2Z3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zu� Eg

p
: (11.37)
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The function vanishes for photon energies less than the band gap energy. The stim-
ulated emission rate is

RstðuÞ ¼ 2p
Z

�
e
m0

�2

np

����A~K

2

����2���be$~pcv���2rj3ðZuÞ
�
�


1� fv

�
�ðZu� EgÞ mr

mh

��
fc

�
Eg þ ðZu� EgÞmr

mc

��
:

(11.38)

The vector potential amplitude is determined from the Poynting vector for a single
frequency field. The electric field amplitude is related to the vector potential ampli-
tude by

��E~K

�� ¼ u
��A~K

��, and the time averaged Poynting vector is the power per unit
area

I ¼ nr
2m0c

np
��E~K

��2 ¼ nru2

2m0c
np
��A~K

��2: (11.39)

The number of photons per unit volume is extracted from the intensity as

Np ¼ np
V

¼ I

Zuvg
¼ nru

2Zm0cvg
np
��A~K

��2: (11.40)

The group velocity (vg ¼ c/ng) of the wave defined in Chapter 2 takes into account
dispersion in the medium. The vector potential amplitude is

��A~K

��2 ¼ 2Z
unrngε0V

: (11.41)

The stimulated emission rate can now be determined by replacing the vector po-
tential amplitude in Eqn (11.41). The coefficient of the emission occupation proba-
bility is

Rst;0ðuÞ ¼ 2p
Z

�
e
m0

�2

Np
Z

2unrngε0

���be$~pcv���2rj3ðZuÞ: (11.42)

The stimulated emission rate is

RstðuÞ ¼ Rst;0ðuÞ
�


1� fv

�
�ðZu� EgÞ mr

mh

��
fc

�
Eg þ ðZu� EgÞmr

mc

��
:

(11.43)

The spontaneous emission rate is determined starting from Eqn (11.30) in the
absence of a photon density. It depends on the emission probability, as used to calculate
the stimulate emission rate, and the photons are emitted with random polarization.
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Their radiation covers all solid angles. The spontaneous emission rate (photons per unit
volume per unit time) is

Rsp ¼ 4
3

Z
dðZuÞ

�
e
m0

�2nru

Z
jpcvj2

�
ZZZ

d3k

ð2pÞ3 d
�
Ec

�
~k
�
� Ev

�
~k
�
� Zu

�
fe
�
Ec

�
~k
�
;Ev

�
~k
��

:

(11.44)

The expression can be simplified using the optical joint DOS and

Rsp ¼ Gsp

Z
dðZuÞrj3ðZuÞfe

�
Ec

�
~k
�
;Ev

�
~k
��

: (11.45)

The photon absorption rate follows a derivation that is similar to the stimulated
emission rate with the result

RabsðuÞ ¼ Rabs;0ðuÞ
�
fv

�
�ðZu� EgÞ mr

mh

�

1� fc

�
Eg þ ðZu� EgÞmr

mc

���
:

(11.46)

The absorption Fermi occupation probability in parentheses represents a process
where the valence band state is occupied and the conduction band state is empty.
The coefficient is defined as

Rabs;0ðuÞ ¼ 2p
Z

�
e
m0

�2

Np
Z

2unrngε0

���be$~pcv���2rj3ðZuÞ: (11.47)

The absorption coefficient a(u) is defined by setting the power loss per unit volume
to the absorption rate

aðuÞI ¼ ZuRabsðuÞ: (11.48)

The absorption coefficient is

aðuÞ ¼ p

2unrcε0

�
e
m0

�2���be$~pcv���2rj3ðZuÞ
�
�
fv

�
�ðZu� EgÞ mr

mh

�

1� fc

�
Eg þ ðZu� EgÞmr

mc

���
:

(11.49)

The absorption coefficient ignores stimulated emission, which can dominate for
strong carrier injection. The net gain coefficient is defined, similar to the absorption
coefficient, by using both gain and loss contributions:

gðuÞI ¼ Zu
�
RstðuÞ � RabsðuÞ

�
: (11.50)
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The net gain spectrum is extracted from Eqn (11.50) after dividing by the intensity
in Eqn (11.39):

gðuÞ ¼ p

unrcε0

�
e
m0

�2���be$~pcv���2rj3ðZuÞ
�
�
fc

�
Eg þ ðZu� EgÞmr

mc

�
� fv

�
�ðZu� EgÞ mr

mh

��
:

(11.51)

For g(u) > 0 the signal is amplified in the semiconductor. The gain energy band-
width can be determined from Eqn (11.51), since the sign is determined by the last
term. From the condition

fvðEvÞ � fcðEcÞ < 0: (11.52)

the following expression can be derived:

Ec � Ev ¼ Zu < EQc � EQv: (11.53)

The gain lies in the energy interval between the band gap energy and the difference
between the quasi-Fermi levels (Eg, EQc � EQv).

Momentum interband matrix elements are related to a single parameter by the
relation

��be$~pcv��2 ¼ m0

2
Ep: (11.54)

The semiempirical Ep values for several diamond and zinc-blende lattice materials
is given in Table 11.1. The numbers do not vary their values a great deal for the semi-
conductor materials. The value for diamond is large in correspondence with the large
band gap for this material; this property was noted and discussed in Chapter 4.

The Ep values in Table 11.1 have an interesting interpretation when they are related

to the free electron kinetic energy, i.e., Ep ¼ Z2

2m0

�
2p
L

�2
. The wavelength corresponds

to values in the range of lattice constantsL ¼ 0.24�0.27 nm with the exception of dia-
mond, where the wavelength is L ¼ 0.17 nm. In fact, these results loosely correlate
with the lattice constants of the materials, since diamond’s lattice constant is smaller
than that for the semiconductor materials.

Table 11.1 Ep values for several diamond/zinc-blende semiconductors

Material C Si GaAs AlAs InP InAs GaP CdTe

Ep (eV) 49.8 21.6 25.7 21.1 20.9 22.2 22.2 20.7
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11.2.4 Optical properties in quantum confined semiconductors

Nanometer thickness, semiconductor films over a substrate, restrict the kinetic energy
of carriers and quantize the energy. The growth of precise films has improved the
wall-plug efficiency of semiconductor lasers as well as their wavelength tunability.
Quantum well technology has been successfully transitioned to commercial devices,
such as laser diodes, light-emitting diodes, and photodetectors.

The effect of quantum confinement on the electronic states is illustrated in
Figure 11.3. In quantum wells one degree of motion is quantized. The two unaf-
fected momenta are parallel to the plane of the film and denoted as the vector ~kjj.
For a film of thickness Lz and infinite well height, the conduction and valence
band energies are

EcðnÞ ¼ Eg þ Z2

2mc

�
ncp

Lz

�2

þ Z2

2mc
k2jj; (11.55)

EvðnÞ ¼ � Z2

2mv

�
nvp

Lz

�2

� Z2

2mv
k2jj: (11.56)

n = 1

n = 1
E

Eg

n = 2

ω

k║
→

Figure 11.3 Schematic of quantum confined electronic states due to a thin film of thickness Lz
and quantum well structure using the parabolic approximation for the bands. The band gap
energy Eg with no quantum confinement effect (i.e., when Lz/N) is drawn as dotted lines. The
integer n is the level carrier state in the quantum well.
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The integer indices (nc, nv) take integer values f1; 2;.g. Including the quantum
confinement effect, the transition energy between two states is modified to

Eðnv; ncÞ ¼ Eg þ Z2n2c
2mc

�
p

Lz

�2

þ Z2n2v
2mv

�
p

Lz

�2

þ
Z2k2jj
2mr

: (11.57)

In comparison with Eqn (11.2), the energy bands are shifted, yielding a larger tran-
sition energy due to the quantum confinement. The integers (nc, nv) are independent of
one another, and the energy shift due to confinement in the quantum well is inversely
proportional to the carrier mass. However, the transitions between states with equal in-
dex values can be dominant for low-lying states in the absence of an applied electric
field. The optical joint DOS is modified by the reduced dimensionality from Eqn

(11.36) to
�
assuming nc ¼ nv; En ¼ Eðn; nÞ ¼ Z2

2mr

�
np
Lz

�2�
rj2ðZuÞ ¼ mr

pZ2Lz

X
n¼1;2;

Qð Zu� ðEg þ EnÞÞ; (11.58)

where the Heaviside function is

QðZu� ðEg þ EnÞÞ ¼
(
1; Zu > Eg þ En

0; Zu < Eg þ En

: (11.59)

The interesting and useful feature of the two-dimensional optical joint DOS is that
the discrete steps as transitions are energetically allowed for higher energies. For com-
parison, the DOS for D ¼ 3 and 2 is plotted in Figure 11.4.

In quantum wells, the Bloch wave function is modified by the confining potential.
The functions that are periodic over the unit cell are relatively insensitive to the bound-
ary. The absorption is affected due to the shift of the band edge to higher values and the
change of the DOS. The wave functions are modified by the introduction of an enve-
lope function for the electron wave. The position vector is separated into components

n = 1 n = 2 (E – Eg)

D
O

S

D = 3

D = 2

Figure 11.4 Optical joint DOS forD ¼ 3 andD ¼ 2. The latter shows two steps: n ¼ 1 and n ¼ 2.
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parallel ð~rÞ and perpendicular ðbezzÞ to the walls ð~r ¼~rþ bezzÞ. The quantum well
wave functions for the conduction and valence bands, analogous to the two-band
expression in Eqn (11.22), are

jc;~kn0 ð~rÞ ¼ ei~k$~rFcn0 ðzÞucn0 ð~rÞ and

jv;~knð~rÞ ¼ ei~k$~rFvnðzÞuvnð~rÞ:
(11.60)

The wave vector~k is the Bloch vector for the two unrestricted dimensions. The en-
velope functions {Fcn0(z), Fvn(z)} are Schr€odinger equation solutionsdbound walls of
the quantum well separated by a distance Lz. The momentum matrix elements are

~pcv;n ¼ N

ZZZ
unit cell

d3rF�
cn0 ðzÞu�cn0 ð~rÞ~pFvnðzÞuvnð~rÞ: (11.61)

For deep states in a potential well in the absence of an applied field, the envelope
functions are normalized and approximately orthogonalZ

dzF�
cn0 ðzÞFvnðzÞ ¼ dn;n0 : (11.62)

The momentum matrix elements for interband transitions are largely unaffected by
the quantum confinement potential. The emission and absorption spectra are modified
by the shift of the energy band edge and the DOS. The gain spectrum is

gðuÞ ¼ p

unrcε0

�
e
m0

�2���be$~pcv���2X
n

mr

pZ2Lz
Qð Zu� ðEg þ EnÞÞð fvðEvÞ � fcðEcÞÞ:

(11.63)

where the argument of the Fermi functions are

Ev ¼ �Evn � ðZu� EgÞ mr

mh
and Ec ¼ Eg þ Ecn þ ðZu� EgÞmr

mc
: (11.64)

with

Ecn ¼ Z2n2c
2mc

�
p

Lz

�2

and Evn ¼ Z2n2v
2mv

�
p

Lz

�2

: (11.65)

Figure 11.5 illustrates a distinction between the gain in a bulk semiconductor sys-
tem from that in a quantum well system. The amplitude of the gains is scaled in these
figures, and a finite temperature is used. The discontinuity in the quantum well gain is
due to the DOS. At low temperatures, the gain spectrums sharpen around the crossover
from gain to loss.
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The design of quantum well lasers provides control of the emission wavelength
over a wide range of values by choosing the quantum well width. The details of quan-
tum well designs in the presence of applied fields were discussed in Chapter 3. The
confinement dimensions are smaller than the de Broglie thermal wavelength
ðlT ¼ h=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0kBT

p Þ, which at room temperature is about 15 nm for one degree of
freedom of a free electron, improving the device performance by freezing out one de-
gree of freedom for the kinetic energy. Thus, quantum confinement has the effect of
reducing the device’s temperature sensitivity. Multiple quantum wells increase the
gain via the additional confinement regions; a material with N quantum wells corre-
spondingly increases by N times the gain of a single well.

Other important factors that play a role in the design of optoelectronic devices are
the injection of electrons and holes in the active region and the overlap of the active
region with the electromagnetic mode. The photon emission and absorption calcula-
tions presented above provide useful guidance for designing light-emitting diodes
and semiconductor lasers. The quantum well devices have superior performance in
terms of higher gains that lower the current threshold for lasing and a narrower band-
width, which narrows the line width of the laser line.

Further dimensional confinement such as quantum wires and quantum dots will, in
principle, improve performance by creating a higher gain with a narrower profile and
further reduced temperature dependence. However, in practice, the fabrication of
quantum wires has proven to be especially difficult. There has been serious device
research on designing and fabricating quantum dot lasers. They can be grown using
epitaxial methods by mismatching the lattice constants between the two materials.
The induced strain on a two-dimensional layer as a few monolayers grow epitaxially
across the surface causes additional atoms to migrate and form nanometer-size islands.
This process to grow nanoparticles is called StranskieKrastanow growth. The nano-
particle size fluctuations provide additional inhomogeneous broadening mechanisms
that degrade potential optoelectronic device performance. Quantum dots have been
used to design lasers, light-emitting diodes, and photovoltaic devices. The narrow
spectral emission, reduced temperature dependence, controlled wavelength, and
high-electronic DOS are contributing factors that promote quantum dots applications.

(EQC – EQV)

Eg

g(
ω
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  ω

g3(  ω)

g2(  ω)

Figure 11.5 Illustration of the gain spectrums in two and three dimensions. The vertical dotted
line is the difference in quasi-Fermi levels separating the gain from loss regions of the spectrum.
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11.2.5 Quantum cascade lasers

The discussion of single and multiple coupled quantum wells in Chapter 3 included a
description of several classes of semiconductor lasers, including quantum well lasers
and double heterostructure lasers. Quantum confinement effects are used to adjust the
emission wavelength over a small range by engineering the width of the quantum well.
There is another relatively new class of lasers called quantum cascade lasers (QCLs)
introduced in Chapter 3 that can be designed to emit photons over a wide range of
infrared to near terahertz wavelengths. When the barrier layer is thinned, the electronic
wave functions extend through the barrier and into the neighboring wells. In other
words, the structures form mini-bands within the electronic conduction band. The
photon emission occurs via electron transitions from one mini-subband state to
another. The electronic transitions occur entirely in the conduction band; on one level
such transitions are called intraband transitions or intersubband transitions.

The operational characteristic of the QCL is a spatially repeated unit of multiple
quantum wells, and each layer of the unit is designed to optimize each function.
The main function is electron injection into an excited, conduction-band electronic
state j3i. The wave function of state j1i is repeated at the front and back ends of a sin-
gle unit. The electron transitions to state j3i, and designing the wave function overlaps
with state j2i. Photon emission is enabled between an excited state and a lower energy
state (the shaded region in Figure 11.6(a)). Finally, the electron relaxes to the ground

Electron
injection

55
 n

m

(a) (b)

E

3

2

1
→

Figure 11.6 Quantum cascade laser. (a) The conduction band with three states and the highest
energy state forming the widest mini-band is the injector band; the shaded block is the active
region where the lasing transition occurs between states j3i and j2i. Relaxation to state j1i
provides a pathway to the next stage. (b) An scanning electron microscope picture of several
QCL stages.
With permission from C. Gmachl et al., Rep. Prog. Phys. (2011).© IOP Publishing. Reproduced
with permission. All rights reserved.
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state j1i, and due to the applied field the electron is injected into the next unit to repeat
the emission process. Figure 11.6(a) illustrates the essential features of a QCL; a con-
duction band with several quantum wells and barrier height is chosen by alloying con-
centrations. A typical barrier height would be on the order of 0.5 eV. The design
requirements of the three states result in a complex set of quantum well and quantum
barrier widths, as shown in the figure. The tilt of the wells is the result of an applied
field to promote wave function overlap and electron injection. The SEM picture of a
QCL in Figure 11.6(b) shows the multiple-layered structure and repetitions of the basic
unit.

The device consists of several identical stages; the number of repetitions of the
basic unit is variable between 20 and 100. Hence, one injected electron can generate
between 20 and 100 photons as it travels across the device. Typical QCL devices
are fabricated using lattice matched GaAs/AlGaAs materials. By engineering the
mini-subband energies the wavelength operation can be tuned from 2 to 100 mm. How-
ever, each QCL device operates over a narrow wavelength band. QCL designs have
wavelengths that are not accessible using interband electronic transitions, and they
can deliver several watts of peak power or continuous wave output power.

11.3 Photonic crystal phenomena

A photonic crystal is a periodic lattice whose constituents are materials with different
dielectric constants. Due to the periodicity photonic crystals have a close analogy to
crystalline electronic materials. However, the photonic lattice alters the physical prop-
erties of light, i.e., photonic dispersion and scattering, instead of modifying the elec-
tronic states. Therefore, designing a photonic crystal is conceptually similar to
engineering the physical properties of electrons. The control over photonic properties
offered by photonic crystal fabrication includes the DOS, spatial and temporal disper-
sion, and mode symmetries.

A simple example of a photonic crystal is a structure fabricated using multiple
layers of two dielectric materials to impose periodicity in one dimension. Although
thin film fabrication has been available for more than a century, the recent research
has proven that there are always new properties that are uncovered when studying it
from a different perspective. One-dimensional photonic crystals can be fabricated
over large area planar substrates to make conventional optical devices, such as optical
filters, beam splitters, and antireflection optical devices. More unconventional devices
include phase-matching waves for frequency conversion, slow light for optical delays,
and increased absorption or scattering using nonlinear processes.

Large area, one-dimensional photonic crystal devices can be fabricated by using
physical and chemical thin film deposition techniques. However, fabricating thick,
volume photonic crystals with periodicity in two- and three-dimensions remains a
serious barrier to transitioning the technology into practical photonic devices. The
explosion of research activities in the field can be traced to Eli Yablonovitch’s 1987
publication that described how a three-dimensional periodic dielectric structure could
modify the photonic DOS, which as discussed above will control lightematter

Nanophotonic devices 359



interactions, such as spontaneous and stimulated emission. The photonic DOS is the
electromagnetic analogue to the electronic DOS discussed above. Edward Purcell is
credited with the notion that the photonic DOS is not an immutable property of space
but can be altered by controlling the environment about an atom or molecule. In a
homogeneous, three-dimensional space the DOS is a smooth and monotonic growing
function of energy or wave number. However, in periodic dielectric materials the DOS
is highly structured, and band gaps in the spectrum appear where there are no electro-
magnetic modes available. It was the region of the band gaps that Yablonovitch
exploited to suppress spontaneous emission in lasers.

The photonic DOS in D dimensions can be extracted from Eqn (11.14). In a homo-
geneous medium or composite medium in the long-wavelength limit, the dispersion rela-
tion is described by a linear function uð~kÞ ¼ vk, where v is the phase velocity of the
wave. In homogenized materials, the photonic DOS is a smooth function given by

rðuÞ ¼ GðDÞðu=vÞD�1: (11.66)

The mathematical treatment of photonic crystals is based, of course, on Maxwell’s
equations. The coefficient is G(D) extracted from Eqn (11.14). There are many compu-
tational tools available to solve Maxwell’s equations, including transfer matrix
methods (TMMs), finite difference methods, and plane-wave band structure methods.
It is instructive to introduce the plane-wave method here in the context of electromag-
netism to gain a deeper insight into the methodologies.

The optical properties of photonic crystals can employ the plane-wave method to
determine the photonic band structure; the conceptual foundation of the calculations
is similar to previous discussions of electronic band structures. However, in photonic
crystals the properties of waves are guided by Maxwell’s equations, presented in
Chapter 2. A vector wave equation is derived from Maxwell’s equations and can be
expressed in terms of magnetic or electric fields. Consider materials that have isotropic
dielectric functions. For periodic dielectric permittivity the wave equation is

V
!� �V!�~Eð~r;uÞ� ¼ �u2

c2
εð~r;uÞ~Eð~r;uÞ; (11.67)

for the electric field; the magnetic field satisfies the equation

V
!� �hð~r;uÞV!� ~Hð~r;uÞ� ¼ �u2

c2
~Hð~r;uÞ; (11.68)

where hð~r;uÞ ¼ 1=εð~r;uÞ. The periodicity of the dielectric function is imposed by
the relation εð~r;uÞ ¼ εð~r þ~a;uÞ with~a a lattice translation vector. We note that the
above formalism can be expanded to incorporate a periodic magnetic permeability
function. Magnetic effects are absent at optical frequencies in homogeneous systems,
and the requirements to make a single layer homogenized metamaterial with magnetic
properties at optical frequencies is a daunting challenge. Making multiple layers of
such material is beyond the present fabrication capabilities.

360 Fundamentals and Applications of Nanophotonics



The electromagnetic field is expanded in a set of plane waves in the format specified
by Bloch’s theorem, discussed in the context of electronic problems in Supplement B
of Chapter 4:

~Eð~r;uÞ ¼ ei
~k$~r
X
~G

~E
�
~G
�
ei
~G$~r and

H
.ð~r;uÞ ¼ ei

~k$~r
X
~G

H
.�

~G
�
ei
~G$~r:

(11.69)

The wave vector k
.

is the Bloch wave vector and is restricted to the first Brillouin
zone. The summation extends over the reciprocal lattice wave vectors. The field
amplitudes are implicitly dependent on the Bloch wave vector. The wave equations
are transformed to

�
~Gþ~k

�
�
��

~Gþ~k
�
�~E

�
~G
�� ¼ u2

c2
X
~G

0
ε
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~G� ~G
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; (11.70)
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0@X
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0
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�
~G� ~G

0��~G0 þ~k
�
� ~H

�
~G
0�1A ¼ u2

c2
~H
�
~G
�
: (11.71)

The material functions εð~G� ~G
0Þ are Fourier transforms of the real-space func-

tions. Equations (11.70) and (11.71) are vector equations that are solved to determine
the photonic band structure of photonic crystals in any dimension; they are called the
E-method (E for Electric field) and H-method (H for the magnetic field), respectively.
The matrix equations are solved by determining the eigenvalues represented by the
variable u2=c2.

Truncating the summations introduces error in the band structure that can be signif-
icant. The convergence of the bands depends on several factors, including the fre-
quency of the band (i.e., lower bands converge faster than higher bands), the ratio
of the dielectric constants of the constituent materials, and the geometry of the pho-
tonic crystal. The difference in convergence for the same lattice using the E- or
H-method in three dimensions is illustrated in Figure 11.7. The frequencies of photonic
bands are calculated at the M-point of the Brillouin zone for the simple cubic lattice.
The lattice is composed of air-spheres with dielectric constant 1 embedded in a host
material with dielectric constant 13. The scaled lattice constant is unity, and the
spheres having a scaled radius of 0.495 are nearly touching. The number of plane
waves used is successively increased to N > 1000, which requires determining the
eigenvalues of a matrix with more than one million elements. In Figure 11.7, the
H-method converges more slowly than the E-method for this case. One should not
conclude from this that the E-method is always preferred over the H-method; other nu-
merical examples show cases where the H-method converges more rapidly than the
E-method. Asymptotically, the two methods converge to the same values.
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11.3.1 Two-dimensional photonic crystals

The wave equations can be simplified to scalar equations in one and two dimensions.
Specifically in two dimensions when the dielectric function is a periodic function over
the entire (x, y) plane, the scalar equation is obtained for the electric field polarized
along the z-axis ~E ¼ Eðx; yÞbz using Eqn (11.69) the wave equation as a function of
the Fourier amplitudes is

���~Gþ~k
���2E�~G� ¼ u2

c2
X
~G

0
ε

�
~G� ~G

0�
E
�
~G
0�
: (11.72)

In the same way, the scalar equation for the magnetic field polarized along the z-axis
~H ¼ Hðx; yÞbz is written as a function of its Fourier amplitudes in the algebraic form0@X

~G
0
h
�
~G� ~G

0��~Gþ~k
�
$
�
~G
0 þ~k

�
H
�
~G
0�1A ¼ u2

c2
H
�
~G
�
: (11.73)
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Figure 11.7 Convergence of the two forms of the vector wave equation.
From H. S. Sozuer et al. Phys. Rev. B (1992).
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Numerical codes in Matlab for solving Eqns (11.72) and (11.73) are listed and
described in Supplement A. The triangular lattice is illustrated in Figure 11.8.
Figure 11.8(a) is a cross-section of the photonic crystal perpendicular to the axis of
the rods, which is fabricated with dielectric circular cylinders embedded in a dielectric
of the host medium. The basis vectors for the triangular lattice are labeled as ð~a1;~a2Þ,
and they are not orthogonal, as discussed in Chapter 4. The reciprocal lattice in
Figure 11.8(b) has the G-point and the six nearest-neighbor reciprocal lattice points.
The first Brillouin zone construction around the G-point has two high-symmetry points
on the surface of the Brillouin zone labeled (X, J). The shaded triangle is the reduced
area of the Brillouin that is repeated throughout the rest of the area using operations of
the group (rotations, mirror, etc.)delements that leave the lattice invariant.

Figure 11.9 shows the photonic band structure for the lowest bands of a triangular
lattice with air-cylinders (n ¼ 1) embedded in a dielectric with relative dielectric

a2

X J

(a) (b)

( →

a1
→

G2
→

G1
→

Γ

Figure 11.8 Triangular lattice of circular holes and the corresponding reciprocal lattice. (a) The
triangular lattice with lattice points at the center of the circles; the real-space basis vectors are

ð~a1;~a2Þ. (b) The reciprocal lattice with basis vectors are ð~G1; ~G2Þ and the hexagon-shaped first
Brillouin zone. Three high-symmetry points (G, X, J) of the Brillouin zone are shown.
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Figure 11.9 Triangular lattice band structure for air-rods (n ¼ 1) embedded in a high-dielectric
material ðn ¼ ffiffiffiffiffi

13
p Þ. The rod radius is 0.45 in units scaled relative to the lattice constant.
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constant εr ¼ n2 ¼ 13. The cylinders are nearly touching with a radius r ¼ 0.45 d, where
d is the lattice constant. The E-polarization is the solution of Eqn (11.72) with the E-field
parallel to the rods, and the H-polarization is the solution of Eqn (11.73). There is a band
gap between the second and third bands for the E-polarization and a large gap between
the first and second bands for the H-polarization. The band structure displays a complete
band gap around d

l
¼ 0:4. Nearing the g-point the wavelength approaches zero where

the effective medium theory is valid. The sample is birefringent in this limit.
Full photonic band gaps in all directions are required to suppress spontaneous emis-

sion. Two-dimensional structures have propagating modes along the symmetry axis and
therefore do not possess full photonic band gaps; to have that property three-dimensional
photonic crystal structures are required. The difficulties in fabricating photonic crystals
are discussed below. Despite the shortcomings of two-dimensional photonic crystals,
they have many of the physical properties that are found in their three-dimensional
cousins.

11.3.2 Mode symmetry

The missing element from the previous discussion is the symmetry of the modes cor-
responding to each band. The modes have been classified as coupled and uncoupled
modes, according to whether they couple to plane-waves incident on the crystal sur-
face. Put another way, the modes are symmetric or antisymmetric when an applicable
mirror transformation is applied to its eigenfunction.

Photonic band structures for both polarizations in a two-dimensional triangular
lattice are plotted in Figure 11.10; the lowest bands are shown. The symmetry of
the bands is labeled by a letter A when the field amplitude is symmetric with respect
to translation and by a letter B when the field amplitude is antisymmetric for that
translation operation and therefore represents an uncoupled mode. The shaded re-
gion for the E-polarized band diagram is a region of interest. Light propagating
along the GJ direction encounters a band of frequencies where coupling is
forbidden by symmetry. Correspondingly, the experimental transmission spectra
on the right in Figure 11.10 have a dip. The result could be misconstrued as a
band gap while band dispersion calculations reveal that it is due to the antisymme-
try of the mode. The experiment uses a sample with a triangular array of circular
air-rods fabricated in a block of material with a relative dielectric constant of
2.6. The lattice constant is 1.17 mm, and the radius of the rods is 0.5 mm. The trans-
mission spectra cover a range from 1.4 to 5.0 mm. Other dips seen in the transmis-
sion spectra for both polarizations correspond to band gaps identified in the band
structure.

Uncoupled modes are ubiquitous and can be used as a transmission filter in cases
where the refractive index contrast is too small to form a complete band gap. Due to
their lack of coupling to external modes, it was suggested that they could form a
good cavity inside a photonic crystal. By adding a gain medium to the photonic
crystal the cavity can support a lasing mode. Experiments were performed based
on a photonic crystal’s uncoupled mode behavior to confirm this unusual cavity
characteristic.
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11.3.3 Photonic crystal fibers

Photonic crystal fibers are an independent technology that was pioneered by Phillip
Russell. It has the form of a finite, two-dimensional photonic crystal, usually with a
defect in the center. There are several variations of photonic crystal fibers that are
used in applications. Figure 11.11 classifies photonic crystal fibers into solid (a) and
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Figure 11.10 Two-dimensional band structures compared with experimental results. (Left)
Theoretical calculations. (Copyright (1994) The Japan Society of Applied Physics.) (Right)
Experimental results. (From Phy. Rev. B, 55, 10443 (1997).)

Figure 11.11 Two broad classifications of photonic crystal fibers. (a) Solid core fiber
cross-section. (b) Hollow core fiber cross-section.
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hollow (b) core types. Under these two types, there are many different types of pho-
tonic crystal fibers. The lattice symmetry, pitch, and hole size can be changed to
suit the design of a specific fiber type. The solid core class of fibers has a
high-index solid core with a lower effective index surrounding medium. The hollow
core fibers have a lower index than the surrounding medium, and confinement to
the center core hole is made possible by scattering and interference, combining to
form an evanescent field in the cladding region.

We discuss here just a few of the many types of specialty photonic crystal fibers avail-
able. Endlessly single mode fibers are uniquely suited to applications where widely
different wavelengths are used. In common core/cladding fibers, the single
mode regime is defined by the V parameter, which is the scaled frequency, i.e.,

V ¼ 2pa
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
=l, where a is the core radius, and the indices of the core

and cladding are ncore and nclad. For V < 2.4048 ordinary fiber has a single mode,
and this is desirable to avoid modal pulse dispersion effects in the multimode regime.
In forever single mode fibers, the mode is designed to change the effective index, so
that the indices are replaced by effective wavelength-dependent functions ncore(l) and
nclad(l), and the core radius is replaced by the hole pitch L. The effective index
changes with wavelength to keep the effective V parameter for the endless single
mode fiber below a threshold value. To maintain a single mode photonic crystal fiber
with a single central hole missing, one needs to keep the ratio of the hole diameter to
the hole pitch small, i.e., d/L < 0.45. For fibers with more missing holes the ratio is
smaller, e.g., for seven missing holes d/L < 0.15. An example of a forever single
mode fiber is shown in Figure 11.12(a). Note that the holes are small as compared
to the lattice pitch so that the fill factor is small for this fiber; the fiber designs with
large mode areas can suppress nonlinear effects when they are undesirable. Endless
single mode fibers are used to align several laser wavelengths before insertion into
crystals for nonlinear parametric frequency conversion.

The spiderweb fiber shown in Figure 11.12(b) has a small core that concentrates light
and a very high-index contrast with the surrounding medium, which increases the local
light intensity. This fiber is designed to enhance nonlinear effects that include stimulated
Raman scattering and self-phase modulation. Applications include super-continuum
generation where the frequency bandwidth is more than doubled (i.e., an octave or

(a) (b)

5 μm 10 μm

(c)

Figure 11.12 Three examples of photonic crystal fibers. (a) Endless single mode fiber.
(b) Spiderweb fiber. (c) Hollow core fiber.
With permission from source: P. Russell, Science (2003).
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more of light frequencies) due to nonlinear propagation in the fiber. Super-continuum
generation has a bright output. The applications include spectroscopy and optical coher-
ence tomography. The fibers can be designed to enhance selected nonlinear effects, such
as Raman signal generation to amplify signals at the Raman shifted frequency,
four-wave mixing signals, and nonlinear parametric processes.

The hollow core fiber confines a band of light wavelengths within the air-core
region, such as seen in Figure 11.12(c). In the figure blue wavelengths are confined
in the core while other wavelengths leak throughout the cladding region. These fibers
can transport intense laser fields that might otherwise damage a fiber by confining most
of the energy in the hollow core, and they can serve as sensors that have a long path
length to determine the presence of trace amounts of gases or biomolecules contained
in aerosols flowing through the hollow core.

11.3.4 Three-dimensional photonic crystals

Since Yablonovitch’s seminal article, published in 1987 there have been many
attempts to fabricate three-dimensional photonic crystals that have full photonic
band gaps in visible or near-infrared wavelength regimes. A full photonic band gap
structure has no propagating mode in any direction. Researchers have applied different
design approaches, and yet it remains a difficult challenge. Scaling down fabrication
processes that work for Radio or Terahertz frequencies requires very delicate process-
ing tools with nanometer precision. There is a spectrum of innovative technologies that
have been developed to make photonic crystals with nanoscale-critical dimensions.
On one end of the fabrication spectrum, so-called top-down approaches, they are fabri-
cated using combinations of lithographic patterning materials; deposition and etching
technologies are costly to purchase and maintain, making it a high barrier to access this
direction of research. On the other end of the fabrication spectrum, there is the lab
chemist or materials scientist who is harnessing self-assembly techniques to build a
volume crystal using bottom-up approaches.

Band structure simulations are important in the search to identify candidates for full
photonic band gaps. They identified structures that could be fabricated as candidates for
experimental investigations. The appearance of photonic band gaps depends on the sym-
metry and the dielectric materials used. There are two rules of thumb to help determine
candidate structures that may have full photonic band gaps. The first observation is that
the contrast between the dielectric constants should be much larger than unity ε1

ε2
[ 1.

Physically this means that band gaps occur in the strong scattering regime. As a rule ra-
tios larger than 10 open full band gaps, which has driven research using semiconductor
materials with air-holes sculpted into them. The second observation is the opening of a
band gap occurs when the structure is mostly filled with low dielectric material; in other
words, the structure would have most of its material cut away, leaving a delicate
scaffolding behind.

Initially, the diamond lattice of spheres was identified to open a full photonic band
gap between the second and third bands; similarly, the related face-centered cubic
(FCC) lattice could also have a full band gap between the eighth and ninth bands.
An example is shown in Figure 11.13(a). The high-symmetry points labeled on the
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Figure 11.13 Lattice structures and the corresponding photonic band diagrams for selected
three-dimensional lattices. The relative dielectric constant for the host medium in (a) is 12.3; for
(b) and (c) it is 13. (a) Yablonovite εh ¼ 12.3. (b) FCC lattice of air-spheres εh ¼ 16; the volume
fraction is 0.74 (close-packed spheres). (c) SC lattice εh ¼ 13 of circular air-cylinders with
volume fraction 0.81.
Figures reproduced with permission from APS and from OSA: (a) E. Yablonovitch et al. Phys.
Rev. Lett. (1991); (b) H. S. Sozuer et al., Phys. Rev. B (1992). (c) H. S. Sozuer, J. Opt. Soc. Am.
B (1993).
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ordinate axis are labeled in the inset, showing the first Brillouin zone. The parameters
for the band structure are found in the figure caption. A small full band gap was re-
ported for a simple cubic lattice between the fifth and sixth bands. Since it is desirable
to form a band gap between lower order bands, many of the fabricated
three-dimensional photonic crystals are based on the diamond lattice symmetry. The
first demonstration of a diamond symmetry lattice in the RF regime was reported by
Yablonovitch’s group, fabricating a structure now called Yablonovite, which can be
made by drilling three holes through a surface with a two-dimensional lattice. The di-
agram showing how Yablonovite can be fabricated by drilling three holes from a
patterned top plane is indicated on the left in Figure 11.13(b). On the right is the cor-
responding photonic band diagram for Yablonovite.

Full photonic band gaps have been realized in a number of structures, including
scaffold structures of the ilk shown on the left in Figure 11.13(c), which is based on
the simple cubic (SC) lattice. The SC lattice can have a full photonic band gap for large
enough air fraction and high enough dielectric contrast.

Full photonic band gaps were also found for woodpile arrangements, layer by layer
placements, and inverse opal structures. Inverse opals are fabricated using self-assembly
combined with a process to infuse material in the interstices between the spheres and
finally an acid etch process to dissolve and remove the spheres. The process of removing
the spheres uses an acid that attaches the opal material while leaving the scaffold mate-
rial around it unaffected. For instance, silica spheres are dissolved in a buffered HF
solution while a semiconductor material, such as silicon or CdS, remains behind in
the interstitial space.

11.3.5 Transfer matrix methods: application to one dimension

Band structure calculations performed by plane wave generally provide limited infor-
mation about the wave propagation applicable to infinite lattices and real dielectric
functions. Other numerical techniques such as finite difference methods and finite
element methods calculate properties of finite systems, including complex dielectric
functions, material anisotropy, and finite lattice size effects. A description of these cal-
culations is beyond the scope of this book and the interested reader can follow refer-
ences at the end of this chapter to find more details on numerical methods. This section
ends with a description of a one-dimensional transfer matrix technique. It provides de-
tails that can be compared with experiments or used to design multilayer samples for
specific applications.

Optical transmission and reflection spectra calculations are obtained using the
TMM. They are numerically efficient, allow complex dielectric coefficients to be stud-
ied, and the samples are finite in one direction. The lateral size of the structure is infin-
ite for TMM. The technique can be extended to two- and three-dimensional photonic
crystals using finite difference or plane-wave decompositions; the results provide
direct correspondence with experimental data. Here we refer to the one-dimensional
TMM to illustrate its usefulness. Supplement B has a transfer matrix program that
the reader can use to explore the properties of samples with finite thicknesses.

The transmission and reflection of the light wave though isotropic dielectric multi-
layers is calculated using 2 � 2 matrices called the transfer matrix. A multilayer
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sample is illustrated in Figure 11.14. The indices are shown in the top row, and the next
two rows indicate the amplitudes of the forward and backward waves, respectively.
The position of each interface is denoted by zl, where l ¼ 0 to N.

In Figure 11.14 ~n1 is the index of the first dielectric layer and ~n2 is the index of the
second dielectric layer, etc.; all functions may be complex, i.e., ~na ¼ ðna � ikaÞ
a ¼ 1, 2, .N. n0 is the index of the incident medium, and nN þ 1 is the index of the
substrate.

The incident electric field of a plane wave polarized in the y-direction (the polari-
zation perpendicular to the plane in Figure 11.14 and is also called s-polarization) is
expressed as a function of z as

~EðzÞ ¼ byðE0 expðiðut � kzzÞÞÞ: (11.74)

Note that this definition of the plane-wave function differs from Chapter 2 by a
minus sign in the exponent. In each region, the scalar component of the field is
described by forward {Al} and backward {Bl}wave amplitudes:

EðzÞ ¼

8>><>>:
A0 expð�ik0zðz� z0ÞÞ þ B0 expðik0zðz� z0ÞÞ z < z0

Al expð�iklzðz� zlÞÞ þ Bl expðiklzðz� zlÞÞ zl�1 < z < zl

ANþ1 expð�ik0zðz� zNÞÞ þ BNþ1 expðik0zðz� zNÞÞ zN < z

9>>=>>;
(11.75)

where Al is the amplitude at the interface z ¼ zl. klz ¼ nluc cos ql, ql is the incident ray
angle. Using the continuity boundary condition for the tangential component of the
electric and magnetic field at each interface, the relation between amplitude from the
previous medium is connected to the amplitudes in the following medium: 

A0

B0

!
¼ M�1

0 M1

 
A1

B1

!
(11.76)
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Figure 11.14 Multilayered dielectric structure to illustrate the one-dimensional TMM.
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where l ¼ 1, 2, 3.N. 
A0

B0

!
¼ M�1

0

�
MlPlM

�1
l

�N
Mlþ1

 
Alþ1

Blþ1

!
: (11.78)

The result of taking a product of all 2 � 2 matrices is the matrix

M ¼
 
M11 M12

M21 M22

!
¼ M�1

0

�
MlPlM

�1
l

�N
Mlþ1: (11.79)

For s-polarization the matrix for the lth layer is

Msl ¼
 

1 1

klz �klz

!
: (11.80)

For p-polarization it is

Mpl ¼

0BB@
1 1

klz
~n2l

� klz
~n2l

1CCA: (11.81)

Defining dl as the layer thickness, the phase change of the forward or backward
waves across the medium is described by the matrix

Pl ¼
 
expðiklzdlÞ 0

0 expð�iklzdlÞ

!
: (11.82)

The matrix relationship between the field amplitudes and the input surface and at
the output surface is 

A0

B0

!
¼
 
M11 M12

M21 M22

! 
ANþ1

BNþ1

!
: (11.83)

Setting backward wave amplitude from the substrate to zero, i.e., BNþ1 ¼ 0, the
complex reflection amplitude is

r ¼ B0

A0
¼ M21

M11
; (11.84)
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and the complex transmission amplitude is

t ¼ ANþ1

A0
¼ 1

M11
: (11.85)

The reflection and transmission coefficients at oblique angles of incidence are

R ¼ jrj2 and T ¼ nNþ1cosqNþ1

n0cosq0
jtj2: (11.86)

Transmission spectra for 10 pairs of dielectric films are shown in Figure 11.15. The
indices are modest with n1 ¼ 1.5 and n2 ¼ 2, and the thicknesses are chosen as
quarter-wave thickness, i.e., da ¼ l/(4na) where a ¼ 1, 2 is the material layer label.
The superstrate and substrate are assumed to be air. At normal incidence, the transmis-
sion has a wide band gap centered on 750 nm; a change of the angle of incidence to 45�
shifts the band gap center by a half width of the band gap.

Substituting a metal for one of the dielectric materials yields an interesting system
that is called a metallodielectric, which has surprising and unique properties. Two results
are illustrated in Figure 11.16. In Figure 11.16(a) the transmittance of two material con-
figurations is illustrated, called the Periodic and Symmetric stacks. The Periodic stack
has six periods of an Ag metal film and a fictitious dielectric with constant index 4.
The Symmetric stack has the same amount of material but with half the thickness of
the last dielectric layer moved in front of the first metal layer. The difference in the trans-
mittance between the two cases is significant with more than a factor of 2 increase for the
Symmetric stack.

Figure 11.16(b), a silver dielectric Symmetric stack at normal incidence and at a
45� angle of incidence, illustrates another stark difference between dielectric and

1
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0.5T

θ = 45º θ = 0º0.25

0
500 750

λ (nm)
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Figure 11.15 p-polarization transmission spectra at two angles of incidence for 10 periods
of two dielectric films with indices n1 ¼ 1.5 and n2 ¼ 2. The layers are a quarter-wave thick,
d1 ¼ 125 nm and d2 ¼ 93.75 nm at a wavelength of 750 nm. The superstrate and substrate have
index 1.
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metallodielectric stacks by comparisonwithFigure 11.15. The transmittance of themetal-
lodielectric structure shows a modest shift, while the dielectric structure has a shift of the
band gap center bymore than 50 nm aswell as a change in thewidth and depth of the gap.

The TMM is an efficient numerical method that can be extended in several ways to
extract more information about multilayer structures. The fields throughout the mate-
rial can be calculated, and the complex transmission coefficient phase can determine an
effective phase and group velocity of a wave. By a plane-wave expansion a beam of
arbitrary shape can be studied, even including evanescent waves in the description of
the optical beams to examine propagation of subwavelength diameter beams leading to
super-resolution effects. Other extensions include using more than two materials,
fabrication with arbitrary layer thicknesses, and anisotropic component materials in
each layer.

The TMM enables system designs to improve nonlinear interactions by exploiting
local field confinement and enhancement at transmission resonances. This analysis has
aided the study of enhanced second- and third-harmonic generation where quantitative
and accurate simulations are required. A number of publications on this topic can be
found in the references at the end of this chapter.

The TMM generalized for higher dimensions is a powerful method for studying
photonic crystal transmission properties. On the one hand, structure calculations give
important information on the dispersion and mode symmetry properties of an infinite
photonic crystal; on the other hand, TMM yields complementary information on the
transmission amplitude and phase. Together they are applied to identify and quantify
uncoupled mode transmissivity. A thorough discussion of the topic of mode symmetry
can be found in Sakoda’s book and in selected references at the end of this chapter.
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Figure 11.16 (a) Normal incidence transmittance of two metallodielectric stacks with six silver
metal layers, each 32 nm thick. The dielectric material has refractive index 4 and layer thickness
22 nm. The Periodic stack has six periods, and the Symmetric stack has a half dielectric layer
removed from one end and placed on the opposite end. (b) Angle dependence of the
transmittance for a Symmetric dielectric stack using four periods; both polarizations are shown.
There are 10 layers; the materials and thicknesses are as follows: TiO2 (25 nm) (Ag (16 nm)/
TiO2 (50 nm) � 4)/Ag (16 nm)/TiO2 (25 nm).
Figure (a) with permission from OSA, M. Scalora et al. Opt. Express (2007); Figure (b) from
M. Scalora.
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11.4 Metasurfaces: nanoantennas

The word “metasurface” is a relatively new name coined to focus attention on the struc-
tured thin film characteristics on the surface. Like the topic of metamaterials in Chapter 8,
metasurfaces transcend the usual properties of smooth, flat surfaces to produce new
physical effects using structures that are smaller than a wavelength. Similar to the effec-
tive medium concept, the surface should have an effective optical characteristic. Meta-
surfaces are fabricated with nanoscale elements that are designed to transform the
incident optical beam into an output beam with desired characteristics. Ideally, surface
relief features are subwavelength in size to treat the structure as a homogeneous film but
with spatially variant properties. Because they are a surface modification, metasurfaces
are much simpler to fabricate than bulk metamaterials, and therefore they have a better
chance of making a technological impact, especially at shorter wavelengths. Metamate-
rials, on the other hand, are difficult to fabricate as bulk materials.

A plasmonic nanostructure placed on a surface has properties of an antenna, which is
why one calls it a nanoantenna. As the carriers in the structure are excited and oscillated
in an external field, electromagnetic waves are reradiated into the surrounding environ-
ment with a characteristic amplitude and phase. By carefully designing a set of different
nanoantennas, they can be placed in different positions across a surface to form phase
array antennas.

To illustrate how properties of nanoantennas can be useful in designing metasurfa-
ces, we consider the simple case of a single prolate spheroid, i.e., a nanorod. The local
field near a prolate spheroid is derived in the electrostatic regime, that is, in the limit
where the antenna size is small as compared to the wavelength, in Supplement C.

Chapter 7 introduced the concept of the induced dipole moment with components
defined by

pi ¼ aiEi: (11.87)

The polarizability tensor in principal axes coordinates is simplified to the
expression

ai ¼ V
ðεm � εhÞ

ðLiεm þ ð1� LiÞεhÞ : (11.88)

The shape of the nanoparticle is characterized by the variable Li, which takes values
between 0 and 1, previously discussed in Chapter 7. By keeping the wavelength con-
stant and modifying the shape we can illustrate the amplitude and phase changes of the
nanorod polarizability normalized by the volume that are ultimately observable in the
scattered light from the nanorods. The polarizability for a gold nanorod for different
shapes is shown in Figure 11.17. The amplitude changes by more than a factor of
10, which can be managed by changing the volume of each nanorod. The phase varies
by p over the entire range, which means it falls short of controlling the phase by 2p.
Another problem with this nanorod model is that the polarization is restricted to fields
applied along a single axis.
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The group of Federico Capasso solved the phase restriction by modifying the shape
of the nanorod to V-shaped antennas that incorporate two oscillating modes. Their
design provided amplitude, phase, and polarization controls for many beam-forming
applications. A set of V-shaped antennas was used as elements of a metasurface that
together could act as phase arrays. The symmetry axis passes through the vertex; the ver-
tex angle D and the arm lengths are two variables that are adjusted to find the desired
operational characteristics.

Figure 11.18 illustrates the geometry of a V-shaped antenna and the applied field.
The amplitude of the incident field is denoted by~Ejj; from the two arms of the antenna
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Figure 11.17 The amplitude and phase of a gold nanorod. The wavelength is 633 nm,
εm ¼ 10.56 þ i1.28 and εh ¼ 9. The vertical dotted line separates the values of Li where the field
is parallel to the rod (Li > 1/3) from those that are perpendicular to it.
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Figure 11.18 Illustration of the V-shaped antenna. The vertex angle D is variable, as are the

lengths of the two arms. (a) An applied field~Ejj is illustrated by a vertical solid arrow. The field is
decomposed into two orthogonal components: one excites a symmetric mode~Es, and the second

excites an antisymmetric mode ~Eas. The output scattered field of interest is the perpendicular

field ~Et. (b) The symmetric mode is defined by the current density in both arms driven in the
same direction about the vertex. (c) The antisymmetric mode is defined by the current density in
both arms driven in the opposite directions through the vertex. High-charge density is denoted by
the dark, solid coloring filling the antenna volume.
Redrawn from figure in N. Yu et al. Science (2011).
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the induced currents, denoted by~J, are decomposed into two cases symmetric in both
arms, or they are antisymmetric. The symmetric case in Figure 11.18(b) is driven by
the field ~Es, that is, at a 45� angle with respect to the horizontal line. The V-shaped
antenna is oriented so that~Es points along the symmetry axis, which bisects the vertex
angle D. The antisymmetric case in Figure 11.18(c) is driven by the field~Eas, which is
perpendicular to the symmetry axis. The currents separate the changes differently as
well. The charge densities for the symmetric case are high at the vertex and at the oppo-
site ends of the antenna, whereas the charge densities are high only at the ends of the
antenna, and the vertex is charge neutral. The scattered light has an orthogonal polar-
ization from the incident light, which makes it easier to separate from the unscattered
and scattered incident light.

Numerical simulations are ultimately required to determine a set of antenna designs
to construct a metasurface. Eight V-shaped antenna elements have been used to
approximate a smooth phase gradient function. The set of V-shaped antennas used
by Capasso’s group is illustrated in Figure 11.19(a). First we note that there are two
subsets of four V-shaped antennas. The second subset of four is derived from the first
set by a mirror symmetry through the horizontal axis.

Each V-shaped antenna has a scattered field amplitude that can be represented for
the nth element as

~Et ðnÞ ¼ bet�AsðnÞei4sðnÞ þ AasðnÞei4asðnÞ
�
: (11.89)

The amplitude and phase of the symmetric and antisymmetric scattered amplitudes
combine to form the scattered beam. The scattered amplitudes of each nanoantenna are
adjusted to be approximately equal; more importantly, the phases of the scattered
waves are designed to have approximately an equal distribution of phase differences.
Figure 11.20 shows the results of a design by Capasso’s group with nearly equal phase
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Figure 11.19 (a) A set of eight V-shaped antenna elements that are designed to span 2p phase
change with nearly equal phase jumps of p/4. The period of the eight elements is the length L.
(b) An illustration of the phase discontinuities across the set of elements, and the distance is
equivalently the wavelength of light in vacuum l0. (c) A count of the phase steps; the first
element is designated as the reference phase 0.
Redrawn from figure in N. Yu et al. Science (2011).
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p/4 differences with antenna #1 used for the reference phase for the eight antennas
across a wide range of wavelengths.

The basic set of nanoantennas are mosaicked on the surface of a substrate in an array
to form a large phased array, as illustrated in Figure 11.21(a). The outlined set is repeated
throughout the surface to form the beam deflection device. Figure 11.21(b) is a sche-
matic of the beam interaction with the surface. The beam is incident on the metasurface
from below; its polarization is denoted by an arrow on the phase lines. After the metasur-
face the beam separates into a diffracted part with the output polarization (also called the
anomalous or extraordinary wave polarization) perpendicular to the input beam and the
undiffracted part, which passes through as an ordinary wave. The angle of the diffracted
beam is determined by the basic set of elements.
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Figure 11.20 Phase difference between the eight nanoantenna elements for wavelengths
ranging from 5 to 16 mm.
Figure used with permission from N. Yu et al. IEEE Journal of Selected Topics in Quantum
Electronics (2013).

Figure 11.21 (a) The basic building block is the set of nanoantennas in the box. (b) The
schematic of an incident beam interacting with the metasurface on the top that is placed on top of
the substrate. For clarity, the reflected waves are not shown.
Redrawn from image in N. Yu et al. Science (2011).
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On the macroscopic scale the results can be summarized by a generalization of
Snell’s law, referring to the coordinate axes in Figure 11.21(b) as

kx2 � kx10 ¼ vF

vx
¼ 2p

L
: (11.90)

The last equality is the gradient from the example of a 2p phase shift over a length
L, discussed above. The tangential component of the wave vector has a discontinuity
imposed by the phase gradient on the surface. The more traditional results are
expressed in terms of angles of incidence (qi) and refraction (qt):

n2 sin qt � n1 sin qi ¼ l0

2p
vF

vx
¼ l0

L
: (11.91)

Again, the last equality refers to the special situation previously discussed. The
generalization of Snell’s law can be extended to the second direction and the result
in vectorial form:

~kt2 �~kt10 ¼ V
!
F: (11.92)

The gradient operator and the wave vectors lie in the (x, y) plane perpendicular to
the surface normal.

By rotating the center axis of the V-shaped antennas relative to the incident wave
polarization, the scattered polarization is rotated out of the plane. If the symmetry axis
of the V-shaped antenna has an angle b with respect to a laboratory-based axis and the
incident field has an angle a with that axis, then the scattered wave polarization is at an
angle 2b � a. In this way, for a fixed a ¼ 0 incident polarization and two sets of
V-shaped antennas with b ¼ 0 and p/4, light is scattered with orthogonal polarizations
in the same direction. Using a neighboring pair of nanoantennas with orthogonal scat-
tered polarizations in the same direction and a p/2 phase shift between the two sets of
nanoantennas, a linear polarized beam is transformed into a transmitted circular polar-
ized beam. A wide band circular polarizer design was fabricated and characterized by
Capasso’s group.

The concept of metasurfaces fabricated with distributions of nanoantennas is
extended in many other ways. Using variations of the antenna shapes and distribu-
tions on surfaces, beams can be shaped into formats such as nondiffracting Bessel
or Airy beams. Orbital angular momentum of the optical beams can be impressed
or detected by introducing holographic-type structures on the surface, and a linear
array of antenna structures cut into a metal film that scatters incident light into surface
plasmon polariton modes on a metal surface. The V-shaped antenna array is distrib-
uted to radiate the incident light with a phase shift that radially changes in a circular
pattern to produce a phase front that focuses light on-axis at a defined focal distance.
The flat lens design in principle can have a large numerical aperture for better light
collection efficiency.
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11.5 The future of photonic devices

An extensive, international community of researchers is devoted to transforming
interesting new nanophotonics concepts into practical devices. Integrating electronic
and photonic properties is an ultimate direction of the present studies. Researchers
studying photovoltaic devices have integrated plasmonic structures, quantum dots,
or dye molecules in an effort to improve their energy-harvesting efficiency. New
perovskite materials have made rapid progress and achieved a conversion efficiency
around 20%.

An interesting, new, and as yet nascent photonic device concept is the so-called rec-
tenna structure to transform electromagnetic energy into direct current. Rectenna is a
contracted name for “rectifying antenna,” which is fabricated using a thin nanometer/
thick dielectric film sandwiched between two different metal films. The design asym-
metry electromagnetic radiation incident on the rectenna generates a direct current
(DC) from the quantum mechanical process of electron tunneling between the two
metals. The energy-harvesting process is purely quantum mechanical. In particular,
it does not involve interband transitions that are prevalent in photovoltaics nor does
it rely on excited carrier dynamics.

A simplified rectenna geometry is illustrated in Figure 11.22(a). Incident electromag-
netic radiation drives electrons in the arms of the antenna, which are fabricated using two
different metals. In the region where the two metals overlap, there is a thin film insulator
separating the two metals, shown as the inset in the figure; this is also called an MIM to
denote its metaleinsulatoremetal structure. Its thickness is on the order of nanometers,
which enables electrons to tunnel through the barrier. The quantum mechanical in
Figure 11.22(b) shows the essential structure and function of the MIM diode, which in-
volves the metal work functions and the insulator electron affinity. The work functions

RL

EF

W1
Φ

W2

eV + nħ ωJ

Metal 1

M
et

al
 1

M
et

al
 2

<Insulator

(a) (b)

In
su

la
to

rMetal 2

Figure 11.22 (a) Schematic of a rectenna design with the metaleinsulatoremetal (MIM) diode
in the overlap region. The load resistor is denoted by RL. The inset is a side view of the
MIM diode. (b) A view of the MIM with essential physical parameters to determine the barrier
height and shape; the metal work functions W1 and W2 and electron affinity of the insulator F.
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of the two metals (W1, W2) are the minimum energy required to free the electron from
the metal, i.e., the energy gain for the electron at the Fermi level to raise it to the vacuum
energy level, shown by a dashed line in the figure. The electron affinity in solid state
materials is the energy released by an electron that is captured to typically occupy an
energy level at the bottom of the conduction band.

The current flow denoted as J is due to the electron tunneling from filled electronic
states below the Fermi level in Metal 1 to empty states above the depressed Fermi
level in Metal 2. The Fermi level depression in Metal 2 is a combination of an applied
DC voltage (V) and an oscillating energy shift due to the energy of n photons ðnZuÞ.
The asymmetric shape of the barrier region creates an asymmetry in the tunneling cur-
rent, leading to a rectified direct current flowing through the load RL. Due to the fact
that the current is not the result of a band-to-band carrier excitation, the current
induced by the electromagnetic wave has a very broad band response. Ultimately,
it is the scattering relaxation time of electrons in the metal that limits the response
of the device. The time scale for many metals is of order femtoseconds, which means
that frequencies in the infrared can be rectified. At the radio frequency end of the elec-
tromagnetic spectrum, an antenna is the best choice for coupling electromagnetic
waves to a diode rectifier. The antenna strategy has been scaled to shorter wave-
lengths, but fabricating an antenna becomes increasingly difficult at near-infrared
and optical frequencies. A nanoantenna concept would be better. Potential technol-
ogy applications of rectenna designs include wide bandwidth and ultrafast photode-
tection. They could be studied for solar energy harvesting as an alternative approach
to photovoltaics.

Advances in nanosensors will have future benefits in diagnosing medical condi-
tions, detecting food-borne pathogens, and environmental monitoring for pollution
and toxins in air or water. The sensitivity can be at unprecedented low concentrations
to parts per billion. Nanoparticles and carbon nanotubes have been studied for molec-
ular imaging and sensing and drug delivery. While fluorescent molecules lose their
efficacy by photobleaching during irradiation, semiconductor nanoparticles continue
to radiate. Nanoparticles have access to cells and may be tailored to target diseased
cells, such as malignant growth. Gold nanoparticles are biocompatible, which has
made them useful for drug agent delivery. Their small size, around 10 nm, enables
them to be carried through small capillaries, and they can pass through cell membranes
to reach the target cells. Their shape-dependent surface plasmon response can be
tailored for photothermal therapy in wavelength regions where light penetrates deep
into tissue. The uptake and accumulation of gold nanoparticles in cancerous tumors
is important for subsequent laser irradiation near the specific nanoparticle absorption
resonance to kill the cells by thermal ablation.

Surface enhanced Raman scattering (SERS) is a widely used nonlinear optical tech-
nique with extreme sensitivity for detecting even single molecules. The electromag-
netic scattered intensity near a nanostructured metal surface, usually gold or silver,
is enhanced by 10e12 orders of magnitude. Initially, surfaces were randomly rough-
ened with results that were difficult to reproduce. Electromagnetic simulations have
revealed that the field enhancement is the result of extreme local fields from
cavity-type SPRs and nanoscale separation between two metal protrusions due to
the presence of complex structures on the metal surface. Using this knowledge
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SERS surfaces could be designed by optimizing performance using nanofabrication
techniques and known high sensitivity positions.

Knowledge of the field has resulted in the top-down design and fabrication of metal
surfaces with nanostructures that promote local field confinement. Local field enhance-
ment for these nanostructures is typically in the range of 100e1000 times the applied
field. The Raman scattered intensity being proportional to the fourth power of the inci-
dent field accounts for the extreme signal sensitivity. Since the Raman shifts provide a
unique molecular spectrum, they can be used to identify molecules at very low concen-
trations. SERS is being developed as a useful tool for the detection of food-borne disease
agents, chemical explosives, biomolecules, and environmental contaminants.

These examples represent a few of the many interesting applications of nanopho-
tonics. The choices of topics mentioned in this book may serve to elucidate the
potential of nanophotonics concepts and phenomena. We predict that the speed of
new innovations will continue to accelerate and that future developments will be
as interesting and surprising as those that have already been discovered. The rest
will be left for the reader to explore by reading the literature, discussions with
colleagues, and surfing the web.

Problems

1. Use the E and H programs in Supplement A to study the band structure diagrams for different
cases. Plot the transmission and reflection spectra for a range of wavelengths scaled to the
lattice constant a.
a. Keeping the cylinder radius fixed at r ¼ 0.45a, where a is the lattice constant, and cylin-

der dielectric constant at 1, change the dielectric constant of the host medium from 1 to 25
and plot the reflection and transmission spectra. Identify the lowest band gaps in the GX
and GJ directions when they appear, and plot their width in units of (a/l) as a function of
the host dielectric constant.

b. For the dielectric constants of the host and cylinder given by 15 and 1, respectively, plot
the transmission and reflection spectra as the cylinder radius is changed from 0 to 0.5.

2. Formulate a band structure program for the rectangular lattice with lattice constants (a, b). It
will be analogous to the E and H programs in Supplement A for the triangular lattice. Plot the
band structure for the following cases: the cylinder radius r ¼ 0.45a, where a ¼ b is the lat-
tice constant, and cylinder dielectric constant at 1 and dielectric constant of the host medium
varied from 1 to 15.

3. Using the transfer matrix in Supplement B, plot the transmission and reflection coefficient for
wavelengths from 400 to 1000 nm, consisting of two materials with dielectric constants 1.5
and 2.2, respectively. Neglect dispersion of the material properties. The thickness of the
periods is a quarter wavelength at 750 nm.
a. Change the number of periods from 2 to 20, and plot the transmission coefficient at

normal incidence around the band gap.
- Plot the minimum transmission as a function of the number of periods.
- Plot the width of the band gap (measured from the transmission maxima closest to the

band gap) versus the number of periods.
b. For a stack with 10 periods, plot the E-polarization and H-polarization gap minimum

transmission and its wavelength versus an angle of incidence from 0� to 75�.
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Supplement A: Numerical solution of the scalar wave
equations in two-dimensional periodic media

The two-dimensional solution of photonic crystal band structures illustrates the essential
complexity found in three-dimensional photonic crystals with the simplification of using
scalar equations. The wave equations are solved using a plane-wave expansion to deter-
mine the complex dispersion properties of periodic dielectric materials. The photonic
band structures can be used to determine different physical properties, such as spatial
and temporal dispersion.

The programs solve the wave equations for a circular cylinder with dielectric con-
stant EPSA in a background dielectric constant EPSB. The lattice constant, d, is scaled
to unity, and the scaled cylinder radius, a, is less than 0.5 so that the cylinders do not
overlap. The fractional volume of the cylinder relative to the unit cell volume is defined
by the variable beta. The vector components for the first Brillouin zone symmetry
points are G ¼ (gxg, gyg), X ¼ (gxx, gyx), and J ¼ (gxi, gyj). To plot the band struc-
ture, an itinerary around the Brillouin zone starts at point X, follows a line to the G
point and then to the J point, and finishes at the X point.

The programs for E- andH-polarization are run using a set of planewaves that are sym-
metrically constructed in hexagonal rings around the G point. The basis vectors to
generate the points on the reciprocal lattice are G1 ¼ (gx1, gy1) and G2 ¼ (gx2, gy2).
The user can choose the variable N1 to determine the number of reciprocal lattice plane
waves used to calculate the band structure. Figure 11.23 shows the plane-wave reciprocal

Figure 11.23 Construction of the number of plane waves in hexagonal rings.
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lattice points in the set with N1 ¼ 1, 2, and 3, which has 7, 19, and 37 elements,
respectively.

Once the set of plane waves are chosen, the matrices for the dielectric function

εð~G; ~G0Þ (E-method) or its reciprocal function hð~G; ~G0Þ (H-method) are constructed.
The diagonal elements of the material matrices are the average background value of
the function, and the off-diagonal values are the Fourier transform of a circular cylinder
minus the background. For the E-method the diagonal and off-diagonal terms are as
follows:

EPS(ii, ii) ¼ bbeta*EPSA þ (1.D0-bbeta)*EPSB;
EPS(ii, j) ¼ 2.d0*pi*(EPSA-EPSB)*a*a/(vcel) * besselj(1, x)/x;
The off-diagonal dielectric function is related to the modulation dielectric constant

(EPSA-EPSB), i.e., the average background is subtracted. Similar consideration holds
for the H-method.

With the above preparation, the equations are solved by matrix methods. The
E-method solves the generalized eigenvalue problem defined by

Ax ¼ UBx:

A and B are matrices, and U ¼ �
u
c

�2
is the corresponding eigenvalue. On the other

hand, for the H-method, the matrix B is replaced by the unit matrix, and the eigen-
values are found using common matrix methods.

Programs

E-Polarization Program

% E-polarization solution of the Wave equation in 2D periodic media
clear all;
pi ¼ acos(-1.0);% constant
N1 ¼ 7; % Defines the size of the reciprocal space.
d¼1.;% lattice constant scaled to unity.
a¼.45;% Radius of the circular cylinder
bbeta ¼ 3.14159*a*a/d/d*2.0/sqrt(3.0);% fractional area of the cylinder
% relative to the unit cell
EPSA¼1.; % Circular cylinder dielectric constant
EPSB¼13;% Matrix dielectric constant
% The symmetry points in the Brillouin zone are defined
gxg ¼ 0.0; gyg ¼ 0.0;% Gamma point
gxx ¼ 0.0; gyx ¼ 2.0*pi/sqrt(3.0);% X point
gxj ¼ 2.0*pi/3.0; gyj ¼ 2.0*pi/sqrt(3.0);% J point
% The itinerary around the brillouin zone is laid out. X->G->J->X
gxi(1) ¼ gxx; gyi(1) ¼ gyx;
gxi(2) ¼ gxg;gyi(2) ¼ gyg;
gxi(3) ¼ gxj;gyi(3) ¼ gyj;
gxi(4) ¼ gxx;gyi(4) ¼ gyx;

% Construct the set of reciprocal lattice wave vectors for the plane
wave calculation

L¼0;

Nanophotonic devices 383



gx1 ¼ 2.0*pi;
gy1 ¼ -2.0*pi/sqrt(3.0);
gx2 ¼ 0.0;
gy2 ¼ 2.0*pi*2.0/sqrt(3.0);

% generate all the wave vectors within a hexagon of
% Maximum width 2*n1.
for ii¼-N1:N1;

for j¼-N1:N1;
if ( (-(N1þ1)<(iiþj)) & ((iiþj)<(N1þ1))),

L¼Lþ1;
gx(L) ¼ gx1*ii þ gx2*j;
gy(L) ¼ gy1*ii þ gy2*j;

end;
end;

end;
% Construct the matrix of Fourier components of the periodic dielectric
% function

vcel ¼ sqrt(3.0)/2.d0*d*d;% Wigner-Seitz unit cell volume
% Average dielectric constant

for ii ¼1:L;
EPS(ii,ii) ¼ bbeta*EPSA þ (1.D0-bbeta)*EPSB;

end;
% off-diagonal matrix elements
for ii¼1:L;

i1¼ ii þ 1;
for j¼i1:L;

x1 ¼ gx(ii) - gx(j);
x2 ¼ gy(ii) - gy(j);
x ¼ sqrt(x1*x1þx2*x2)*a/d;
EPS(ii,j) ¼ 2.d0*pi*(EPSA-EPSB)*a*a/(vcel) *

besselj(1,x)/x;
% The matrix is symmetric

EPS(j,ii) ¼ EPS(ii,j);
end;

end
% Use the itinerary defined above to constructed above to move around
% the Brillouin zone

n¼L;
% Counter for the number of points in the itinerary

nknt ¼ 0;
for nk ¼ 1:3;

nk1 ¼ nkþ1;
nmax¼ 20;

for l¼1:nmax;
dkx ¼(l-1)*(gxi(nk1)-gxi(nk))/(nmax) þ gxi(nk);
dky ¼(l-1)*(gyi(nk1)-gyi(nk))/(nmax) þ gyi(nk);

for ii¼1:n;
a(ii,ii) ¼ ((dkxþgx(ii))

ˇ

2 þ (dkyþgy(ii))

ˇ

2)/4.d0/pi/pi;
b(ii,ii) ¼ EPS(ii,ii);
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for j¼iiþ1:n;
a(ii,j) ¼ 0.d0;
a(j,ii) ¼ 0.d0;
b(ii,j) ¼ EPS(ii,j);
b(j,ii) ¼ EPS(ii,j);

end
end

% Find the eignevalues
v¼eig(a,b);

% Store the lowest ten eigenvalues for plotting
nknt ¼ nknt þ 1;
for li¼1:10;

rr(nknt,li)¼sqrt(v(li));
kxx(nknt)¼nknt-1;

end
end

end

% Plot lowest ten eigenvalues
figure(1)
hold on;
for ii¼1:10;

plot(kxx,rr(:,ii));
end;
ylabel(’a/\lambda’);
xlabel(’wave vector itinerary’);
legend(’E polarization’)
grid on;

H-Polarization Program

% H-polarization solution of the Wave equation in 2D periodic media
clear all;
pi ¼ acos(-1.0);% constant
N1 ¼ 7; % size of the reciprocal space.
d¼1.;% lattice constant scaled to unity.
a¼.45;% Scaled radius of the circular cylinder relative to the lattice

% constant
bbeta ¼ 3.14159*a*a/d/d*2.0/sqrt(3.0);% fractional area of the
cylinder relative to the unit cell
EPSA¼1.; % Circular cylinder dielectric constant
EPSB¼13;% Matrix dielectric constant
% The coordinates of symmetry points for the Brillouin zone
gxg ¼ 0.0; gyg ¼ 0.0;% Gamma point
gxx ¼ 0.0; gyx ¼ 2.0*pi/sqrt(3.0);% X point
gxj ¼ 2.0*pi/3.0; gyj ¼ 2.0*pi/sqrt(3.0);% J point
% The itinerary around the brillouin zone is laid out. X->G->J->X
gxi(1) ¼ gxx; gyi(1) ¼ gyx;
gxi(2) ¼ gxg;
gyi(2) ¼ gyg;
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gxi(3) ¼ gxj;
gyi(3) ¼ gyj;
gxi(4) ¼ gxx;
gyi(4) ¼ gyx;

% Construct the set of reciprocal lattice wave vectors for the
plane wave calculation

L¼0;
gx1 ¼ 2.0*pi;
gy1 ¼ -2.0*pi/sqrt(3.0);
gx2 ¼ 0.0;
gy2 ¼ 2.0*pi*2.0/sqrt(3.0);

% generate all the wave vectors within a hexagon of
% Maximum width 2*n1.
for ii¼-N1:N1;

for j¼-N1:N1;
if ( (-(N1þ1)<(iiþj)) & ((iiþj)<(N1þ1))),

L¼Lþ1;
gx(L) ¼ gx1*ii þ gx2*j;
gy(L) ¼ gy1*ii þ gy2*j;

end;
end;

end;
% Construct the matrix of Fourier components of the periodic dielectric
% function

vcel ¼ sqrt(3.0)/2.d0*d*d;% Wigner-Seitz unit cell volume
% Average of the inverse dielectric constant

for ii ¼1:L;
ETA(ii,ii) ¼ bbeta/EPSA þ (1.D0-bbeta)/EPSB;

end;
% off-diagonal matrix elements

for ii¼1:L;
i1¼ ii þ 1;
for j¼i1:L;

x1 ¼ gx(ii) - gx(j);
x2 ¼ gy(ii) - gy(j);
x ¼ sqrt(x1*x1þx2*x2)*a/d;
ETA(ii,j) ¼ 2.d0*pi*(1/EPSA-1/EPSB)*a*a/(vcel)

* besselj(1,x)/x;
% The matrix is symmetric

ETA(j,ii) ¼ ETA(ii,j);
end;

end
% Use the itinerary constructed above to move around the Brillouin zone

n¼L;
% Counter for the number of points in the itinerary

nknt ¼ 0;
for nk ¼ 1:3;

nk1 ¼ nkþ1
nmax¼ 20;
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for l¼1:nmax;
dkx ¼(l-1)*(gxi(nk1)-gxi(nk))/(nmax) þ gxi(nk);
dky ¼(l-1)*(gyi(nk1)-gyi(nk))/(nmax) þ gyi(nk);

for ii¼1:n;
a(ii,ii) ¼ ETA(ii,ii)*((dkxþgx(ii))

ˇ

2 þ (dkyþgy(ii))

ˇ

2)/
4.d0/pi/pi;

for j¼iiþ1:n;
a(ii,j) ¼ ETA (ii,j)*((dkxþgx(ii))*(dkxþgx(j)) þ

(dkyþgy(ii))*(dkyþgy(j)))/4.d0/pi/pi;
a(j,ii) ¼ a(ii,j);

end
end

% Find the eignevalues
v¼eig(a);

% Store the lowest ten eigenvalues for plotting
nknt ¼ nknt þ 1;
kxx(nknt)¼nknt-1;
for li¼1:10;
rr(nknt,li)¼sqrt(v(li));

end

end

end
% Plot lowest ten eigenvalues
figure(1)
hold on;
for ii¼1:10;

plot(kxx,rr(:,ii),’r’);
end;
ylabel(‘a/\lambda’);
xlabel(‘wave vector itinerary’);
legend(‘H polarization’)
grid on;

Supplement B: TMM for one-dimensional periodic media

The one-dimensional TMM illustrates the power of the method. This version contains
fixed refractive indices, which can be replaced by experimental data or functions to
cover absorption and dispersion over the wavelength range of interest.

The main program

clear all;
lambda_min¼300; % Minimum wavelength for the spectrum
lambda_max¼800; % Maximum wavelength for the spectrum
% data for refractive indices. This can be replaced by experimental data
ld0¼[180 500 600 800 6100]; % wavelengths for index data
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n00¼[1. 1. 1. 1. 1.]; % superstrate medium has a real index
n10¼[1.3 1.3 1.3 1.3 1.3]; % Medium 1 real part of the index
k10¼[0. 0. 0. 0. 0.]; % Medium 1 imaginary part of the index
n20¼[2. 2. 2. 2. 2.]; % Medium 2 real part of the index
k20¼[0. 0. 0. 0. 0.]; % Medium 2 imaginary part of the index
n30¼[1. 1. 1. 1. 1.]; % substrate medium has a real index
% number of periods
m¼7;
% Thicknesses of each layer
d1(1:m)¼400/4/1.3; % quarter-wave thickness center wavelength 400 nm
d2(1:m)¼400/4/2; % quarter-wave thickness center wavelength 400 nm
% Total sample thickness calculated
L¼sum(d1þd2);
% angle of incidence
phi0¼50/180*pi;
kx¼2*pi*sin(phi0);% Transverse wave vector times wavelength (scaling)
lambda¼lambda_min:1:lambda_max; % vector that spans a set of wavelengths
% refractive indices are interpolated from the data
n0¼interp1(ld0,n00,lambda);
n1¼ interp1(ld0,n10,lambda);
k1¼ interp1(ld0,k10,lambda);
n2¼ interp1(ld0,n20,lambda);
k2¼ interp1(ld0,k20,lambda);
n3¼interp1(ld0,n30,lambda);
% Calculate reflection and transmission coefficient
[Tpp,Rpp,Tss,Rss]¼f_2mlyr(n0,n1,k1,n2,k2,n3,d1,d2,m,kx,lambda);
Trans¼Tpp;
Refl¼Rpp;
Tp¼Tpp;Rp¼Rpp;Ts¼Tss;Rs¼Rss;
figure(1);
plot(lambda,Tp,lambda,Rp)
xlabel(‘\lambda(nm)’,‘fontsize’,18,‘FontName’,‘Arial’,‘fontweight’,‘b’)
ylabel(‘T_p,R_p’,‘fontsize’,18,‘FontName’,‘Arial’,‘fontweight’,‘b’)
legend(‘T_p’,‘R_p’);
figure(2);
plot(lambda,Ts,lambda,Rs)
xlabel(‘\lambda(nm)’,‘fontsize’,18,‘FontName’,‘Arial’,‘fontweight’,‘b’)
ylabel(‘T_s,R_s’,‘fontsize’,18,‘FontName’,‘Arial’,‘fontweight’,‘b’)
legend(‘T_s’,‘R_s’);

Function to calculate the transmission and reflection coefficients

function [Tp,Rp,Ts,Rs]¼f_2mlyr(n0,n1,k1,n2,k2,n3,d1,d2,m,kx,lambda)
% The output from this version are the p and s transmission and
reflection
% coeficients. It may be modified to output the complex amplitudes.
for n¼1:length(lambda)
% Complex longitudinal wave vector component (scaled by the wavelength)
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kz0¼conj(sqrt((2*pi*n0(n))

ˇ

2-kx

ˇ

2));
kz1¼conj(sqrt((2*pi*(n1(n)þ1i*k1(n)))

ˇ

2-kx

ˇ

2));
kz2¼conj(sqrt((2*pi*(n2(n)þ1i*k2(n)))

ˇ

2-kx

ˇ

2));
kz3¼conj(sqrt((2*pi*(n3(n)))

ˇ

2-kx

ˇ

2));
% Reflection and transmission amplitudes for s- and p-polarization
% in each medium.

[r01p,t01p,r01s,t01s]¼f_rtampx(n0(n),0,n1(n),k1(n),kz0,kz1);
[r12p,t12p,r12s,t12s]¼f_rtampx(n1(n),k1(n),n2(n),k2(n),kz1,kz2);
[r21p,t21p,r21s,t21s]¼f_rtampx(n2(n),k2(n),n1(n),k1(n),kz2,kz1);
[r23p,t23p,r23s,t23s]¼f_rtampx(n2(n),k2(n),n3(n),0,kz2,kz3);

% Superstrate interface matrices
C01p¼[1 r01p; r01p 1];
C01s¼[1 r01s; r01s 1];
Ap¼C01p;
tp¼t01p;
As¼C01s;
ts¼t01s;

% Phase change due to path lengths in each medium for m periods.
for jj¼1:m-1
delta12¼kz1*d1(jj)/lambda(n);
delta21¼kz2*d2(jj)/lambda(n);

% Matrices from medium 1 to 2 and 2 to 1 for p and s poalrizations.
C12p¼[exp(1i*delta12) r12p*exp(1i*delta12); r12p*exp(-1i*delta12)

exp(-1i*delta12)];
C21p¼[exp(1i*delta21) r21p*exp(1i*delta21); r21p*exp(-1i*delta21)

exp(-1i*delta21)];
C12s¼[exp(1i*delta12) r12s*exp(1i*delta12); r12s*exp(-1i*delta12)

exp(-1i*delta12)];
C21s¼[exp(1i*delta21) r21s*exp(1i*delta21); r21s*exp(-1i*delta21)

exp(-1i*delta21)];
Ap¼Ap*C12p*C21p;
tp¼tp*t21p*t12p;
As¼As*C12s*C21s;
ts¼ts*t21s*t12s;

end;
% The last layer and interface with the substrate

delta12¼kz1*d1(m)/lambda(n);
delta23¼kz2*d2(m)/lambda(n);
C12p¼[exp(1i*delta12) r12p*exp(1i*delta12); r12p*exp(-1i*delta12)

exp(-1i*delta12)];
C12s¼[exp(1i*delta12) r12s*exp(1i*delta12); r12s*exp(-1i*delta12)

exp(-1i*delta12)];
C23p¼[exp(1i*delta23) r23p*exp(1i*delta23); r23p*exp(-1i*delta23)

exp(-1i*delta23)];
C23s¼[exp(1i*delta23) r23s*exp(1i*delta23); r23s*exp(-1i*delta23)

exp(-1i*delta23)];
Ap¼Ap*C12p*C23p;
tp¼tp*t12p*t23p;

% Calculations of the reflection and transmission amplitudes and
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% coefficients for p and s polarizations.
rpp(n)¼Ap(2,1)/Ap(1,1);
Rp(n)¼abs(Ap(2,1)/Ap(1,1))

ˇ

2;
tpp(n)¼tp/Ap(1,1);
Tp(n)¼kz3/kz0*abs(tp/Ap(1,1))

ˇ

2;
As¼As*C12s*C23s;
ts¼ts*t12s*t23s;
rss(n)¼As(2,1)/As(1,1);
Rs(n)¼abs(As(2,1)/As(1,1))

ˇ

2;
tss(n)¼ts/As(1,1);
Ts(n)¼kz3/kz0*abs(ts/As(1,1))

ˇ

2;
end;

Function to compute the Fresnel Coefficients

function[rp,tp,rs,ts]¼f_rtampx(n1,k1,n2,k2,kz1,kz2)
%calculate amplitude of transmission and reflection ith Gaussian beam
nc1¼n1-1i*k1;nc2¼n2-1i*k2;

rp¼(nc2

ˇ

2*kz1-nc1

ˇ

2*kz2)/(nc1

ˇ

2*kz2þnc2

ˇ

2*kz1þeps);
rs¼(kz1-kz2)/(kz1þkz2þeps);
tp¼2*nc2

ˇ

2*kz1/(nc1

ˇ

2*kz2þnc2

ˇ

2*kz1þeps);
ts¼2*kz1/(kz1þkz2þeps);

Supplement C: Spheroidal nanorods

As a first treatment of nanoantennas consider the electrostatic treatment that
was previously used for LRC circuits in Chapter 2. For the nanoantenna in the form
of a needle there is an exact solution for a prolate spheroid that can describe any aspect
ratio of the needle. The coordinate system is are called prolate spheroidal coordinates,
which have rotational symmetry about the z-axis. The coordinates are constructed with
two foci at z� ¼ �a/2. The distance from the foci to a point (x, y, z) is

r� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ

�
zH

a

2

�2r
; (11.C1)

where the (r, z) plane is used with r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
.

Using this definition spheroidal coordinates are

x ¼ rþ þ r�
a

; h ¼ rþ � r�
a

; and f ¼ tan�1
�
x

y

�
: (11.C2)

The coordinates form an orthogonal triple with x, the radial variable over domain
x˛ (1, N), and h, the “angular” variable, which has the domain h ˛ (�1, 1). The
coordinate f is the usual azimuthal coordinate (longitude angle) with domain
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f ˛ (0, 2p). The Cartesian coordinates are expressed in terms of the spheroidal
coordinates:

x ¼ a

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
x2 � 1

�ð1� h2Þ
q

cos f; y ¼ a

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
x2 � 1

�ð1� h2Þ
q

sin f; z ¼ a

2
xh:

(11.C3)

The (r, z) planes obey the following relations:

r2�
x2 � 1

�þ z2

x2
¼ a2

4
and

z2

h2
� r2

ð1� h2Þ ¼ a2

4
: (11.C4)

The first equation is the expression for a family ellipsoids parameterized by x, and
the second is a family of hyperboloids parameterized by h. A plot of the ellipses and
hyperbolas in the (x, z) plane are given in Figure 11.24. The ratio of the major and mi-

nor axes (r) for the ellipse is related to the coordinate by x ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

p
. In other

words, the variable x is the inverse of the particle’s eccentricity, as discussed in
Chapter 7.

The Laplacian is separable in spheroidal coordinates, and the solutions of Laplace’s
equation for the angular variable f are the familiar trigonometric functions. The solu-
tions of Laplace’s equation are the associated Legendre polynomial, which is a func-
tion of the angular variable, Pm

n ðhÞ, and also the radial variable solutions are
ðPm

n ðxÞ;Qm
n ðxÞÞ, where Qm

n ðxÞ is the associated Legendre function of the second kind.
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Figure 11.24 Spheroidal coordinate cross-sectional surfaces. Those curves parameterized by
constant x form a family of ellipses. The curves parameterized by constant h form a family of
hyberbolas.
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The form of the electrostatic potential for a dielectric prolate spheroid when a con-
stant field is applied along the z-axis is

F> ¼ �E0zþ B>P1ðhÞQ1ðxÞ; (11.C5)

F< ¼ A<P1ðhÞ½P1ðxÞ�: (11.C6)

The Legendre functions are P1(x) ¼ x, Q1ðxÞ ¼ x
2 ln
�
xþ 1
x� 1

�
� 1. Applying the

electrostatic boundary conditions at the surface x1 for a prolate spheroid of dielectric
constant εm embedded in a dielectric medium with εd yields two equations:

�E0
a

2
P1ðx1Þ þ B>Q1ðx1Þ ¼ A<P1ðx1Þ; (11.C7)

εd

�
�E0

a

2
þ B>

vQ1ðx1Þ
vx1

�
¼ εmA<: (11.C8)

To solve for the unknown coefficients (A<, B>):

A< ¼ �E0
a
2 εd

ðεd � εmÞ2Lz þ εm
; (11.C9)

B> ¼ �E0
a
2 ðεm � εdÞx1

ðεd � εmÞ2Lz þ εm
: (11.C10)

The coefficient in the denominator related to the result discussed in Chapter 7 is

Lz ¼ x1
�
x21 � 1

�
2

 
x1�

x21 � 1
�� 1

2
ln



x1 þ 1
x1 � 1

�!
: (11.C11)

The derivation of the potential when the field is applied along the minor axis direc-
tion is left to the reader. The electric field inside the prolate spheroid is constant and
points in the direction of the applied field when it is aligned with a principal axis.
The electric field outside the spheroid has a constant applied value and a dipole contri-
bution. In the limit of a spherical particle (x1 / N) Lz/

1
3, and the results of a spher-

ical particle are recovered.
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One-dimensional periodic media, TMM for,

387e390
One-dimensional Schrodinger’s equation, 57
One-dimensional shooting method, 75
OPA. See Optical parametric amplification

(OPA)
Optical lithography, 161
Optical microscope, 199e200, 200f
Optical parametric amplification (OPA),

286e287
Optoelectronic devices. See Photonic

devices

P
p-polarization, 27e28
Paraxial equation, 192
Pattern transfer, 175
plasma etching, 179e181
wet-chemical etching, 175e179

Pauli exclusion principle, 89e90, 104,
110e111

PECVD. See Plasma-enhanced CVD
(PECVD)

Perfect absorbers, 288e292
Periodic array of holes, 198e199
Periodic lattices, 91e93. See also

Reciprocal lattice
Periodic stacks, 372
Permittivity of free space, 312e313
Phase-locking, 324
Photolithography. See also Nonoptical

lithography
contact photolithography, 164e165, 164f
EUV lithography, 169e170
laser interference lithography, 170e171
light sources, 161e163
photomasks, 163e164
photoresists, 163
projection photolithography, 165e169

Photomasks, 163e164
Photon emission, 343e346, 358e359
Photonic crystal(s), 5, 91, 359
electromagnetic field, 361
fibers, 365e367
mode symmetry, 364
periodic dielectric permittivity, 360
photonic crystal fibers, 365e367
photonic DOS, 360
three-dimensional photonic crystals,

367e369
transfer matrix methods, 369e373
two-dimensional photonic crystals,

362e364
Photonic devices, 341
future, 379e381

Photoresists, 163
Physical vapor deposition (PVD), 150
PIM. See Positive index material (PIM)
Pitch, 165
Plane-wave solutions, 21e22
Plasma etching, 179e181
Plasma-enhanced CVD (PECVD),

157e158
Plasmonics, 233
absorption as function of frequency, 240f
electric field distribution, 238f
localized surface plasmons, 241e247
nonlocal response of metallic

nanostructures, 247e250
optical properties of metals, 233e235
simulations, 233
surface plasmon polaritons
excitation of, 239e241
at metal-dielectric interfaces, 236e237
of metallic thin films, 237e239

Plasmons, 103
PLD. See Pulsed laser deposition (PLD)
Poisson’s equation, 220e222
Positive index material (PIM), 254
Positive-tone photoresist, 163
Potassium hydroxide (KOH), 178e179
Poynting theorem, 36
Poynting vector, 22e23, 255e256,

316e317
Poynting’s theorem, 22e23
Profilometer, 204
Projection photolithography, 165e169
Projection systems, 165
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Pseudopotential, 109
Pulse, 158

diameter, 321
Pulsed laser deposition (PLD), 155e157
PVD. See Physical vapor deposition (PVD)
PZT. See Lead zirconium titanate (PZT)

Q
QCLs. See Quantum cascade lasers (QCLs)
Quantum box, 77e78
Quantum cascade lasers (QCLs), 73, 84e85,

358e359, 358f
Quantum confined semiconductors, optical

properties in, 354e358
Quantum confinement in one dimension

with finite potentials, 52e56
with infinite potentials, 46e47
confinement energy, 50
electron’s energy, 49
normalization integration, 51
numerical example, 51e52
one-dimensional potential, 48
quantum well structure, 47f
separation of variables technique, 47e48

Quantum device structures, 78
quantum cascade lasers, 84e85
quantum well lasers, 79e80
QWIPs, 81e83

Quantum dots, 357e358
Quantum mechanical hydrogen atom, 129

atomic orbitals, 134
radial wave functions, 134t
in three dimensions, 129e134
in two dimensions, 135e136
wave functions, 134

Quantum mechanics and computation
computational methods
numerical shooting method, 56e62

electron wave function (j), 46
quantum confinement in one dimension
with finite potentials, 52e56
with infinite potentials, 46e52

quantum device structures,
78e85

quantum well structures in semiconductors,
70e74

Schrodinger’s equation, 45e46
two-and three-dimensional quantum

confined structures, 74e78

Quantum tunneling across barriers, 62
numerical shooting method for tunneling

problems, 66e70
single barrier, 62e65

Quantum well infrared photodetectors
(QWIPs), 73, 81e83

Quantum well(s), 135
lasers, 79
numerical example of
InP/In0.53Ga0.47As/InP, 79e80

structures in semiconductors, 70
effective mass, 71e73
GaAs/AlxGa1exAs quantum wells,
73e74

origin of band structures, 70e71
Quantum wire, 75e77
Quasi-equilibrium approximation, 344
Quasi-Fermi levels, 344
Quasi-static approximation, 212, 218, 220
Quasi-static effective permittivity, 220e223
Quasibound state, 82
Quasistatic limits, 32e33
kinetic inductance, 37e39
nanocircuit model, 39e40
nanocircuits source-free formulation,

35e37
series LRC circuit, 33e35

QWIPs. See Quantum well infrared
photodetectors (QWIPs)

R
Radiation gauge. See Coulomb gauge
Radiofrequency (RF), 13, 155
Rate-limiting step, 177
Rayleigh criterion, 194
Rayleigh formula, 214, 216
Rayleigh range, 193
Reactive ion etching (RIE). See Plasma

etching
Reciprocal lattice, 93e96
decomposition, 96
dispersion bands, 98
Fourier series, 97
hybridization, 100e103
hybridized atomic orbitals, 101f
SC, 99

Rectenna, 379
Refractive index, 255
Resin, 163
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Resist mechanism, 173
Resistively heated evaporation, 152
Resolution, 193e195
Resonant tunneling across double barrier,

68e70
Retardation impact, 246
Retrieval method, 261e263
RF. See Radiofrequency (RF)
RiccatieBessel functions, 245e247

S
s-polarization, 27e28, 370
SADP. See Self-aligned double-patterning

(SADP)
SC. See Simple cubic (SC)
Scalar wave equation numerical solution,

382
plane waves in hexagonal rings, 382f
programs, 382e387

Scalar wave equations numerical solution in
2D periodic media, 382

plane waves in hexagonal rings, 382f
programs, 382e387

Scanning electron microscopy (SEM), 196
Scanning near-field optical microscopy

(SNOM). See Near-field scanning
optical microscopy (NSOM)

Scanning probe
techniques, 185
tools, 200

Scanning tunneling microscope (STM), 200
Scattering
coefficients, 245
cross-section, 243, 245

SCH-MQW lasers. See Separate-
confinement heterostructure
multiquantum well lasers
(SCH-MQW lasers)

Schrodinger’s equation, 45e46, 71e73,
129e131

Second harmonic frequency (SH frequency),
284e285

Second-harmonic generation (SHG), 282,
285f, 309, 324e325

Selectivity, 178
Self-aligned double-patterning (SADP), 169
Self-aligned quadruple patterning, 169
Self-alignment process, 169
Self-assembly techniques, 5

Self-phase modulation (SFM), 312e313
SEM. See Scanning electron microscopy

(SEM)
Semiconductor optoelectronic

devices, 342
DOS, 346e347
optical properties in quantum confined

semiconductors, 354e358
photon emission and absorption processes,

343e346
QCLs, 358e359, 358f
semiconductors optical properties,

347e353
spontaneous emission, 342e343, 342f

Semiconductors, 111e112
Buckminster fullerenes, 121
carbon [He]2s22p2, 115
carbon allotropes, 116t
CNTs, 120e121
compound semiconductors, 123e127
diamond, 115e116
doping, 114e115
electrical conductivity, 112
electronic properties, 124t
graphene, 117e118
group IV elements, 115
optical properties, 347e353
quantum well structures in, 70
effective mass, 71e73
GaAs/AlxGa1exAs quantum wells,
73e74

origin of band structures, 70e71
silicon [Ne]3s23p2, 121e123
sp3s* model, 113e114
zincblende/diamond structure and wurtzite

structure, 114f
Sensing component, 206
Separate-confinement heterostructure

multiquantum well lasers
(SCH-MQW lasers), 79

Separation of variables technique,
47e48

Series LRC circuit, 33e35
SERS. See Surface enhanced Raman

scattering (SERS)
SFM. See Self-phase modulation (SFM)
SH frequency. See Second harmonic

frequency (SH frequency)
Shadow-masked lithography, 152
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SHG. See Second-harmonic generation
(SHG)

Silane (SiH4), 123
Silicon [Ne]3s23p2, 121e123
Silicon tetrachloride (SiCl4), 123
Silicon-on-insulator technology

(SOI technology), 10
Silver, 111
Simple cubic (SC), 99
Single barrier, tunneling across, 62, 68

numerical example, 65
tunneling and reflection probabilities, 64
tunneling electrons, 63

Single quantum well, GaAs/AlxGa1exAs,
73e74

Single-walled carbon nanotube (SWCNT),
120

Slowly varying envelope approximation
(SVEA), 189

Snell’s law, 27, 255, 273, 314e315
generalized, 378

SOI technology. See Silicon-on-insulator
technology (SOI technology)

sp2 hybrid states, 101
sp3 hybrid states, 101
sp3s* model, 113e114

parameters for, 147t
Spatial impulse response function, 188
Sphere magnetic polarizability, 246
Spherical Bessel functions, 245e246
Spheroidal nanorods, 390e392
Split-ring resonator (SRR), 257
Split-step algorithm, 319
Spontaneous emission, 342e343, 342f

rate, 351e352
SPRs. See Surface plasmon resonances

(SPRs)
Sputtering, 153e155
SRR. See Split-ring resonator (SRR)
Step-and-scan system, 167e168
Steppers, 167
Stimulated emission, 344, 350e351
STM. See Scanning tunneling microscope

(STM)
StranskieKrastanow growth, 357e358
Stub, 198
Superlattice, 61
Superlens, 296e299
Superlubricity, 117

Surface enhanced Raman scattering (SERS),
380

Surface plasmon polaritons, 233, 236e237
Surface plasmon resonances (SPRs),

236e237, 341
SVEA. See Slowly varying envelope

approximation (SVEA)
SWCNT. See Single-walled carbon

nanotube (SWCNT)
Symmetric stacks, 372
Synthetic diamonds, 115

T
Target poisoning, 155
Taylor series, 32
TBM. See Tight binding

model (TBM)
TE modes, 236
TEM. See Transmission electron

microscopy (TEM)
Terahertz (THz), 261
TH photon. See Third harmonic photon

(TH photon)
THG. See Third harmonic generation (THG)
Thin films, 149
chemical methods, 157
ALD, 158e159
LPCVD, 157
PECVD, 157e158

deposition techniques, 162t
epitaxy, 159e161
physical methods, 150
electron-beam evaporation, 152f
evaporation, 150e152
PLD, 155e157
sputtering, 153e155

properties, 150
Third harmonic generation (THG),

311, 314e325
Third harmonic photon (TH photon), 309
Three-dimensional photonic crystals,

367e369
Tight binding method
examples, 142e148
lattice wave function, 136e140
non-Bravais lattices, 140e141

Tight binding model (TBM), 100
Time-independent Schrodinger’s

equation, 45
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TIR. See Total internal reflection (TIR)
TM plane wave. See Transverse magnetic

plane wave (TM plane wave)
TMM for one-dimensional periodic media,

387e390
TMMs. See Transfer matrix methods

(TMMs)
Top-down fabrication approach, 4e5
Total internal reflection (TIR), 30
Transfer matrix methods (TMMs), 360,

369e373
Transformation optics-enabled

metamaterials devices, 293e296
Transition metals, 110e111
Transition metamaterials, 275
Transmission, 224
Transmission electron microscopy

(TEM), 196
Transverse magnetic plane wave

(TM plane wave), 255e256
Trapezoidal method, 319
Trapezoidal rule, 320e321
Triangular lattice, 363
Two coupled wells, 59
Two-and three-dimensional quantum

confined structures, 74e75
quantum box, 77e78
quantum wire, 75e77

Two-dimensional photonic crystals,
362e364

Two-photon absorption, 312e313

U
Ultraviolet light (UV light), 7
Unipolar devices, 81
Unit cell, 91

V
V-shaped antenna, 375e376, 375f
Valence bands, 348e349
Valence electrons, 100
van der Waals bonds, 4

van der Waals forces, 117, 121, 206, 207f
van der Waals interactions, 4
Vanadium oxide (VO2), 155
Varactor-loaded split-ring resonator

(VLSRR), 281
Velocities, 31e32
VLSRR. See Varactor-loaded split-ring

resonator (VLSRR)
Volmer-Weber growth

mechanism, 126

W
Wave equations, 21, 362
conservation of energy, 22e24
dissipation, 24e26
energy density, 24e26
Fresnel equations, 26e30
planar interface, 27f
plane-wave solutions, 21e22
reflection and transmission

coefficients, 29f
velocities, 31e32

Wave functions, 77, 134
Wave propagation and diffraction, 187
fresnel and fraunhofer diffraction,

189e192
Wet-chemical etching, 175e179
White light interferometry, 204e205, 205f
WignereSeitz unit cell (WS unit cell),

91, 92f

Y
Yablonovite structure, 367e369
Yttrium barium copper oxide

(YBCO), 156

Z
Zero-index materials, 273e279
Zincblende semiconductor model,

144be145b, 146t
Zone melting refines metallurgical-grade

silicon, 122e123
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