
ELECTRONIC AND PHOTONIC
CIRCUITS AND DEVICES



IEEE Press
445 Hoes Lane, P.O. Box 1331
Piscataway, NJ 08855-1331

IEEE Press Editorial Board
Roger F. Hoyt, Editor-in-Chief

J. B. Anderson
P. M. Anderson
M. Eden
M. E. El-Hawary
S. Furui

A. H. Haddad
R. Herrick
S. Kartalopoulos
D. Kirk
P. Laplante

M. Padgett
W. D. Reeve
G. Zobrist

Kenneth Moore, Director of IEEE Press
John Griffin, Acquisition Editor
Marilyn G. Catis, Assistant Editor

Mark Morrell, Assistant Production Editor

IEEE Circuits and Systems Society, Sponsor
CAS-S Liaison to IEEE Press, Gordon Roberts

IEEE Components, Packaging, and Manufacturing Technology Society, Sponsor
CPMT-S Liaison to IEEE Press, Joe Brewer

Cover design: Bill Donnelly, WT Design

Books of Related Interest from IEEE Press ...

NONVOLATILE SEMICONDUCTOR MEMORY TECHNOLOGY: A Comprehensive Guide
to Understanding and Using NVSM Devices
Edited by William Brown and Joe Brewer
1997 Hardcover 616 pp IEEE Order No. PC5644 ISBN 0-7803-1173-6

THE CIRCUITS AND FILTERS HANDBOOK
Edited by C. H. Chen
1995 Hardcover 2896 pp IEEE Order No. PC5631 ISBN 0-8493-8341-2

INTRODUCTION TO OPTICS AND OPTICAL IMAGING
Craig Scott
1998 Hardcover 400 pp IEEE Order No. PC4309 ISBN 0-7803-3440-X

PHOTONIC SWITCHING TECHNOLOGY: Systems and Networks
Edited by Hussein T. Mouftah and Jaafar M. H. Elmirghani
1999 Hardcover 612 pp IEEE Order No. PC5761 ISBN 0-7803-4707-2



ELECTRONIC AND PHOTONIC
CIRCUITS AND DEVICES

Edited by

Ronald W.Waynant
Food and Drug Administration, U. S. Government

John K. Lowell
Jekyll Consulting, Dallas, Texas

IEEE Circuits and Systems Society, Sponsor
IEEE Components, Packaging, and Manufacturing Technology Society, Sponsor

•

IEEE
~ PRESS

A Selected Reprint Volume

IEEE Press Series on Microelectronic Systems
Stuart K. Tewksbury, Series Editor

The Institute of Electrical and Electronics Engineers, Inc., New York



This book may be purchased at a discount from the publisher
when ordered in bulk quantities. Contact:

IEEE Press Marketing
Attn: Special Sales

445 Hoes Lane, P.O. Box 1331
Piscataway, NJ 08855-1331

Fax: (732) 981-9334

For more information on the IEEE Press,
visit the IEEE home page: http://www.ieee.org/

© 1999 by the Institute of Electrical and Electronics Engineers, Inc.,
3 Park Avenue, 17th Floor, New York, NY 10016-5997

All rights reserved. No part of this book may be reproduced in any form,
nor may it be stored in a retrieval system or transmitted in any form,

without written permission from the publisher.

Printed in the United States of America

10 9 8 7 6 5 4 3 2

ISBN 0-7803-3496-5

IEEE Order Number: PP5748

Library of Congress Cataloging-in-Publication Data

Electronic and photonic circuits and devices / edited by Ronald W.
Waynant, John K. Lowell.

p. cm.-(IEEE Press series on microelectronic systems)
"IEEE Circuits and Systems Society, sponsor; IEEE Components,

Packaging, and Manufacturing Technology Society, sponsor."
"A selected reprint volume."
ISBN 0-7803-3496-5
I. Electronic circuits. 2. Electronic apparatus and appliances.

3. Optoelectronic devices. I. Waynant, Ronald W. II. Lowell,
John. III. IEEE Circuits and Systems Society. IV. IEEE Components,
Packaging & Manufacturing Technology Society. V. Series.
TK7867.E36 1998
621.3815-dc21 98-41717

CIP



CONTENTS

Preface vii

Acknowledgments ix

Theme Paper 1

Maxwell's Children Light the Way 3
Anthony J. DeMaria (IEEE Circuits and Devices Magazine, March 1991).

Chapter 1 Integrated Circuit Technology 11

Modeling GaAs/AIGaAs Devices: A Critical Review 13
Herbert S. Bennett (IEEE Circuits and Devices Magazine, January 1985).
Overview 22
Harry T. Weaver (IEEE Circuits and Devices Magazine, July 1987).
Latchup in CMOS Technologies 25
Ronald R. Troutman (IEEE Circuits and Devices Magazine, May 1987).
Porous Silicon Techniques for SOl Structures 32
Sylvia S. Tsao (IEEE Circuits and Devices Magazine, November 1987).
Ferroelectric Materials for 64 Mb and 256 Mb DRAMs 37
Laureen H. Parker and Al F. Tasch (IEEE Circuits and Devices Magazine, January 1990).

Chapter 2 Integrated Circuit Manufacturing and Novel Circuit Design 47

Manufacturing-Based Simulation: An Overview 49
Stephen W. Director (IEEE Circuits and Devices Magazine, September 1987).
Micro-Automating Semiconductor Fabrication 56
Ilene J. Busch-Vishniac (IEEE Circuits and Devices Magazine, July 1991).
Robotic Applications in Electronic Manufacturing 62
John H. Powers, Jr. (IEEE Circuits and Devices Magazine, January 1985).
Sights and Sounds of Chaos 66
Leon O. Chua and Rabinder N. Madan (IEEE Circuits and Devices Magazine, January 1988).
Introduction to Implantable Biomedical IC Design 77
Larry J. Stotts (IEEE Circuits and Devices Magazine, January 1989).
Oversampled Data Conversion Techniques 84
Vladimir Friedman (IEEE Circuits and Devices Magazine, November 1990).

Chapter 3 Optical Technology 91

Photochemical Processing of Semiconductors: New Applications for Visible and Ultraviolet Lasers 93
J. Gary Eden (IEEE Circuits and Devices Magazine, January 1986).

v



Contents

Laser-Enhanced Plating and Etching for Microelectronic Applications 100
Robert J. von Gutfeld (IEEE Circuits and Devices Magazine, January 1986).
Excimer Laser Ablation and Etching 104
James Brannon (IEEE Circuits and Devices Magazine, March 1997).
Laser-Fabrication for Solid-State Electronics 112
Richard M. Osgood, Jr. (IEEE Circuits and Devices Magazine, September 1990).
Phase-Shifting Masks Gain an Edge 119
BJ. Lin (IEEE Circuits and Devices Magazine, March 1993).
Advanced Lithography for ULSI 127
J. Bokor, A.R. Neureuther, and W.G. Oldham (IEEE Circuits and Devices Magazine, January 1996).

Chapter 4 Optoelectronic Integrated Circuit Device Technology 133

Phase-locked Laser Arrays Revisited 135
Dan Botez and Luke J. Mawst (IEEE Circuits and Devices Magazine, November 1996).
Quantum Well Semiconductor Lasers Are Taking Over 143
Amnon Yariv (IEEE Circuits and Devices Magazine, November 1989).
Organic-on-Inorganic Semiconductor Heterojunctions: Building Blocks for the Next Generation of
Optoelectronic Devices 147

S.R. Forrest (IEEE Circuits and Devices Magazine, May 1989).
Semiconductor Optical Amplifiers 153
Gadi Eisenstein (IEEE Circuits and Devices Magazine, July 1989).
Lasers Primer for Fiber-Optic Users 159
Joanne LaCourse (IEEE Circuits and Devices Magazine, March 1992).

Chapter 5 Optical Fiber 165

Optical Fiber-The Expanding Medium 167
Suzanne R. Nagel (IEEE Circuits and Devices Magazine, March 1989).
ViewPoint: Bringing Fiber to the Home 177
Richard K. Snelling (IEEE Circuits and Devices Magazine, January 1991).
Fiber Optic Backbone Boosts Local-Area Networks 181
Scott F. Midkiff (IEEE Circuits and Devices Magazine, January 1992).

Chapter 6 Optical Communication and Switching 187

Optoelectronic Integration: A Technology for Future Telecommunication Systems 189
R. F. Leheny (IEEE Circuits and Devices Magazine, May 1989).
Photonic-Time Division Switching Systems 193
H.S. Hinton (IEEE Circuits and Devices Magazine, July 1989).
Ultrashort Light Pulses 198
Peter W. Smith and Andrew M. Weiner (IEEE Circuits and Devices Magazine, May 1988).
Optical Interconnects Speed Interprocessor Nets 203
John D. Crow (IEEE Circuits and Devices Magazine, March 1991).

Author Index 209

Subject Index 211

About the Editors 217

vi



PREFACE

For nearly 14 years the IEEE has published Circuits and Devices
Magazine, making it available first to the Societies of Division I
but later to all IEEE members. We are proud of the accomplish-
ments attributed to the magazine by its readers and its designation
among the magazines with the greatest impact based on citations.
During that time, we have solicited and published numerous tuto-
rial papers describing new technology and new ideas. But the
theme of what we believe is the future of our field of engineering
was so well described by an article written by Anthony DeMaria
that we wanted to preserve it and a number of supporting papers

by others in a special collection. This collection expresses the
state of the art and the thinking of the 1990s, and it projects the
likely path that developers and engineers will follow for the next
25 or more years. It details the gradual, but inevitable, shift from
electronic devices now being devised and improved to optoelec-
tronics, in which a combination of optical and electronic devices
predominate and on to the future systems in which photonics will
be dominant. This kind of perspective, given in well-written,
understandable fonn by experts in their field, can help direct stu-
dents in choosing their future work in science.

Ronald W. Waynant
John K. Lowell
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THEME PAPER



axwell's Children
Light theWay

Photonics, as a complement to electronics,
will initially capture markets
where connection to the
electronic interface is easy

wentieth-century
electronics is the child
of 19th-century electro-
mechanics and the
parent of 21st-century
photonics. The elec-
tronics industry, and its
growth, is certainly in-

debted in large part to E. H. Armstrong, and
his first electronic oscillator in 1912. The first
optical oscillator. i.e., Ted Maimari's ruby
laser, didn't glow until 48 years later (Fig.
I). It took electronics approximately 80
years to develop its markets and technology
to where they are today. In contrast, last year
marked the 30th anniversary of Maiman s
first laser. If we assume that photonics will
experience the same rate of technology,
market. and manufacturing development
that electronics did, we can predict that the
photonics market will equal that of its
electronics counterpart as we approach mid-
way into the 21st century. Unfortunately, the
prediction may be too optimistic, because
electronics possesses the lower-cost ad-
vantage associated with a mature technol-
ogy. Consequently, photonics will initially
be most successful when we use it (1) to
perform functions that cannot be performed
as well. or at all. by electronics: and (2) in
applications where photonics can easily in-
terface with electronics.

Three major technological generations
have their genealogical roots in the equations
James Clerk Maxwell formulated in 1864.
Technologies based on electromagnetics and
electromechanics such as motors, generators,
magnetics, and power transmission, ex-
perienced their major growth in the 19th cen-
tury and began to mature in the first part of the
20th century. (The membership of the
American Institute of Electrical Engineers-
AlEE-reached a peak of 18,344 in 1927. In
1955 or 1956, the membership of the Institute
of Radio Engineers (IRE) surpassed the
AlEE's membership. In 1963, the two or-
ganizations merged to form the IEEE.)

The last three quarters ofthe 20th century
have been a period of dramatic growth for
electronics-based technologies. The rate of
development does not yet show evidence of
slowing down, but these technologies can be
expected to mature in the first half of the 21st
century.

In the family tree of major technologies
that are based on Maxwell's equations, one
can think of electrically and magnetically
based technologies as the grandparents;
electronics hardware and software as the
parents; and the subgroups of photonics
technology as the children (Fig. 2). The
growth of photonics is just beginning. Its
maturity will probably begin in the latter half
of the 21st century.

Reprinted from IEEE Circuits and Devices Magazine. Vol. 7, No.2, pp. 36-43, March 1991.
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by Anthony J. DeMaria

Electronics Overview
Ferdinand Braun, working in Marburg, Ger-
many, in 1874, discovered the first metal semi-
conductor junction by establishing the
rectifying properties of galena (i.e., lead sul-
fide). These "cat whisker" diode detectors
played an important role in researching radio
waves and their propagation before the inven-
tion of vacuum tubes, but their physics was not
understood until the development of semicon-
ductor solid-state physics in this century.

While working on his carbon filament
lamp in 1883, Thomas Edison discovered
that electrical current could be made to flow
in a vacuum when an electrically positive
charged plate was positioned near a heated
filament within a vacuum envelope. This
discovery remained essentially unused until
John Ambrose Fleming invented the
vacuum diode rectifier for converting alter-
nating current to direct current in 1904 [1].
This invention was followed two years later
by Lee Def-orest's vacuum triode.....,...... the first
electronic amplifier. Armonstrong's oscil-
lator followed, the first generation of tem-
poral coherent electromagnetic radiation.

Following Armstrong's invention, the
electronics industry developed very rapidly.
Electronic vacuum-tube devices became the
heart of the industry and were responsible
for the rapid development of radio, radar,
television, electronic controls, telecom-

munications, and electronic information
processing, among many other tech-
nologies. Twenty-nine years elapsed from
Edison's discovery to the operation of the
first electronic oscillator. McGraw-Hill pub-
lished the first trade magazine with the title
Electronics beginning on April 30, 1930.
(The word "electronic" did not appear in
dictionaries until many years later.) The
term is now used to denote the broad range
of technologies dependent on controlling the
flow of electrical charges in a vacuum, solid,
liquid, or plasma. But until the invention of
the transistor in 1948, the field of electronics
was primarily dependent on vacuum tubes,
which exerted control over the flow of an
electron stream in a vacuum.

In 1948, John Bardeen, Walter H. Brat-
tain and William Shockley of Bell Labs
announced the invention of the transistor.
Transistor-type devices control the flow of
either positive charged particles (holes) or
negative charged particles (electrons) in a
crystalline solid. At first germanium was the
crystal of choice, but silicon soon came into
almost exclusive use because of its superior
mechanical and electrical properties. In ad-
dition, it was soon recognized that silicon's
easily grown native protective oxide has
exceptional electrical properties. For a short
while, transistor-type devices were resisted
by the electronics industry. But their small

4



SOME HISTORICAL EVENTS
ELECTRONICS vs PHOTONICS

Maxwell
1874 Braun; PbS catwisker diode
1876 Bell; Telephone
1883 Edison; Electron flow in vacuum
1887 Hertz; Radio waves

1904 Fleming; Diode
1906 DeForest; Triode
1912 Armstrong; Oscillator

1930; McGraw-Hili Electronics
published

1948; Transistor

1958-59; Integrated circuit

1971; Microprocessor

T
48 yrs

-±-

1830

1840

1850

1860
1864
1870
1880

1890

1900
1910

1920

1930
1940

1950

1960

1970
1980

1990

1839 Becquerel; Photoelectric effect

Equations

1880 Bell; Photophone

1905 Einstein; Photoelectric explained

1916 Einstein; Stimulated emission

1954 Gordon, Zeiger, Townes; NH3 Maser
1960 Maiman ; Ruby laser He-Ne, Nd glass

) laser diode, nonlinear optics, Nd :YAG
( Ar+, dye CO2 , picosec. pulses, fiber
{ optics gas dynamic, chemical, excimer,
J free electron integrated optics, etc ...

1.Major historical events in the development
of the electronic and photonic fields.

size, high efficiency, mass producibility, lower
unit cost, lower voltage requirements, and
higher reliability in comparison with vacuum
tubes led to their eventual dominance in the
electronics field, a dominance that occurred
even though the manufacturability of transis-
tors was considerably more capital intensive
and difficult to master.

In 1958-59, the semiconductor integrated
circuit was invented by Jack Kilby of Texas
Instruments and Robert Noyce of Fairchild
Semiconductor [2]. The integrated circuit chip
enabled an entire electronic system to be min-
iaturized on a small piece of silicon and
launched the modern information processing
revolution. The development of the
microprocessor by Intel in 1971 gave birth to
the pocket calculator and, eventually, to per-
sonal computers and workstations.

If the invention of the triode in 1906
marked the start of the electronics revolu-
tion, then the field of electronics is today a
little over eighty years old. Clearly, its

5

tempo is still increasing. In 1970, $1,000
could purchase approximately 400 barrels of
oil or 40 kilobytes of semiconductor random
access memory (RAM). In 1985, $1,000
could purchase approximately 30 barrels of
oil or 25 megabytes of RAM. The amount of
oil one could buy per dollar decreased by
over an order of magnitude over a 15 year
period while the amount of RAM bytes per
dollar increased by over two orders of mag-
nitude. The long-term cost of semiconductor
memory circuits is still dropping rapidly,
which indicates that the information revolu-
tion is still continuing at a rapid pace.

The semiconductor industry has been on
an exponential growth path for the last 30
years. Worldwide revenues now total about
$30 billion. The industry produces the
equivalent of 250,000 transistors per year
for every person on earth. Over the last two
decades, the numbers of transistors
produced per year has doubled every year.
An integrated circuit with a million transis-



FAMILY OF ELECTROMAGNETIC TECHNOLOGIES

I H I ~I
I

Grandparents Parents Children

ElectronicsElectro-mechanical H IElectrical Power ~ • Hardware Photonics
• Software

I 19th Century H 20th Century I ~I 21 st Century I

torstodaysellsforthesamepriceasdidasingle
transistorin theearlydaysof theindustry.The
layout print of a 4-megabit dynamic random
accessmemory(DRAM)chip is equivalentto
the task of drawing a road map of the entire
United States showing every side street. A
deficiency, during the manufacturing process
of sucha chip, is equivalentto a largepothole
showingup on any streeton such a map, and
such a defect would necessitate rejecting the
whole chip. Such chips will enter production
in the near future. Workhasstartedon 16-and
64-megabit DRAMchips.The layoutforthese
chips is likedrawinga mapof theentireUnited
States in such detail that even sidewalks are
shownin the drawing. Suchdesignscouldnot
be effectively accomplished without sophisti-
catedcomputers.

Advances in integrated circuits produce
advances in computers, which in turn
produce more advances in integrated cir-
cuits. This process continues to repeat itself,
and electronics provides effective tech-
nological feedback that contributes to it's
own explosive growth.

Parallel Advances in Photonics
In 1839, Alexandre Edmond Becquerel of
France discovered the photodetector-the
first opto-electronic device- when he
generated a voltageby irradiating the junc-
tion of an electrolyte. The effect was not
understood until Albert Einstein explained
it in 1905.

Even though photoelectric devices were
not understood, they were used by re-
searchers. Alexander Graham Bell used a
photoelectric device in his photophone of
1880,whichwas the first electro-optical sys-
tem [1]. Einstein presented his formulation
of stimulated and spontaneous emission
processes and their relationship to the radia-
tion absorption process in atomic and
molecular systems in 1916. After 1916,
many scientists investigating the spectro-
scopic properties of gases realized that
population inversion in atomic and
molecular systems. would result in
amplificationof radiation through the stimu-
lated emission process, but they ignored its
development.

Why didn't scientists in the 1916-to-
1954 time period ask themselves how they
could exploit stimulated emission to obtain
anoptical oscillator?Themost likely answer
is that the researchers investigating the
spectroscopic properties of gases did not
adequately appreciate the principle of posi-
tive feedback, revealed by Armstrong in
1912with electronic oscillators.

The cultural divide between physicists
and electrical engineers was bridged by
World War II. The importance of
microwave radar during the war caused
many scientists toworkonmicrowaveoscil-
lators and amplifiers. One of these scientists
was C. H. Townes, whose research exposed
him to the principles of positive feedback in

6

2. In thefamilytreeofmajor technologiesthat
arebasedonMaxwell'sequations,electrical-
ly andmagneticallybased technologies may
be viewedas the grandparents; electronics
hardwareand software as the parents; and
thesubgroupsofphotonicstechnologyas the
children.



PHOTONICS
The technology for generating, amplifying, detecting, guiding,
modulating, or modifying by nonlinear effects optical radiation
and applying it from energy generation to communication and
information processing

Lasers
Opto-electronics

Electro-optics
Fiber-optics

Integrated-optics
Acousto-optics

Quantum-electronics
Nonlinear optics
Adaptive optics

Optical data storage
Optronics

3. The term "photonics" now denotes a large
number of optically related technologies.

PHOTONICS

electronic microwave oscillators. This ex-
perience' coupled with his spectroscopic
training, provided him with the technical
foundation required for the invention of the
microwave NH3 maser in 1954 [3]. This
device was the first quantum electronic os-
cillator. In retrospect, providing positive
feedback in the microwave region in a
population-inverted molecular system was a
relatively straightforward undertaking. But
doing the same thing in the optical region
required another new invention: the use 'of a
Fabry-Perot interferometer as a multiple-
axial-mode, positive-feedback optical
cavity for population-inverted atomic or
molecular amplifiers [4].

T. H. Maiman's ruby laser of 1960 was
the first operation of a coherent electromag-
netic oscillator in the optical region [5].Con-
trary to the relatively mild attention given
the announcement of the transistor in 1948,
the laser was greeted with great excitement
and expectation by the scientific and en-
gineering communities, as well as the
general public. The technical community
realized that the laser would make possible
the transportation of techniques and tech-
nologies from the audio, video, radio-fre-
quency, and microwave regions into the
optical portion of the electromagnetic
spectrum.

Researchers quickly made the transition
from maser to laser research, and there was an
explosion of scientific activity and discovery.

7

In less than 20 years, the following lasers
were rapidly developed: helium-neon, glass,
argon, argon ion, dye, C02, chemical, ex-
cimer, free-electron,gas dynamic,Nd3+: glass,
Nd3+:YAG, and semiconductor laser diodes.
Broad advances were secured in the areas of
optical parametric amplifiers; picosecond
laser-pulse generation; fiber optics; Q-switch-
ing, holography, nonlinear optics, optical
mixing, integrated optics; optical phase con-
jugation; and optically squeezed states. Laser
devices provided the major stimulation for the
broad fieldof photonics after 1960 in the same
way that the vacuum tubestimulateelectronics
after 1906.

After the invention of the laser, new
terms such as quantum electronics, electro-
optics, lidar, and optical information
processing, were coined to name the
numerous new specialties that depended on
laser devices. It soon became apparent that
an umbrella term was needed to refer to all
of these specialties, much as the term
"electronics" covered the large number of
fields dependent on electronic devices.
Since these optical specialties are dependent
on the control of a light beam, i.e., a stream
of photons, the term "photonic" was formed
by adding "ic" to the word "photon." The
term is now used to refer to the technologies
for generating, amplifying, detecting, guid-
ing, and modulating coherent optical radia-
tion and applying these technologies to
fields such as energy generation, com-
munications, and information processing
(Fig. 3).

Going Down the Same Road
The parallelism is apparent in the develop-
ment of electronics and photonics. Optically
pumped solid-state lasers, gas lasers, and
dye lasers, for example, perform the same
role in photonics as vacuum-tube devices
perform in electronics. Both devices were
responsible for the initial rapid development
of their respective fields, and they all enjoy
much the same advantages and disad-
vantages. Lasers, like vacuum tubes, are
capable of the highest power and operating
frequency within their electromagnetic
regions. And, like vacuum tubes, they suffer
from heavier weight, larger size, higher
power consumption, and lower life expec-
tancy than their solid-state counterparts.

Semiconducting laser and transistor
devices also play parallel roles in their
respective fields. As in electronics, it is the



Electronics

INTEGRATED OPTOELECTRONIC CIRCUIT

semiconductor lasers and their associated
applications that offer the largest market
opportunities because of their small size,
lower weight and power consumption, mass
producibility, lower cost, higher reliability,
and ability to be integrated on monolithic
substrates utilizing microelectronic fabrica-
tion techniques. Semiconductor lasers also
interface easily with transistors. Conse-
quently, semiconductor lasers can take ad-
vantage of the rapid market growth and the
large existing technology infrastructure that
transistor devices presently enjoy.

In electronics, waveguides such as co-
axial cables, strip lines, and metal guides
were used before active semiconductor
devices became dominant. In photonics,
semiconductor laser devices were invented
a few years after the announcement of the
ruby laser. Until K. C. Kao proposed it in
1966, researchers did not appreciate that
losses could be greatly reduced in glass
fibers [6]. Then, research programs were
launched in earnest by several organizations
to develop glass fibers for telecommunica-
tion optical-waveguide applications. In
1970, Coming Glass Works achieved losses
below 20 dB/km, a level considered critical
to the extensive application of fiber optics to
telecommunication. Today, glass-fiber los-
ses have been reduced to near the theoretical
limit, and glass fibers are the transmission
line of choice for telecommunication ap-
plications. Telecommunication is presently
the largest market for photonics.

Researchers today are busy developing
integrated optical technology to achieve the
benefits for the photonics field that semicon-
ductor integrated circuits have achieved for
the electronics field. It is important not to
confuse the huge role that integrated digital
electronic circuits have played in digital data
processing with the role that integrated op-
tics chips are expected to play in photonics.
At present, it appears that the appropriate
parallelism is between the role that
microwave integrated circuits,
microwave/millimeter-wave strip lines, and
microwave/millimeter- wave hybrid circuits
play in the lower frequency region, and the
role that optical integrated circuits are ex-
pected to play in the optical region. With
present technology, microwave monolithic
integrated circuits (MIMICs) cannot match
the density of digital integrated circuits. And
optical integrated circuits will not match the
density of MIMIC chips with presently

Laser

Waveguide

foreseen optical technology.
Compound semiconductor materials

such as GaAs and GaAIAs are unique when
compared to silicon and germanium, be-
cause they can be used to generate optical
radiation. They are also electro-optically
and piezoelectrically active, and have good
semiconductor properties for the fabrication
of transistors. Consequently, current re-
search efforts are being aimed at merging
integrated electronic circuits with in-
tegrated-optic, opto-electronic, electro-
optic, and even acousto-optic devices on
monolithic substrates of GaAs and similar
compound materials (Fig. 4). Monolithic
optical chips do exist today, typically com-
bining a few optical components on a
LiNb03 substrate (Fig. 5).

Microelectronics and Photonics
Light emitting diodes fabricated from GaAs
for numerical display applications appeared
in the late 1950s. In 1962, GaAs lasers
operating in the near infrared were first
reported by General Electric, IBM, and Lin-
coln Lab researchers. These reports ensured
that semiconductor devices would play a
major role in photonics. Today, lead-salt
semiconductor lasers have extended the
operating-wavelength range of semiconduc-
tor lasers into the far infrared region, and
GaAs-based semiconductor lasers have
operated in the red portion of the visible
spectrum. In the future, higher-bandgap
materials may permit semiconductor lasers
in the blue portion of the spectrum.

The compatibility of semiconductor
lasers with microelectronic devices has

8

Electro-optic
switch

Single mode
fibers

4. An example of a potential integrated op-
toelectronic circuit that researchers may
some day realize [7]. Optical signals can be
brought to such a chip by optical fibers. Op-
tical radiation from these fibers can be
coupled into planar waveguides embedded
within the chip. Photodetectors fabricated on
the chip can convert the optical signals to
electrical signals, which can be digitally
processed by electronic devices also fabri-
cated on the chip. These electrical signals
can then be used tomodulate semiconductor
lasers directly or to energize electro-optic
modulators that are also fabricated directly
on the chip. The modified optical signals are
then transported through the chip by em-
bedded planar waveguides and eventually
coupled to optical fibers for transmission to
remote locations. Only small portions of such
a chip have been reported in the technical
literature thus far, but the potential is clear.



(a) OPTICAL CIRCUITS
(c)

(d)

t
Sem

~

All-fiber

Integrated optics

""""-Sem --..-
h-1 em

~4cm~

Table top optical mounts

Coupler

J ...

Divider Phase ~=r
modulator I 0.02

PM em
3' ... h-0.02 em

Integrated optics technology is a key element toward progressive
realization of the global trend of miniaturized instruments and sensors

1.S'

~ 3dB H3-13dB~

(b)

5. This typical optical circuit (a) contains four
optical components: a 3 dB power combiner,
a polarizer (P), a 3 dB power splitter, and a
phase modulator (PM). It is useful in realizing
miniature, low cost fiber-optic gyros for
navigational applications. It is possible to
fabricate a discrete-optical-component ver-
sion consisting of mirrors, a polarizer and an
electro-optics phase modulator (b). The all-
fiber configuration (c) is much smaller, with
typical dimensions of 5 x 5 x 1 em. An in-
tegrated-optics-chip configuration (d) can be
as small as 4 x 0.02 x 0.02 centimeters.

launched major segments of existing
markets. Among these are fiber-optic
telecommunication, optical data recording,
audio disks, video disks, laser printers, and
bar-code readers. These markets are served
by the semiconductor laser. (The He-Ne
laser is now a far-distant second in annual
production.) Manufacturers are producing
several hundred thousand semiconductor
lasers per month.

Laser weapons, controlled fusion with
lasers. and semiconductor laser develop-
ment are the three areas of laser technology
that have received continuous and extensive
R&D support over the last 25 years. The
first two are still a long way from making a
national impact. but they have received ex-
tensi ve government support in many
countries because of their perceived impor-
tance to national security and economical
well-being. The semiconductor laser, on the
other hand, has been developed primarily
with industrial R&D funds, and it has been
the most successful in spawning new sectors
of existing industries. It is therefore impor-
tant to have a manufacturing competitive-
ness in semiconductor lasers if a nation is to

maintain competitiveness in photonics.
Microelectronics processing technology

has developed a large assortment ofprocess-
ing techniques that yield feature dimensions
that fall within the range of optical
wavelengths. Consequently, the application
of semiconductor processing technology
such as epitaxial film deposition, etching,
milling, photolithography, and ion implan-
tation, advances photonics by advancing op-
tical technology and originating new
subfields. These subfields include bi-
nary/diffractive optics, micro'ens fabrica-
tion, new optical coatings, integrated optics,
and super-lattice devices.

Such contributions are enabling
photonics to interface easily with
microelectronics and are producing many
instances in which photonics are being in-
tegrated directly with microelectronics
devices and subsystems. This "partnership"
between photonics and electronics con-
tributes to the explosive growth of photonics
in telecommunications, signal and data
processing, information storage, entertain-
ment products, computing, data buses, inter-
connections of electronic subsystems,
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sensors, medical applications, and scientific
instrumentation. The growth is pushing
photonics into large-volume, low-cost,
mass-production manufacturing that re-
quires large capitalization rivaling that re-
quired for manufacturing of electronic
components and subsystems.

The strong interdependence of photonics
and electronics has educational effects, too;
more and more university-based programs
offer a wide selection of graduate and under-
graduate optics-related courses. As a result,
the center' of mass for training in optics has
shifted from physics departments to electri-
cal engineering departments.

Things to come
Photonics is still in a state of infancy. It is
young and robust with a highly promising
and exciting future. The field is now spawn-
ing new products and opening major new
segments of basic industries. Accelerating
growth in fiber-optic telecommunications,
optical data buses, optical data storage, op-
tical interconnects between electronic sub-
systems, and many other applications, will
ensure the growth of photonics well into the
next century.

Photonics and electronics are complemen-
tary and not competitive; indeed, photonics is
heavily dependent on electronics. Conse-
quently, the most success in the near term will
be in applications where photonics interfaces
easily with electronics and advantages can be
taken from the large infrastructure and
momentum for growth that the electronic
revolution still enjoys. And by its own growth,
photonics will reciprocate and further expand
the growth of electronics.

The most serious challenge facing
photonics is the shortage of the photonics
engineers required to develop the numerous
new and rapidly evolving products, and to
work at the interface between electronics
and photonics. Offering a formal under-
graduate engineering curriculum in
photonics engineering would be a big boost
to this important, though still emerging,
field. A formal curriculumwould ensure that
the photonics revolution will succeed the
electronics revolution just as the electronics
revolution succeeded the old industrial
revolution.

Just how large can photonics get? Can it
exceedthefieldofelectronics inmarketsize?The
answerwillprobablybe"no"foraverylongtime,
because of the relativematurity of electronics.

Electronics has a half-century head start on
photonics. It has a very large infrastructure,
and large capital and knowledge bases that
will difficult to abandon or overcome with a
new technology. Indeed, comparing the
memberships of electronics- and photonics-
oriented professional societies illustrates the
entrenchment of electronics. The Institute of
Electrical and Electronics Engineers has ap-
proximately 300,000 members. The total
membership of the Optical Society of
America, the Society of Photo-optical and
Instrumentation Engineers, the IEEE Lasers
and Electro-optics Society, the Laser As-
sociation of America (LAA), and the Laser
Institute of America (LIA), which together
represent the field of photonics, have only
about 30,000 members (and many of these
have joint memberships.) It will be some
time before the number of photonics en-
gineers exceeds the the world's present
number of electronics engineers. The arrival
of photonics, however, will be no less im-
portant to society than was electronics.
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Modeling GaAslAIGaAs Devices:
A Critical Review

Herbert S. Bennett
Abstract

Device models forGaAsdevices andGaAslAIGaAsheterostructures are
much less advanced than those for silicon devices. This paper critically
reviews recent advances in the modeling of GaAslAIGaAs devices. It is
based on theexamination offiveselected device models thatcontain features
common to the majority of device models for heterostructure bipolar and
field effect transistors. Areasrequiring improved measurement techniques
on processed GaAsand improved physical concepts forGaAslAIGaAs de-
vice models areidentified.

Introduction
This review summarizes recent advances in modeling
GaAslAIGaAs heterostructure bipolar transistors
(HBT) and GaAs and GaAslAIGaAs field effect tran-
sistors (FET). It identifies those physical concepts that
are not adequately included in present device models
for HBTs, for conventional metal semiconductor FETs
(MESFETs), and for heterostructure FETs (HFETs)
such as two-dimensional electron gas FETs (TEG-
FETs), modulation doped FETs (MODFETs), high
electron mobility FETs (HEMTs), and selectively
doped FETs (SDFETs). This review also identifies
areas requiring increased efforts for measurement
techniques on processed GaAs. The term processed
GaAs refers to material that is representative of the
active regions of devices and not to bulk material.
This review is based on the examination of five device
models that have been selected from among several
available GaAs device models. The five device models
discussed contain features and assumptions found in
the majority of device models reported in the archival
literature.
Developing computationally efficient models that

simulate the operation of solid-state devices is one
goal of workers in this area. Achieving this goal re-
quires compromises between the sophistication of
solid-state physics and the pragmatic demands of
electrical engineering. There are two classes of com-
puter models:
(a) Compact models, which use the methods of

Gummel-Poon or Ebers-Moll, based on closed
form solutions to approximate device equations.

(b) Detailed models based on doping profiles and nu-
merical solutions to the coupled nonlinear semi-
conductor device equations with appropriate
boundary conditions [1]. These equations are
usually solved self-consistently by either finite
element or finite difference procedures and in-

The views stated in this paper are those of the author and do
not represent necessarily the views of the National Bureau of
Standards.

elude Poisson's equation, current-density equa-
tions for holes and electrons, and continuity
equations for holes and electrons.

The discussion that follows pertains to detailed de-
vice models.

Typical Device Structures
Figure 1 gives the structure for a device similar to

the one investigated by Asbeck et al. [2]. This HBT
avoids many of the tradeoffs in the design of homo-
junction bipolar transistors. The HBT has a wider
bandgap emitter (layer 3). The greater bandgap of the
emitter compared to the base reduces substantially
the hole injection from the base into the emitter. Re-
ducing the basewidth decreases the electron transit
time in the device and thereby increases fT' The con-
duction band spike is reduced by the compositional
grading [3]. This increases the injected electron cur-
rent and, therefore, the gain of the HBT. Such HBT
devices with thin bases and high fTS are fabricated by
molecular beam epitaxy (MBE) or by organometallic
vapor phase epitaxy (OMVPE).
Circuits containing HBTs, which are similar to the

HBT in Fig. 1, and operating at 300 K or 77 K may
compete with or exceed the ultrahigh performance of
Josephson junction circuits at 4K [4]. However, before
HBTs can be used in high-speed integrated circuits,
improved fabrication technology needs to be devised.
In particular, the number of defects in the substrate
and the number of interface states at junctions need
to be reduced.
Figure 2 shows a typical heterostructure HFET,

which is similar to the one reported in Ref. [5]. The
main feature of these devices is to have the donors in a
wider bandgap Ga.Al.As..; layer (layer 2) and to have
the electrons move in .a nearby undoped GaAs chan-
nel (layer 4). These devices frequently have a spacer
layer of undoped GaAs (layer 3) to shield the two-di-
mensional electron gas from the fields of the donors
in layer 2. When the donor densities in layer 2 exceed
about 1017 cm", the electrons do not have a bound
state associated with the donor ions. The electron-ion
scattering becomes significant in layer 2 and lowers
the electron mobility. The undoped layers 3 and 4
provide the required high mobility, active region of
the device.
The nonlinearity of the HFET is good for Lgs"-'lJ.Lrn

and very good for Lgs "-' O.5J.Lm {4]. This nonlinearity
is the increase of gm with small (Vgs - VT) and in-
creases as J.LnlLg increases, where J.Ln is the mobility of
the electron in the channel. The current gain-band-

Reprinted from IEEE Circuits and Devices Magazine. Herbert S. Bennett. "Modeling GaAs/AIGaAs Devices: A critical review,
Vol. I. No.1. pp. 35-42. January 1985. U.S. Government work not protected by U.S. Copyright.
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In = -nq/-LnV(V + Vn) + DnVn (2)

is replaced with the equation

The main assumptions of the LSclass of models are
summarized below. The equilibrium pn product is as-
sumed to have the form

Formulation of Asbeck et ale
Asbeck et al. [13] have modified the one-dimen-

sional, finite difference code SEDAN [14] to be appli-
cable for HBTs. The basic semiconductor equations
are similar to those for the LSmodel in the "Formula-
tion of Lundstrom and Schuelke," section except the
constitutive relation for Jn

The electron velocities are obtained from equilibrium
and ballistic transport relations for v(E). They have
considered the dependence of [; on current density
and on various v(E) relations [15] by performing nu-
merical experiments on HBTs [2]. They have used
these predictions to suggest new designs for devices.
Because adequate measurements and theories for

the dependence of ni.ln; on the high carrier and do-
pant densities present in their HBTs do not exist,
HBTmodels contain the ,assumptions that n1In i = 1
and that /-Lp(maj) = /-Lp(min) and /-Ln (maj)= /-Ln(min) at
the same doping densities. These physically ques-
tionable assumptions exist also in the recent Monte
Carlo simulations reported by Tomizawa et al. [16].
Using the current crowding under the emitter as a

variational parameter, Asbeck et ale have compared
the dc common emitter gain versus collector current
with measured values. The agreement is marginally
acceptable. Continuing additional numerical experi-
ments without better input data for mobilities, band

(3)In = -qnv(x)

nopo = nfexp(-aEg /K1) (1)

where aEg = -q(Vn+ Vp). Recent work [10] has
shown that Eq. (1) gives incorrect descriptions for
heavily doped silicon devices with emitter widths less
than 3 usn. Preliminary results indicate that simi-
lar difficulties occur with Eq. (1) for GaAs above
1017cm-3

• Also, this and most other models as-
sume that the temperature is uniform throughout the
device and that no strains are present. However,
Moglestue has shown that local heating occurs be-
tween the gate and drain of n-type GaAs FETs [11].
Lundstrom and Schuelke have applied their model

to both the HBTin Ref. [2]and to the TEGFETin Refs.
[5,12]. They have not compared the predictions of the
LSmodel for HBTswith measured I-V data. Only nu-
merical experiments to understand better the behav-
ior of HBTs are reported. They have compared the LS
model predictions with measured quasi-static capaci-
tance versus reverse gate voltage for the TEGFET [12].
The agreement is good except at high voltages (> BV),
for which breakdown may occur.

width product increases as L, decreases. Hence, to
increase gms and ITS, shorter gate lengths and higher
mobilities are needed. Gate lengths less than O.5J,tm
place unacceptable demands on lithographic preci-
sion for commercial production. Heterostructure
HFETs offer ways to achieve mobilities that are higher
than those for GaAs alone. Such FETsare called TEG-
FETs [5], MODFETs, HEMTs [6], and SDFETs. One
reason that similar devices are referred to by many
names is that the understanding of how the devices
function is incomplete. Most workers concentrate on
how the carriers move in the channel and place less
emphasis on how the carriers move from the source
to the channel and from the channel to the drain.

Representative Device Models and
Associated Assumptions

Many HBT,MESFET, and HFETmodels exist in the
literature. Most authors use the predictions from
such models to perform numerical experiments and
thereby to suggest ways to improve device perfor-
mance. Few compare the predictions with measure-
ments from devices. In this section, five represen-
tative device models are presented to illustrate the
recent advances in modeling GaAs devices. These five
device models have been selected from among the
many models reported in the archival literature, since
as a set, they contain most of the essential features
and assumptions found in HBT, MESFET, and HFET
models. The many other models that are not dis-
cussed or referenced here are, with few exceptions,
variations on those outlined below. Including discus-
sions of additional models would detract from the
main purposes of this review; namely, identifying
areas for which improved physical concepts and mea-
surement techniques are needed.

Formulation of Lundstrom and Schuelke
Lundstrom and Schuelke have developed a numer-

ical method for analyzing heterostructure semicon-
ductor devices (HBTsand HFETs)[7]. Their analysis is
based on a macroscopic description of semiconduc-
tors with nonuniform composition. The Lundstrom-
Schuelke (LS) model contains conventional device
equations. It discretizes the basic equations by the
finite difference technique and uses the Scharfetter-
Gummel [B] formulation for the current densities.
These authors have modified conventional device

analysis programs to evaluate the two band param-
eters Vn and Vp• They describe the nonuniform com-
position by position dependent Ks(X), Vn(x), and
Vp(x). These modifications are valid only for hetero-
structures in equilibrium. Also, the LS model is
strictly valid only when the material composition
changes slowly and the concept of a position depen-
dent effective mass is reasonable [9].
However, the above restrictions may not be appro-

priate for processed GaAs.
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edge changes, and effective intrinsic carrier con-
centrations has limited value to assist in improving
HBTs.

Formulation of Riemenschneider andWang
Riemenschneider and Wang have developed a two-

dimensional, finite-element program for analyzing
transient and steady-state characteristics of GaAs
MESFETs [17]. The devices that they have analyzed
are dominated by electrons, and the contribution of
holes to the total current flow is negligible. The holes
would be important if the model were to include para-
sitic effects, such as backgating or other mechanisms
for minority carrier injection. But, few, if any, two-
dimensional, finite-element models consider para-
sitics. The generation and recombination terms in the
relation for the conservation of electrons are set to
zero. The electron current in the model is derived
from classical transport theory

(4)

Equation (4) contains transport by diffusion, whereas
Eq. (3) does not.
The values of the electron velocity are based on

steady-state data from the Monte Carlo calculations of
Ref. [18]. The diffusivity Dn values are interpolated
between the low field values computed by Einstein's

relationship and the high field values [19]. They do
not include the effect of dynamic velocity overshoot.
Since most velocity overshoot formulations such
as Cook and Frey [20] do not consider the multi-
valley nature of electron transport in GaAs in detail,
Riemenschneider and Wang consider the accuracy of
the models that use them to be doubtful.
Riemenschneider and Wang have reported only nu-

merical experiments on comparing the predicted per-
formance of planar MESFETs with recessed gate
MESFETs. They have no experimental verification of
their calculations. This tends to be the rule and not
the exception for modeling GaAs devices. Verification
of models to the extent accomplished for silicon de-
vices is rare for GaAs device models.

Formulation ofCook andFrey
Cook and Frey [20] have presented computer sim-

ulations of GaAs MESFETs that include transport
effects (velocity overshoot). They offer an engineer-
ing-level description of hot electron effects in GaAs
MESFETs. Their transport model contains many as-
sumptions. Some of the more significant ones are as
follows:
(1) Including the upper and lower valleys in the

transport equations makes the procedure too
complicated, so they have used an equivalent
single valley model [21].

List of Symbols

D Dielectric displacement R Recombination rate
0 Defect or trap density t Time
Dn Electron diffusivity T Temperature
E Carrier energy -, Gate-source voltage
EF Fermi energy VBE Base-emitter voltage
Ec Bandgap VT Threshold voltage
E Electric field v, and v, Band parameters
fr Current-gain bandwidth products W Carrier energy
gm Transconductance WB Base width
G Generation rate WE Emitter width
Ii Planck's Constant/Zrr x Position vector
I-V Current-voltage characteristic f3 Gain
J Current density f, L,X Symmetry points in Brillouin Zone
k Boltzmann Constant s.. Subband energy difference between r
k Carrier wave vector and L points
Lg Gate length ar x Subband energy difference between r
m* Carrier effective mass and X points
n Electron density E Dielectric constant
no Electron equilibrium density Ks Position-dependent dielectric
n, Intrinsic carrier concentration constant
n., Effective intrinsic carrier JLn(maj) Electron mobility n-type

concentration JLn(min) Electron mobility p-type
ND Donor density JLp(maj) Hole mobility p-type
NA Acceptor density JLp(min) Hole mobility n-type
p Hole density Tp(W) Momentum relaxation time
po Hole equilibrium density Tw(W) Energy relaxation time
q Electronic charge
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(2) The electron-phonon and electron-ionized im-
purity scattering processes can be described by
energy-dependent relaxation times for electron
momentum and energy, Tp(W) and Tw(W), re-
spectively, i.e.,

(dv /dt)coll =v /Tp(W) (5)

(dW /dt)coll = (W - Wo) /Tw(W) (6)
(3) Equations (5) and (6) require the assumption that

T p(W(t1) ) = T p (W(t2» and wtw(W(t1» =
T w (W (t2».

Most discussions of energy transport in GaAs use
expressions such as those given by Eqs. (5) and (6).
However, these expressions may not be valid for
GaAs. Nougier et al. have shown in Ref. [22] that the
transient velocity in a semiconductor is the solution
of a relaxation time equation, such as Eq.(5), when
impurity and polar (longitudinal long range) optical
phonon scatterings are negligible. However, impurity
and optical phonon scatterings [23] are large for the
structures shown in Figs. 1 and 2.
Hence, a very significant question remains to be

answered in the modeling of state-of-the-art GaAs de-
vices. Namely, do the two assumptions (5) and (6)
compensate each other and lead to good quantitative
simulations or do they add and lead to additional er-
rors? Before this question may be answered, however,
the quantitative correctness of the boundary condi-
tions used in GaAs device models must be deter-
mined. The convoluted nature of boundary condi-
tions representing the physical device and of
assumptions (5) and (6) makes verifying GaAs device
models a challenge. Others [24] state that, at present,
the boundary conditions used in most GaAs models
may be quantitatively in much greater error than the
errors associated with any of the above assumptions.
If this is true, then comparing the predictions of en-
ergy transport and conventional models with mea-
sured I-V data is not of value until knowledge of the
boundary conditions improves.
Cook and Frey have compared the predictions of

conventional models with their energy transport
model for the case of a uniformly doped planar MES-
FET. They have concluded that whenever W (E) in-
creases rapidly with E, then the transport model
should be quantitatively superior to conventional
models. However, they have performed only numer-
ical experiments.

Formulation ofYoshii, Tomizawa, andYokoyama
Using a Monte Carlo scattering description, which

is similar to that given by W. Hockney et al. [25],
Yoshii, Tomizawa, and Yokoyama [26] follow in space
and time the trajectories for all particles under the
inhomogeneous, local electric field. Their method is a
valid way to solve the Boltzmann transport equation.
As is the case for the formulation of Cook and Frey,
the formulation of Yoshii et al. requires that the scat-
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tering mechanisms and the band structure be quan-
titatively given as functions of carrier concentrations
and/or doping densities. However, since it also re-
quires substantial computer resources compared to
the other methods, it is used rarely to optimize de-
vices. Instead, full Monte Carlo particle simulations
may provide a sound physical basis for parameters in
the relaxation time approximation. The latter then
may be used with improved confidence to optimize
device performance.
Using their two-dimensional full Monte Carlo par-

ticle simulations, the authors of reference [26] have
concluded that nonstationary carrier transport influ-
ences considerably the device characteristics of sub-
micrometer-gate GaAs MESFETs and that the relaxa-
tion time approproximation may overestimate the
nonstationary effects.

Physical Concepts for GaAs Devices
Reducing the number of unknown parameters in

device models increases the effectiveness of com-
puter models for product development. The extent to
which manufacturers of GaAs ICs will be successful
in "forward engineering" with computer models de-
pends, in part, on the correctness of the physical con-
cepts used. An example of "forward engineering"
based on detailed models is the recently reported
improvement in the performance of short-channel
NMOS devices [27].
It is essential that any changes in the device physics

be anticipated at the time that computer codes for sol-
ving, numerically, the device model are developed.
The numerical stability of the solutions depends
greatly on the algorithms employed [24]. The latter
may be sensitive to the dependences of the device pa-
rameters on densities, electric fields, temperatures,
and position.
The remaining parts of this section contain ex-

amples of how improved device physics might con-
tribute to better performance of GaAs/AIGaAs HBTs
and FETs.

GaAs/AIGaAs Bipolar Heterostructures
The potential for high-frequency performance has

increased the effort devoted to GaAs/AIGaAs hetero-
junction bipolar transistors (HBT). Proposed devices
[28] have p: bases with Be acceptor densities of
1019cm-3 and n: emitters with Si donor densities of
5 x 1717em:". Estimates for GaAs indicate that its
band structure is perturbed whenever dopant ion or
carrier concentrations exceed 6 x 1018 em:' in p-type
GaAs and exceed 1017 em:' in n-type GaAs [29].Above
these concentrations, theory suggests that quantities
such as Ec, ~TL1 ~TX' n.; mobilities, and lifetimes
should be calculated in terms of the perturbed band
structures and not in terms of the band structure for
the intrinsic material.
Any bipolar-detailed device model planned for the

immediate application to GaAs/AIGaAs HBTs, such



HBT ND-NA AI Thickness

Ga1-x Al x As Layer (cm-3 ) Fraction (pm) Function

E 1 1 1x101 9 0 0.075 cap

2 5x101 7 0 0.125 cap

3 5x101 7 0-0.3 0.03 grading
/:

3 5x 10 1 7 0.3 0.22 emitter

3 5x101 7 0.3-0 0.03 grading

4 -1x1019 0 0.1 base
////Ion bombardment damage isolation regions

1x1016:';~:'''::'/:Be-implanted and base regions 5 0 0.5 collector
~Ohmic metallization

6 2x101 8 0 0.2 buffer

Fig. 1 Cross section of theHBT described in Ref. 2.

MESFET
(TEGFET, HEMT, MODFET, ...)

Ga1-x Al x As
S G D

J-i-i-_~~1

· 2(:..:.....:.::.;....:....:.:.....:.. _:,. ~.: ......::.... :... ;... 3
4

S.I.

ND-NA AI Thlckne••
Layer (cm-3 ) Fraction (I.lm)---

1 S1018 0 0.02

2 __101 7_1018 ---0.3 0.1

3 0 0.3-0.7 0.008

4 ---0 0.0-0.3 1.0

S,D AuGe-NI
G TIAI

Fig. 2 Cross section of theenhancement mode TEGFET described in Ref. 12.
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as those described in Ref. [13],would not incorporate
these effects because of high dopant and carrier con-
centrations. This would occur because expressions
for such quantities as n; as a function of doping or
carrier density are not available in a form suitable for
use in detailed models. The usual expressions for the
majority carrier mobilities and drift velocities would
also be used, because acceptable expressions for mi-
nority carriers do not exist. A third area of difficulty
is that knowledge of recombination centers and mi-
nority carrier. lifetimes is very meager in GaAs. For
example, if the number of recombination centers is
too great, carrier transport becomes impeded. As a
result of this lack of verified input data for GaAs bi-
polar device models, no discernible correlation be-
tween measurements and model predictions should
be expected.

FETs
Numerical simulations for the carrier transport in

the channel of MESFETsreveal three distinct effective
field regions: contact, channel, and a rapidly forming
space charge dipole [30]. For a 1JLm-gate with an
n-type dopant density of 2 x 1017 em:' in the channel
of a conventional MESFET, the carrier density in the
accumulation region of the dipole region is about
3.5 x 1017 em:' and the carrier density in the deple-
tion region is about 1017 em:', This dipole forms in
about lOps when ideal voltage sources are assumed
[31].

Device performance characteristics, such as trans-
conductance, are sensitive to changes in the carrier
mobility. The changes in mobilities for the channel
and dipole regions depend in part on the band struc-
ture parameters, particularly on arL [29,24]. These
band parameters are expected to differ from the in-
trinsic band parameters due to carrier-dopant ion and
carrier-carrier interactions.
Backgating and light sensitivity, which degrade cir-

cuit performance and may limit packing densities
[32,33] in MESFETs, have been shown by C. P. Lee
and coworkers [34,35] to be related to carrier injection
from the substrate and to carrier transport from the
substrate to the active region. Many proposals for re-
ducing the effects of backgating [34,36,37] involve the
transport of minority carriers.
The source and drain contacts and the Schottky-

barrier gate provide other areas where physical con-
cepts are not adequate. For example, the transition
from the n-type channel, through the n: drain, to the
highly degenerate alloy contact has abrupt concentra-
tion changes and large mobility variations. Also, the
presence of trapping states at the Schottky-barrier in-
terface greatly influences the Fermi energy and the
work function and may contribute a new mechanism
of charge storage. The latter may limit device speed.
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Design engineers need detailed models for ohmic
contacts and Schottky barriers to predict their high-
frequency behavior. They are particularly interested
in knowing before fabrication whether any upper lim-
its for the frequency responses of contacts or gates
will affect their design considerations.
Breakdown in the region between the drain side of

the gate and the drain has been observed. Device en-
gineers need to know more precisely where the ava-
lanche process begins and how the carrier injection
mechanism takes place in their search for strategies to
increase the gate to drain breakdown voltage.

New Measurements for Processed
GaAs/AIGaAs

As devices become faster and smaller, understand-
ing the ultrafast behavior and nonequilibrium trans-
port must improve. Designers of high-speed devices
lack accurate -techniques to measure device perfor-
mance. An underlying principle is that the measure-
ment technique must be faster than the device under
test. Electrical measurements are usually used to test
devices. This approach is successful when the elec-
trical techniques for device characterization are faster
than the devices under development. However, when
the goal is to build the fastest device, the usual elec-
trical techniques use the device to measure itself. An
example of the latter approach is the ring oscillator
technique applied to MESFETs. Since the time resolu-
tion of the electrical measurements based on a ring
oscillator is determined by the individual devices
themselves, only estimates of device speed are pos-
sible and little understanding of ultrafast processes
and nonequilibrium transport result.
Pulsed optical or electron beam techniques offer al-

ternative methods by which to measure many of the
parameters listed in the Appendix and to increase un-
derstanding ultrafast devices. Pulsed optical tech-
niques are faster than most high-speed technologies
such as semiconductor and superconducting elec-
tronics. Pulsed optical techniques may, therefore, be
the preferred way to measure key parameters for de-
vice models and to measure the electrical behavior of
fast devices. One new technique [38] introduces dis-
crete charge packets by a pulsed laser. This time of
flight method has been applied to measure high-field
transport at Si-Si02 interfaces. Whether such tech-
niques are applicable to interfaces involving GaAs
needs to be determined. A basic problem is that a
technology for building a resistive gate in GaAs does
not exist. Other challenges include: (1) pulsed optical
or electron beam techniques may not be fast enough
for GaAs; (2) sample quality may not be. adequate
over the path length needed [24]; and (3) applying a
uniform, lateral electric field to the sample over the
entire path length has not been demonstrated for
GaAs.



Conclusions
The major conclusions from the discussions above are
(1) The measured and theoretical data for many of

the electrical and material properties of GaAs
devices are not adequate for reliable engineering
without detailed verification by measurements.
The input quantities for detailed device models
contain many unknown parameters.

(2) The interdependence of numerical stability and
device physics dictates that any changes in the
device physics must be anticipated at the time
the algorithms and computer codes are de-
veloped.

(3) Many physical concepts are not adequate for
GaAs devices. These include carrier scattering
rates due to ionized impurities and polar optical
phonons and carrier transport when carrier or
doping concentrations exceed 1017em:' in n-type
and 1019cm-3 in p-type GaAs/AIGaAs. Incor-
porating adequate physical concepts in GaAs de-
vice models requires new measurement tech-
niques, perhaps based on ultrafast spectroscopy,
for mobilities and lifetimes as functions of elec-
tric fields, dopant density, carrier energy, and
carrier density in processed GaAs. Specially de-
signed test structures will be needed to resolve
many of the uncertainties concerning the physi-
cal concepts to be incorporated into GaAs device
models.

Appendix: Input Parameters for
GaAs Device Modeling

Several of the input parameters that are needed for
modeling GaAs devices are listed below.

Band Structure
Bandgap Ec(No) and valley separations LlrL(No) and
Llrx(No)

Equilibrium Carrier Densities
n;e(No) == np and n7e(NA ) == np
Transport Parameters for Majority andMinority Carriers
JLn(E,ND) and JLn(E,NA )

vn(E,ND) and vn(E,NA )

J.Lp(E,No) and JLp(E,NA )

vp(E,ND ) and vp(E,NA )

where E is the electric field

Recombination Parameters
Auger recombination lifetimes for holes and electrons-

Shockley-Read-Hall (defect) lifetimes for holes and
electrons

Generation Parameters
Impact ionization rates and tunnel rates

Dopant Density Profiles
No(x,y,z) and NA(x,y,z)
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Defect Density Profiles
D(x,y,z) and the extent to which D(x,y,z) depends on
No and NA

Contact and Interface Parameters
Interface trap density, Fermi energy, and work func-
tion at Schottky-barrier interface

Interface trap densities at ohmic contacts and other
interfaces
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Update...

Since the publication of the Critical Review in 1985, much
progress has occurred in the sophistication and integration of
computer programs to simulate the processing and operation
of devices made from compound semiconductors such as
GaAs and AIGaAs. This progress includes not only simula-
tions for transistors but also simulations for optoelectronic
devices such as lasers, sensors, and components for flat panel
displays and for microelectromechanical structures. The
abstracts and proceedings of the three international confer-
ences on process and devices modeling [1-3] and the model-
ing and simulations session of the International Electron
Devices Meetings (IEDM) are excellent sources and guides
for additional archival information.

Some of the major challenges for process and devices simu-
lations are:

1. Verifying independently the chemical and physical mod-
els that these simulations contain.

2. Comparing or benchmarking the predictions of different
approaches to simulating the same process, device or
structure.

3. Calibrating or validating the simulations by comparing
their prediction with measurements.

The latter is crucial if such simulations are to be used effec-
tively in competitive design and manufacturing. At the 1993
IEDM Evening Panel on Funding Technology Development,
one panel member stated that process and device simulations
are among the top three highest priority items from a list of 12
priority items for reducing the high costs of transferring tech-
nologies from research and development to the marketplace
[4].

Some progress also has occurred in first principles calcula-
tions of the input parameters listed in the Appendix of the
foregoing Critical Review. For example, researchers [5 and 6]
have completed calculations and experimental verifications for
minority and majority mobilities in heavily doped GaAs. This
was an international effort. The next tasks include such calcu-
lations and verifications for AIGaAs. Supporting this effort
will require more complete experimental data on the optical
and electronic properties of AIGaAs as functions of the Al
concentration.

Until more resources become available for advancing the
knowledge and understanding that underlies the infrastructure
of computer assisted design and manufacturing, those who
develop computer simulations of manufacturing process and
devices using these materials will in the interim have to rely
more on empirical models than on first principles calculations.
Also, parametric fits to the results of theoretical calculations
will continue to be useful for interpolating between calculated
points on curves and for reducing the costs and times requires
for process and devices simulations.
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Overview
Harry T. Weaver, Guest Editor

Background

Silicon-on-insulator (Sal) mate rials provide an emerg-
ing technology for high-density, high -performance, spe-
cial-purpose integrated circuits (ICs). These useful sal
properties are fundamentally derived from the capability
of total electrical isolation of silicon areas and from the
qualitative reduction of junction areas . We illustrate this in
Fig. 1, where a bulk complementary MaS cross section is
compared to an equivalent sal structure. Bulk CMOS is
used for comparison since the most likely initial impact of
sal is special-purpose integrated circuits, such as three-
dimensional circuits , high-voltage transistors, or radiation-
tolerant devices . The extraordinary success for dynamic
RAM technology presents a formidable barrier for any new
competitor in packing density, whereas, in other areas , sal
has special characteristics that will provide it with some
advantage.

Insulator

Fig. 1 Sketch of a bulk silicon CMOS cross section (top) and an SOl
structure (bottom) . The reversed-biaseddepletion regionsareindicated in
both sketches. Also illustrated is a parasitic bipolar transistor in the bulk
silicon structure. Activation of combinations of such parasiiics lead to
" latch-up." Note that this p-n-p configuration doesnot exist in the 501.

Figure 1 illustrates a p-well CMOS technology in which
a reversed-biased well-substrate junction isolates n- from
p-channel transistors . This isolation is not perfect, in that
transistor operating voltages are limited by the breakdown
properties of the doped silicon and, more importantly, var-
ious parasitic elements exist. We show, in Fig. 1, a com-
monly referenced parasitic bipol ar transistor formed by p-

n-p regions within this structure. Under proper operation,
such parasitics are biased off, but random electrical per-
turbations can trigger bipolar action . A major considera-
tion for CMOS technology is to minimize the effects of par-
asitic elements such as these. Junction areas, present in the
CMOS structure, are also illustrated. These contribute ca-
pacitance and reduce circuit speed .
The sal structure inherently overcomes these CMOS

deficiencies . First, the parasitic elements do not exist. Sec-
ond, the junction area is drastically reduced. And, third,
breakdown is limited only by the oxide thickness . This al-
lows close placement of the transistors, high-speed oper-
ation , and the potential of high-voltage power and low-
voltage logic on the same chip.
Inherent difficulties with sal derive from the sidewalls

and the interface between the buried insulator and silicon
(backgate) . Both these regions provide leakage paths that
can degrade device performance. Sidewall and backgate
leakage are, therefore, new processing technology issues
that must be satisfactorily addressed. However, the ap-
pearance of working ICs on Sal suggests that these prob-
lems have been largely overcome. There remains, primar-
ily, material qualit y as the barrier to common sal
application and, of course, cost.
The first 501 work , begun two decades ago, used sap-

phire for both substrate and insulator, hence the designa-
tion silicon-on-sapphire (50S). Sapphire has the advan-
tage of being fairly well lattice-matched to silicon. Although
there have been notable successes with 50S over the years,
technology and material issues have prevented major com-
mercial use . Recent advances in 50S technology, how-
ever , continue to preserve the viability of this material, and
it remains today as the only commercial sal technology.
The term sal is generally associated with structures such

as illustrated in Fig. 1, where the insulator is roughly a 1-
p.mlayer of silicon dioxide. Some advantages over 50S are
the possibility of a much cleaner interface (fewer interface
states), the ability to bias the substrate (backgate), and more
variety in the design of novel devices . The backgate bias
can be used to control leakage along the substrate-silicon
interface, particularly when it is introduced by ionizing ra-
diation .
Construction of quality sal material is required to

achieve the potential for this technique in IC fabrication.
There are several known methods for making sal layers,
but, at present, three techniques are generally believed to
hold the most promise. Figure 2 crudely illustrates these
methods: (1) ion implantation of oxygen below the silicon
surface, (2) recrystallization of polysilicon deposited on a
thermally grown oxide, and (3) oxidation of porous silicon
layers within a substrate.
Ion implantation of oxygen, normally designated

SIMOX (Separation by IMplanted OXygen), has the
advantage that the material formation is simply another
step in an IC fabrication sequence, a step well understood
by process engineers. The problems involve setting of im-
plant parameters and anneal schedules for optimum IC
performance. There is the further problem that high-volt-

Reprinted from IEEECircuits andDevices Magazine, Vol.3, No.4, pp. 3-5. July 1987.
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Silicon-on-insulator techniques
Oxygen ions

Ion implant
(a)

Recrystallization
(b)

Porous silicon
(c)

Fig . 2 Sketch illustrating the three principal SOl techniques: (a) ion-
implanted oxygen (SIMOX), (h) zone-melt recrystallization (ZMR), and
(c)oxidized porous silicon (FIPOS).

age , high-current accelerators are needed to form the oxide
layers. This is clear from noting that of order 1 x 1018 cm -2

oxygen atoms are needed for a l -/-lm silicon dioxide layer.
An ion accelerator with lO-mAcapability would require one
day to implant a 50-wafer lot. Large (lOO-mA) machines are
becoming available to solve this part of the problem, but
layer thickness is limited by this consideration.
A second 501 technique-zane-melt recrystallization

(ZMR)-forms the active silicon region by recrystallizing
polysilicon layers that are deposited onto thermally grown
oxides . The recrystallization can be accomplished with or
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without a " seed. " This method has advantages of simplic-
ity and the ability to form any thickness for the buried
layer . Development of ZMR focuses on reducing the num-
ber of electrically active defects. There are many prototype
ICs on ZMR material, and some three-dimensional circuits
have been reported .
The third 501 method considered is oxidized porous sil-

icon , or FIPOS (Full Isolation by Porous Oxidized Silicon) .
Th is technique is more complicated than the other two but
offers the potential for essentially defect-free active silicon .
FIPOS is accomplished by first depositing epitaxial silicon
on substrates with a heavily doped top layer. Openings are
cut through the epi to the substrate, and anodization con-
verts the doped layer to porous silicon . The porous silicon
oxidizes readily, leaving the original high -quality silicon on
top. The defect density in these materials is currently such
that bipolar, as well as MOS, devices are being reported .

Special Issues on 501

We have assembled the articles into two issues of the
IEEE Circuits and Devices Magazine . There are three review
papers, one on each of the principal 501 techniques and
one article describing the design considerations for 501
material. In support of this work, there are several papers
that report device performance for the different 501 meth-
ods. In the first issue, SIMOX and ZMR are reviewed with
accompanying device articles . Also included in this issue
is a paper describing recent material improvements for
50S. The second issue will review oxidized porous silicon
and will include papers describing current and projected
applications for the 501 technology; it will also include an
overview of design considerations for 501 circuits .
A special feature of the first issue is an index of ongoing

501 development. We have tabulated responses to our ad-
vertisement for information on current work in an index,
organized alphabetically by institution . A brief statement
of the work and a point of contact are given.
In our first article, Dr. Hon-Wai Lam overviews the

progress made with ion-implanted silicon as an 501 ma-
terial. He has included a lengthy bibliography on the sub-
ject for further reading . An article by Dr. W. A. Krull and
coworkers from Harris Corporation describes device per-
formance using ion-implanted 501 and competing meth-
ods under study at Harris, and Dr. P. K. Vasudev gives an
50S status .
Dr . Bor-Yeu Tsaur reviews the status of recrystallized sil-

icon as an 501 technique. Dr . Tsaur focuses primarily on
materials formed with strip heaters, although recrystalli-
zation can be accomplished by using a variety of methods,
i.e ., lamps, lasers, electron beams, etc. A complementary
article by Dr. M. Haond and coworkers gives device per-
formance for materials fabricated using a lamp as the heat-
ing element.
As a preview to our second issue, Dr. T. Houston and

coworkers describe the design issues for ICs that are
uniquely associated with 501 materials . We then have Dr.
Sylvia Tsaos article on the current status of oxidized po-
rous silicon as an 501 technique. Device data from these
materials, novel techniques for radiation hardening, and
some potential applications to three-dimensional circuits
will also be presented.



There are several other SOl methods under study, which
are not addressed in these issues. Included among the
techniques is the use of nitrides for isolation. In this case,
ion implantation of nitrogen into silicon is again the most
studied procedure. These materials have radiation-tolerant
characteristics and some advantage in that fewer ions are
needed to form the compound compared to oxides. In
mentioning this, we note that our issues are not inclusive,
but are intended to outline the principal activity areas for
sal.
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Latchup in CMOS Technologies
Ronald R. Troutman

where the effective small-s ignal alphas for forward
operation are given by

gains (or, equivalently, the product of the common
emitter current gains) must equal or exceed unity [1]-
[3], i.e .,

CXfn + cxfp ~ 1 (1)

However , this condition is strictly valid only for the
diode configuration, and only if the small-signal cur-
rent gain values are used. !
The critical gain for the general PNPN tetrode con-

figuration, in which each base/emitter junction is
shunted by a bypass resistor, is substantially more
complicated since it must account for the gain reduc-
tion from the bypass resistors and high-level injec-
tion effects . The new criterion can be written in the
same form as the preceding one [4], namely,

(2)* * 1CXtns + cxfps ~

Introduction

Latchup is a key concern to bulk CMOS and stems
from the parasitic bipolar transistors inherent to its
structure , Under certain conditions, one of the many
PNPN structures on a CMOS chip can be switched
from its blocking state to a latched state. The result-
ing high current causes circu it malfunction and,
often, a power supply or ground line to fuse. With
proper process and layout design, however, bulk
CMOS chips can be operated under relatively har sh
conditions without ever encountering latchup; that
is, none of the many PNPN structures ever leaves its
blocking state even momentarily .
The concept of a blocking state is developed more

fully by first introducing a new latchup criterion and
then showing how thi s criterion leads to a precise
definition of the blocking state in SAFE space. A sec-
ond benefit of the new criterion is a simple equation
for switching current, which enables a quantitative
assessment of latchup hardness . Possible triggering
techniques are categorized into three general groups
in order to systematize application of the differential
latchup criterion. Finally, techniques for achieving a
latchup-free CMOS design and how they relate to
the differential latchup criterion are discussed.

Abstract
This paper shows how a conceptually simple definition of a PNPN

structure's blocking state is also a precise statement of when latchup oc-
curs, a statement that leads toa concise (thereare /10 fitting parameters),
experimentally verified equation for switching current. This paper also
categorizes the operational PNPN configurations for various triggering
modes and shows how they reduce to two simply analyzed cases. It also
discusses latchup avoidance techniques from the perspective of the nell'
latchup criterion.

Differential Latchup Criterion

The parasitic PNPN structure inherent to bulk
CMOS consists of an NPN and a PNP bipolar tran-
sistor connected so that one' s output drives the oth-
er 's input, as is shown in Fig. 1. Latchup can occur
when the loop gain for the PNPN stru ctur e equals or
exceeds unity. A frequently repeated criterion for
latchup is that the sum of the common base current

IThe subscript f emphasizes current gain in the forward mode
of transistor behavior . In the blocking state, the transistors opera te
strictl y in the forward mod e; in the latched state , at least one is in
saturation and operates in the reverse mode as well. The subscript
s denotes th e small-signa l value for the parameter .

Fig. 1 Lumped-element equivalent circuit for a PNPN structure. Only
the resistors influencing switching current are shown.

Reprinted from fELt: Circuits lind Devices Magaz ine. Vol. 3. No.3. pp. 15-2 1. May J987.
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Switching Current

The triode approximation to the general tetrode
configuration is useful because it greatly simplifies

nins + a,~, = 1

/
,/

/
/

/

/ ;'(1)
/

/
/

/

0.5

SAFE space representation of the blocking state. Latchup does
not occur as long as the operating point remains in the
triangularly shaped region. Dashed lines show special cas.e
operating loci (see text). Copyright © 1986 Kluwer AcademIC
Publishers; usedwith permission.

0.5

switching boundary defined by a; s + a; s = 1. For
the triode configuration in which the PNP is not by-
passed, the locus labeled (2) begins at a ~oint on the
vertical axis equal to afps and moves horizontally to
the switching boundary, where latchup occurs . Sim-
ilarly, for the triode configuration in which the NPN
is not bypassed, the locuslabeled (3)begins at a point
on the horizontal axis equal to afns and moves verti-
cally to the switching boundary. The locus for any
PNPN structure can be found by using Eqs. (3), (4),
and (6) but, in the general case, is complicated by the
nonlinear interdependence of ren and rep'
Representative maps of SAFE space for the general

tetrode configuration are shown in Fig. 3 for an N-
well CMOS technology . The substrate bypass resis-
tance Rw is held fixed at R, = 1 kO, and the N-well
resistance (bypassing the vertical PNP) is varied.
Note that when Rw = 4Rs, the tetrode's trajectory
approaches that of a floating N-well triode configu-
ration. Likewise, when Rw = Rs/4, the tetrode's tra-
jectory approaches that of a floating substrate triode
configuration. In most cases of interest, the triode
configuration is an excellent approximation, and it is
easier to analyze since one of the small-signal emitter
resistances is removed from the latchup criterion.
Which triode configuration is the better approxima-
tion for the tetrode depends on the relative values of
the bypass resistances and on how the PNPN struc-
ture is triggered. The section entitled "Triggering
Taxonomy" provides more details on this choice.

Fig. 2

SAFE Space

The differential latchup criterion also provides a
means of classifying tum-on behavior of the parasitic
PNPN. Rewriting the inequality to define when
latchup does not occur (the blocking state for the
PNPN) yields

a;s + a;;" < 1 (6)

which defines the SAFE space shown in Fig. 2.
Latchup cannot occur as long as the PNPN opera~ing

point remains within the triangularly shaped r~glon.

Three special cases are depicted. The dashed line la-
beled (1) is the locus of operating points in effective
alpha space traced by a PNPN tetrode with exactly
complementary NPN and PNP transistors as it turns
on. The locus begins at the origin and ends at the

a;s = Rsafns/[Rs + ren + Ren + Rbn(l - afns)] (3)

and

a;;" = Rwafps/[Rw + rep + Rep + Rbp(1 - afps)] (4)

and the various lumped equivalent resistances for the
interconnect network are defined in Fig. 1. The small-
signal NPN emitter resistance in Eq. (3) is defined by
r = dVbeldlenl which, for low-level injection, reduces
t~ ren = V,IIen. For room-temperature operation, the
small-signal emitter resistance drops to 1 kOonce the
emitter current has been raised to just 25 JLA. High-
level injection increases ren according to ren = V,/(l -
Hn) Ienl where the high-level injection factor H; ac-
counts for emitter current saturation as well as the
Early effect [4]. Similar expressions can be written for
the PNP small-signal emitter resistance rep in Eq. (4).
In many cases of interest, both transistors' emitter

and base leg series resistance can be neglected com-
pared to the small-signal emitter resistance. .One th~n
obtains a particularly useful form of the differential
latchup criterion, namely,

Rsafns/(Rs + ren) + Rwafpsl(Rw + rep) ~ 1 (5)

It is clear that until a parasitic transistor turns on so
that its small-signal emitter resistance is reduced to
a value comparable to its bypass resistance, the ef-
fective small-signal alpha is the actual small-signal
value multiplied by the ratio of bypass to emitter re-
sistance.
In many modem CMOS technologies, the sum of

the common base current gains for the parasitic bi-
polars exceeds unity over a wide range of emitter
current. Spontaneous latchup (as would occur for the
diode configuration) is prevented in the triode and
tetrode configuration because at least one of the par-
asitic bipolars is sufficiently shunted to hold a;s (or
a;;") « 1. The preceding condition is a precise and
compact statement of how far each parasitic bipolar
must be turned on before latchup can occur.
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1.0

Fig. 4 A comparison of triode and tetrode switching currents forR, =
1 kO. The former is calculated from Eqs. (7) and (8) ; the latter
is numerically simulated. Modeled transistor parameters: OIp" =
0.90, OIh~ = 0.98, Is" = lsI' = 4.5 pA. Copyright © 1986Klutoer
AcademicPublishers; usedwith permission.

654

0.6

R. = 1000 0

3

0.4

2

Triode approx.

0.2

- Triode approx.

1

I, (mA)

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.2
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= 0.90, OI~'s = 0.98, I", = lsI' = 4.5 pA. Copyright © 1986
KlutoerAcademicPublishers; used with permission.

Iep,s = (1 - CXfns)Vt /(cx fn s + CXfps - I)R", (8)

is the PNP emitter current flowing at the switching
point. Vt = kTlq is the thermal voltage, and Isp is the
saturation current for the PNP base/emitter junction.
Switching current increases as temperature in-

creases and as saturation current and bypass resis -
tance decrease . Reducing bypass resistance is the
most effective way of raising switching current, and
the section entitled "Latchup-Free Design" dis-
cusses how this is accomplished via process and lay-
out design.
Figure 4 compares switching current calculated

from the preceding triode equation with a numerical
simulation of the general tetrode configuration. Even
when one bypass resistor is only twice the other, the
triode approximation for switching current is within
5 percent of that calculated for the tet rode configu-
ration. Note that for the parameter values chosen,
the worst error using the triode approximation is only
18 percent, since the floating N-well triode should be
used when Rw > R, = 1 kn.
Switching currents calculated using the triode ap-

proximation are in excellent agreement with switch-
ing currents measured for bypass resistance values
satisfying the triode approximation for bypass resi s-
tors. Figure 5 shows an example for the NPN -driven
triode configuration (the NPN is not bypassed) . Mea-
surements were made with a current source in the
NPN emitter, and in all cases, R, » R"" The internal
well resistance measured R ",; = 285 n, and various
bypass resistance values were obtained by externally
adding series resistance to the substrate and N-well
contacts. To an excellent approximation over nearly
three orders of magnitude, switching current for the
floating substrate triode configuration increases lin-
early with the N-well bypass conductance. Because
the emitter current at the switching point also in-
creases with bypass conductance, the slope in Fig. 5
is somewhat greater than unity (actually, 1.05).
Design techniques that raise switching current also

raise holding current. However, modeling holding
current requires more information than modeling
switching current. At the holding point, at least one
of the parasitic transistors is operating in the reverse
as well as forward mode.. and both transistors are
much more likely to exhibit high-level injection ef-
fects . In addition, current flow can be drastically al-
tered from that at the switching point by conductiv-
ity modulation . Whereas the transistor gains

where

the description of gen eral behavior in the vicinity of
the switching point . For example, the switching cur-
rent in N-well CMOS for the floating substrate triode
when the PNP is in low-level injection (a good ap-
proximation here since its bypass resistor prevents it
from being turned on hard) is given by 141

Is = IeI',s + Vt[ln (1 + t.; /Isp)I/R", (7)
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Triggering Taxonomy

Fig. 5 Switching current for NPN-driven triode configuration. The
vertical bars represent the rangeof threemeasurements; the solid
curve is calculated from Eq. (7) . Measured transistor parameters:
CX"" = 0.88, cxfps = 0.98, I'M= 7.9 fA (femto Amp), I,p = 0.33
fA. Copyright © 1986 Kluuier Academic Publishers; usedwith
permission.

measured us ing standard three-terminal techniques
usually are adequate for the switching current, they
are definitely insufficient for describing holding cur-
rent. Consequently, quantitative design assessments
or theoretical/experimental design comparisons are
easier for switching current than for holding current.

To understand which is the operative PNPN con-
figuration for a specific situation, it is important to
know how the PNPN is being triggered. Both switch-
ing current and holding current (or holding voltage)
generally depend on the operational PNPN configu-
ration, and inherent to the configuration is the trig-
gering mode.
There are three basic types of triggering . (1) An

external stimulus turns on the first transistor, and the
resulting collector current flowing through the sec-
ond transistor's bypass resistance causes an emitter/
base voltage . (2) An external stimulus causes current
to flow through both bypass resistors. The transistor
with the larger bypass resistor turns on first, helping
to turn on the second transistor. (3) Current flows
through one transistor due to some degradation
(such as punchthrough). The resulting current flows
through the second transistor's bypass resistor and
then forces it on in turn. If large enough to complete
a trajectory to the switching boundary, each of these
stimuli can cause latchup.

The Table summarizes the various triggering
mechanisms and the appropriate PNPN configura-
tions for each . In type lA, for example, a voltage on
the output node of a CMOS driver exceeds Vdd by a
sufficient amount, and for a sufficient length of time ,
to turn on the vertical PNP formed by the PMOS
drain, N-well , and substrate. Its base current flows
to the power supply, and its collector current flows
through the lateral transistor's bypass resistor Rs. If
the voltage drop across R, is large enough to turn on
the lateral NPN, two latchup scenarios are possible.
The first latchup scenario is called output latchup

[5]. If the LNPN is turned on enough to satisfy the
differentiallatchup criterion for the " floating N-well "
triode configuration (Rw is connected to Vdd and does
not bypass the emitter/base for the VPNP on the out-
put node) , this parasitic PNPN switches to the
latched state. The trajectory through SAFE space for
this case is indicated schematically by locus (2) in Fig.
2. In the latched state, a low impedance is presented
to the output node. Depending on the output cir-
cuitry, the voltage on the output node may then drop
to Vdd or below with the PNPN switching back to the
blocking state. Latchup in this case is unsustained.
The second possible scenario is called main latchup

[5]. If the LNPN is turned on enough to satisfy the
differential latchup criterion for the tetrode configu-
ration formed by a bypassed lateral NPN and the
vertical PNP whose emitter is connected to Vdd, this
parasitic PNPN switches to its latched state, and the
power supply line is pulled to a low potential. In this
case, latchup is generally sustained and can result in
permanent damage.
Which of the preceding two possibilities occurs first

depends on which PNPN configuration has the lower
switching current. When the switching current for
output latchup (whether sustained or unsustained)
is lower, it is also possible for the increased current
in the latched state of output latchup to trigger main
latchup.
Bypass current in type-2 triggering, . if large

enough, turns on both transistors-the one with the
larger bypass resistor turning on first . Latchup oc-
curs when the differential latchup criterion is satis -
fied for the tetrode configuration.
In type-3 triggering, one of the transistors is

shunted by a low-impedance path due to punch-
through, avalanche, or the channel current of a field
FET (field-effect transistor). As long as this degra-
dation persists, latchup occurs when the differential
latchup criterion is met for a triode configuration. If
the external stimulus causing such degradation is re-
moved, the latchup may not be sustained. A sus-
tained latchup occurs if the differential latchup cri-
terion is met for the tetrode configuration.
Although the tetrode appears frequently in the ta-

ble as the operational configuration, it can be ap-
proximated by the appropriate triode configuration
when one bypass resistance is more than approxi-
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Type

1A

1B

2A
2B
2C

3A

3B

3C

3D

3E

3F

Triggering ode

1/0 ode Overshoot
Output L tchup
Main Latchup

1/0 ode Undershoot
Output Latchup
Main Latchup

Avalanching -Well
Photocurrent
-Well Displacement Current

External Punchthrough
Unsustained
Sust ined

Internal Punchthrough
Unsustained
Su tained

N-Channel Field FET
Unsu tained
Su tained

P-Channel Field FET
Unsustained
Su tained

Avalanching p + Diffu ion
Unsustained
Sustained

Avalanching + Diffu ion
Un ustained
Sustained

Operational Conftguration

Fl ating -Well Triode
Tetr de

Floating Substrate Triode
Tetrode

Tetrode
Tetrode
Tetrode

Floating Sub trate Triode
Tetrode

Floating N-Well Triode
Tetrode

Floating Sub trate Triode
Tetrode

Floating -Well Triode
Tetrode

Floating Substrate Triode
Tetrode

Floating -Well Triode
Tetrode

Table Triggering taxonomyand operational PNPN configurations.

mately twice the other, as was discussed previously .
For most cases of interest, the appropriate triode
configuration can be used for analysis, which greatly
simplifies the algebra. The advantage is a reduction
of all triggering mechanisms to two simply analyzed
configurations.

Latchup-Free Design

The best way to avoid latchup is to keep all PNPN
structures in the blocking state. This ensures that a
high impedance exists from the power supply rail to
the ground at all times and prevents any PNPN
switching. Even transient switching (unsustained
latchup) can cause circuit problems and undesirable
power dissipation.
Techniques for restricting parasitic PNPN opera-

tion to the blocking state are divided into two groups:
layout guidelines and process design . The first ap-
plies to any CMOS technology and is of interest to
device and circuit designers. The second is related to
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the process features incorporated into a CMOS tech-
nology by process engineers.
Guard structures are the most effective tool avail-

able to the circuit designer . A minority carrier guard
is used to precollect minority carriers injected into
the substrate before they reach a well comprising the
base of a vertical bipolar [2], [6]. In doing so, it re-
duces the small-signal forward gain of the parasitic
lateral transistor as measured to the collector incor-
porated into the PNPN structure. The minority car-
rier guard consists of a reverse-biased PN junction
formed by a source/drain or well diffusion. It is more
effective on epi-CMOS because of the reflecting
boundary at the high/low junction and because of in-
creased recombination in the highly doped substrate
[7].
A majority carrier guard is used to reduce well or

substrate sheet resistance locally, thus minimizing
any ohmic drop from parasitic collector current [8]-
[10] . As such, it reduces the bypass resistance and
can be used on both lateral and vertical parasitic tran-
sistors. It consists of a source/drain diffusion of the



same type as the background. Operation of a major-
ity guard in the well is also enhanced on epi-CMOS
because the elimination of substrate minority carrier
collection at the bottom well junction means thatrna-
jority carriers in the well appear only at its periphery,
where they are more easily shunted away from par-
asitic emitters [4].
Multiple well contacts augment the low-bypass re-

sistance effected by majority guards in the well. Some
combination of the two should also be used on I/O
circuits to ensure that the parasitic vertical bipolar is
not turned on by I/O overshoots and undershoots.
In addition to avoiding latchup, the goal here is to
prevent large current spikes in these high-gain de-
vices that otherwise would waste power.
A substrate contact ring should be mandatory for

all chips. It minimizes lateral bypass resistance by
distributing substrate majority carriers. On epi-
CMOS, the contact ring can reduce lateral bypass re-
sistance to below 1 nand is as effective as a backside
substrate contact in eliminating latchup [11].
Butted source contacts can also be used to reduce

bypass resistance for the source's parasitic emitter
behavior [8]. Their effectiveness in the substrate is
greater on epi-CMOS and is improved at reduced epi
thicknesses [12]. They are, however, limited to FETs
operating with grounded sources.
The second major technique for restricting PNPN

operation to the blocking state is process design,
which follows two major approaches: bipolar spoil-
ing and bipolar decoupling.Early spoiling tech-
niques attempted to reduce base minority carrier life-
time with either gold doping [13] or neutron
irradiation [14], but this led to adverse device effects,
such as high leakage current [2]. Later, internal get-
tering was introduced to lower lifetime in the sub-
strate below the denuded zone, but this has little ef-
fect on parasitic lateral bipolars with small basewidth
[15]. A retrograde doping profile in the well helps
prevent latchup by reducing vertical transport [16]-
[19], but care must be taken to remove injected car-
riers so that lateral transistor action to the well edge
is not increased. Schottky source/drains on the
PMOSFET have been used to degrade emitter injec-
tion efficiency, but, here, a fundamental trade-off
arises between spoiling injection efficiency and
maintaining decent FET behavior [20]-[22].
Bipolar decoupling has proved more effective and

easier to implement than bipolar spoiling, and sev-
eral methods have proved useful. A highly doped
substrate beneath a lightly doped epitaxial layer very
effectively shunts the lateral parasitic bipolar [2], [6],
[12], [23], [24]. As discussed previously, this combi-
nation also improves the efficacy of minority carrier
guards in the substrate and majority carrier guards
in the well. A retrograde well can also be used to
reduce the well's sheet resistance, although this is
usually not as effective as including majority carrier
guards in the well. Reverse bias on the substrate (or
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well) raises the bypass current needed to turn on the
corresponding bipolar, but using on-chip generators
to provide this bias necessitates careful guard de-
signs to eliminate charge injected by the generator
itself [25]. Trench isolation eliminates lateral current
flow to and from the well and conceivably could al-
low a lithographically limited N + /P + spacing [26]-
[28]. Present sidewall inversion problems must be
solved before diffusions can be butted against trench
walls, however.
Bipolar decoupling provides a simple design pro-

cedure for avoiding latchup. (1) Decouple the vertical
parasitic bipolar using epi-CMOS with a substrate
contact ring to minimize lateral bypass resistance. (2)
Decouple the lateral parasitic bipolar using majority
carrier guards in the well or minority carrier guards
in the substrate. Latchup hardness of such a design
procedure can be rigorously tested using the differ-
entiallatchup criterion. The data needed are (a) by-
pass resistance values (only the smaller is needed in
the triode approximation), (b) small-signal alphas for
both parasitic transistors, (c) base/emitter saturation
currents for both transistors, and (d) temperature.
Whichever techniques are chosen to decouple the

parasitic bipolars, they should prevent switching
from the blocking state. Operating strictly in SAFE
space guarantees a healthy, latchup-free CMOS
technology.
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Porous Silicon Techniques for SOl Structures
Sylvia S. Tsao

Abstract

Among the most promising techniques for producing silicon-on-insu-
lator (Sal) substrates suitable forfabrication ofhigh-performance devices
are those based on the oxidation of porous silicon. Porous silicon has a
unique set of material properties, which lends itself to a variety of differ-
ent Sal fabrication techniques.

Introduction

Oxidized porous silicon is the basis for what is consid-
ered to be one of the more mature classes of silicon-on-
insulator (SOl) fabrication techniques [1]. This paper re-
views the SOl fabrication methods utilizing porous silicon,
their current status, and their relative merits. Emphasis is
placed not only on materials but also on processing and
design issues. Only the case of full island isolation is con-
sidered here, although oxidized porous silicon has also
been used for lateral dielectric isolation [2]-[5].
The mechanisms for porous Si formation have been re-

viewed [6], [7]. Briefly, porous Si is formed via an anodic
electrochemical dissolution of Si in hydrofluoric acid, and
P-type Si is more readily anodized than n-type Si. Due to
its network of interconnected pores and enhanced surface
area, porous Si is oxidized much faster than bulk Si. De-
pending on the Si doping and etching conditions, porous
Si of various densities and pore microstructures can be
formed. By proper control of these conditions, porous Si,
which is 45 percent as dense as bulk Si, is formed and ac-
commodates the volume increase upon its incorporation of
oxygen during thermal oxidation. Because porous Si is
formed in selected regions within the wafer and remains
monocrystalline, it is attractive for SOl applications.

SOl Fabrication Methods
Based on Porous Silicon

The various fabrication methods utilizing porous Si are
classified into two main categories. The first is by selective

formation of buried porous Si underneath islands, which
will eventually contain the devices. It exploits the strong
dependence of porous Si formation rates on Si dopant
types and concentration. The second is by direct epitaxial
Si deposition on a previously formed porous Si layer. This
process relies on the fact that the remaining porous skel-
eton is a single crystal. In both cases, subsequent thermal
oxidation is required to convert the porous Si into silicon
dioxide.
Both methods have innate advantages and disadvan-

tages. The buried layer techniques yield better quality de-
vice islands since these islands were part of the conven-
tionally grown substrates. Their drawbacks stem from the
lack of understanding and control of porous Si formation
in the complicated geometries of device islands. The epi-
taxial techniques, on the other hand, while geometrically
simpler, rely on an unconventional, albeit monocrystal-
line, seeding layer. Hence, device layers fabricated using
the latter techniques have a higher density of defects. The
various schemes of sal fabrication using porous Si are
outlined below.

Buried Porous-Silicon Formation

The most advanced devices to date have been fabricated
using the FIPOS (full isolation by porous oxidized silicon)
process, which originated from Nippon Telephone and
Telegraph, Inc. (NTT) and was first reported in 1981 [8]. It
relies on the ease of conversion of p-type 5i surrounding
n-type islands to porous Si. The process is shown sche-
matically in Fig. 1. First, an Si3N4 film pattern is formed on
p-type Si to protect device islands during purous Si oxi-
dation. Boron ions are implanted into the unmasked re-
gions to control the density of the porous Si surface layer.
Proton ions are then implanted through the Si3N4 film to
change the island regions to n-type. Porous Si is readily
formed in the p-type regions surrounding the islands,
which are converted into oxide following thermal oxida-
tion. The Si3N4 mask is etched off selectively from the is-
land surfaces prior to device fabrication. The FIPOS pro-
cess has the advantage of being simple, requiring the

Reprinted from IEEE Circuits and Devices Magazine, Vol. 3, No.6, pp. 3-7, November 1987.
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p

(b)

used to synthesize the n/p+ /p- structure. The latter was
used by Nugent et al. (11) at Sperry Corporation for their
version of this process, which they call POST (porous ox-
idized silicon with trench) . Results similar to those in the
nip ·/ p· structures can be obtained by preferential anod-
ization of p - /p+Ip - structures, since, near the wafer sur-
face, the buried PSL formation occurs only in regions with
net p-type dopant levels> 1015/cm3 [10].
The remaining constraints of the modified FIPOS pro-

cess have recently (1986) been circumvented by Benjamin
et al. [12] at Royal Signals and Radar Establishment in En-
gland, by using an additional buried n-layer between the
p-substrate and the anodizable p-Iayer underneath n-type
islands, as shown in Fig. 3. The buried n-layer forces the
current in the p-type layer to flow laterally rather than
down into the substrate. Exit holes are provided in the bur-
ied n-layer for the return path of the current into the sub-
strate. With this approach, uniformly thick islands and ox-
idized porous-Si layers using p-type porous Si have been
formed . Since the buried n-layer was formed by proton
implantation, it reverts back to p-type after high-temper-

Fig. 1 Schematic of the original FIPOS process. (a) Convert islands
from p-typeto n-type by proton implantation, (b) form porous Si around
n-type islands, and (c) oxidize porous Si [8J . A thin layer ofdense thermal
oxide is formed on the bottom and sides of the island.

Oxidized porous Si (c)

(a)

p-

p-

Fig. 2 Schematicof the buried v' anodization process. (a) Etch trenches
through the n-layer down to the p" layerof the nip" Ip: structure, (b)
form porous Si selectively in the highly doped p-layer, and (c) oxidize the
porous Si layer [9J. Note the thin layer of thermal oxide formed on the
island surfaces.

(b)

(c)

.... ... ~..v~.'..:v .,.
Porous silicon

addition of only two steps to the conventional LOCOS (lo-
cal oxidation of silicon) selective oxidation method: proton
implantation to convert p-type regions to n-type and po-
rous Si formation. The resulting surface topography is
suitable for LSI (large-scale integration) fabrication [8]. Its
main disadvantage is that a thick, oxidized porous Si layer
(PSL) is needed to isolate even small islands. For example,
a 7-JLm-thick layer is needed to isolate 8-JLm-wide islands.
In 1984, Nesbit [9] at IBM showed that this drawback is

eliminated by the addition of a p + layer, which is selec-
tively anodized, between the nand p" layers . The fabri-
cation process used by Nesbit is shown schematically in
Fig. 2. Trenches are etched through the n-type layer down
to the p + layer to allow transport of the anodization reac-
tants. The p + layer is preferentially anodized, resulting in
island width-to-PSL thickness ratios of > 50. This method
retains some of the disadvantages of the original FIPOS
method. Where two anodization fronts meet, a cusp in the
silicon island is formed and a thin wisp of unanodized sil-
icon remains underneath the middle of the island. The wisp
of Si, -100 A thick [10], is easily oxidized and does not
result in wafer warpage under proper oxidation condi-
tions. However, the island thickness nonuniformity due to
the cusp may be a problem during device fabrication, for
example, if uniform backgate implant adjustments are re-
quired. Two conventional epitaxial depositions to deposit
the p+ and n-layers, or, boron ion implantation into a p .
substrate followed by n-type epitaxial Si deposition can be
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ature annealing, thus avoiding occurrence of extra junc-
tions. This method, however, requ ires an additional mask-
ing step to define the exit holes in the buried n-layer.
Selective formation of porous Si around fully dense is-

lands can also be accomplished using n-type Si exclu-
sively. Although n-type Si does not form porous Si as
readily as p-type Si, anodization of increasingly higher
doped n-type Si occurs at increasingly lower potentials.
Holmstrom and Chi at GTE Laboratories were first to dem-
onstrate selective anodization of a buried n+ layer between
an n" island and an n" substrate in 1983 [13). The process
is shown schematically in Fig. 4. Recently , this process has
been refined by Zorinsky et al. at Texas Instruments and
called the ISLANDS (Isolation by Self-Limiting Anodiza-
tion of an N+ Epitaxially Defined Sublayer) process (14).
With this method, the thickness of the island and the PSL
are uniform and easily controlled by the n+doping profile .
Another advantage of this method is the automatic end-
point on the island isolation . As soon as all of the easily
anodized n+ layer is converted to porous Si, the anodiza-
tion current drops and etching stops due to the change in
anodization potential threshold between the n+ anodiz-
able layer and the n - island and substrate. For compari-
son, in the buried p+ case, the island thickness is also eas-
ily controlled by the p+ doping profile but the PSL thick-
ness is not as readily controlled. Due to the ease of
anodization of lightly doped p-type Si, even after comple-
tion of island isolation, porous Si will continue to form to-
ward the substrate unless the anodization current is re-
duced to zero. A possible disadvantage of the buried n +
process, however, may be the reported high dissolution
rate of n-type porous Si in hydrofluoric acid [15). This
means that when wide islands are isolated , PSL with lat-
erally nonuniform porosity is formed, which can lead to
increased island defects after oxidation.

paths for current flow, the PSL is uniform and its charac-
teristics are easily tailored . The main drawback to this
method is that nonconventionallow-temperature (<850°C)
epitaxy is required to avoid sintering of the pores and to
maintain their reactivity to oxidation. Low-temperature
epitaxy techniques such as plasma chemical vapor depo-
sition of SiH4 (750°C) [16), molecular -beam epitaxy (MBE)
(750°C) [17)-[21) , and liquid-phase epitaxy [21) have been
used. So far, the crystalline quality of Si overlayers fabri-
cated with this technique have been inferior to those fab-
ricated by the selective buried anodization methods. Re-
sidual defects such as microtwins and dislocations
originating from the PSLlepitaxial Si interface are observed
by cross-sectional transmission electron microscopy (17),
[18). However, reasonably good device characteristics have
been obtained (discussed below) using these epitaxial tech-
niques, since the bottom of the epitaxial Si, which is the
most defective region of the island, is also oxidized during
PSL oxidation.

Oxidation of Porous Si

Once porous Si has been formed by any of the tech-
niques described above, the PSL must be oxidized without
generating defects in the island . The oxidation treatments
are optimized to yield oxidized porous Si (OPS) with elec-
trical and physical properties similar to those of thermal
oxides. The use of high-pressure oxidation has been re-

Epitaxial Deposition on Porous Silicon

Epitaxial deposition techniques on porous Si are attrac-
tive owing to the uniformity of the PSL and isolated island
thicknesses. In these techniques, a uniform blanket layer
of porous Si is first formed on the surface of the wafer . The
PSL surface layer, which is single crystal, serves as the
seeding layer for the epitaxy of a fully dense device Si layer .
Trenches are etched through the epitaxial layer down to
the PSL, and the underlying porous Si is later thermally
oxidized through these trenches. With straightforward n- (b)

p

II n \\ . II n-
Oxidized porous sil icon

n- (c)

Fig. 3 Schematic cross section illustrating thewaferdoping proiile used
by Benjamin et al. [121 to improve the control and uniformity of the
FIPOS method. P-type regions surrounding n-type islands have been
anodized to form porous Si. The buried n-Iayer forces the anodization
current to flowlaterally and, thus, enhancesthe uniformityof the buried
porous-Si layer.
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Fig. 4 Schematicof the buried n" anodizationprocess. (a) Etch trenches
through the n- layerdeep enough to expose the n+ layer, (b) selectively
anodize the n" layer, and (c) oxidize the buried porous-Si layer. As in
Figs. 1 and 2, a thin layerof thermal oxide is formed on the exposed
islandsurfaces. The protective Si3N41ayer during anodization is usually
etched off before oxidation. Note the absence of a cusp underneath the
middleof the islandand the uniform thicknesses of the island and the
oxidizedporous-Si layer.



ported to eliminate formation ot detects and reduce water
warpage. For example, Nesbit found that when porous
was oxidized at 800ae at a pressure of 10 atm. wafer war-
page was reduced to < 25 !-tmon 100-mm-diarn wafers and
no defects were observed in the isolated islands [9]. He
also found that atmospheric oxidation always resulted in
the formation of defects. Use of an initial low-temperature
( -s450°C) treatment to stabilize the pores, followed by a
higher temperature oxidation treatment has been re-
ported to help fully oxidize the PSL [14], [23J. Two-step
treatments, with both employing high temperatures at at-
mospheric pressures, have also been found to reduce war-
page and defects in the Si overlayer [23J"
Actual oxidation of the PSL is accomplished in short

times due to the short distance between pores and the rel-
atively fast diffusivity of oxidant species in the PSL. How-
ever, the as-oxidized porous Si has a very high etch rate in
hydrofluoric acid, by as much as an order of magnitude
higher than that of thermal oxide. The porous Si oxide can
be densified by annealing in steam ambients at sufficiently
high temperatures to cause flow of the glass [22]. Other-
wise, unless trenches are refilled with a slow-etching ma-
terial, this can pose problems in device processing where
hydrofluoric acid etches are used routinely

Device Processing and Characteristics

Depending on applications, the required thicknesses of
the isolated island and/or oxidized porous-Si layer will
range from submicron to several microns thick. Thick
buried dielectric layers are preferred for high-speed appli-
cations because of decreased wiring capacitance and for
high-voltage applications. These are not easily obtained
with the oxygen or nitrogen implantation (SIMOX/NI [sep-
aration by implanted oxygen or by nitrogen implantation])
techniques but are easily obtained with the oxidized po-
rous-Si or zone-melt recrystallization (ZMR) techniques.
The buried porous-Si formation techniques (such as those
illustrated in Figs. I, 2, and 4) can readily provide both
varying buried dielectric and island thicknesses, depend-
ing on the initial doping profile of the substrate. Both the
SIMOX/NI and ZMR techniques are not as readily adapt-
able to arbitrarily thick films. Both these techniques may
require additional epitaxial deposition for film-thickness
applications of a few microns-for example, as in some bi-
polar device applications. Note also that in these two tech-
niques, the thickened device Si layer is not likely to be de-
fect-free since the SOl epitaxial seeding layer provided by
the implantation or recrystallization techniques is not de-
fect-free. The porous-Si epitaxy techniques are more suit-
able for thin-film SOl applications than the buried porous-
Si formation techniques, since low-temperature Si depo-
sition rates are typically low,- 0.5-1 !-tm/hr with MBE.
In typical oxidation treatments, a 0.2-!-tm-thick thermal

oxide is formed on the island surfaces, including the bot-
tom interface between the island and the OPS layer, and
the sidewalls of the island. In radiation-hardened CMOS
applications wherein no trench refill will be used, thick ox-
ide on the sidewalls may not be desirable because of in-
creased oxide-trapped charge effects from the sidewall par-
asitic transistors.
The width of the island, which can be isolated by OPS,

is one of the perceived limitations of the porous Si tech-
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nique. At the present time, islands as wide as 325 urn have
been successfully isolated [23]. If single or, at most, a few
transistors are to be isolated by trenches anyway, then this
magnitude of the islands size would not appear to be re-
strictive.
The most advanced devices have been fabricated by NTT

using the original FIPOS process. Among these are high-
speed 2-!-tm 16K-bit [24] and 1.5-!-tm 64K-bit [25] CMOS
SRAMs (static random access memories). These had access
times of 35 nsec and 20 nsec, respectively. Transistors of 2
!-tmwith electron and hole mobilities of 750 cm2/V-sec and
200 cm2/V-sec, respectively; subthreshold slopes of 9 decl
V; and drain leakage current less than 10- 11A /8.5-/-tm chan-
nel width at Vo = 5 V have also been obtained by NTT [26].
OKI Electric has also used the FIPOS process to fabricate
Sal/CMOS l-!-tm 100-stage ring oscillators [27]. These ex-
hibited speeds of 60 psec delay per stage at V0 = 5 V.
In addition, test transistors have been fabricated using

the more recent modified FIPOS techniques and porous-Si
epitaxy techniques. With the buried p + method, electron
mobilities of - 500 cm2/V-sec have been reported [9]. With
the ISLANDS method, electron mobilities of 650-680 cm 21
V -sec, subthreshold slopes of 8-10 d~c/V, and subthresh-
old leakage of 0.1-pA//-tm gate width at V0 = 5 V have been
obtained [14]. Transistors fabricated in MBE-deposited lay-
ers have shown good characteristics, too. Source-to-drain
leakage currents were below 1 pA/20-/-tffi channel width,
and electron mobilities were ,- 730 crrr'IV-sec, at VD = 50
mV [23].

Conclusion

Unique properties of porous Si have been exploited in
creative ways to form sal structures. There are two basic
ways of isolating islands using porous Si. The first is by
buried porous-Si formation; areas surrounding device is-
lands are converted into porous Si by proper tailoring of
the wafer dopant profile. The second is by epitaxy on po-
rous Si; a uniform surface porous-Si layer is used as a
seeding layer for low-temperature epitaxy of the device Si.
Oxidation of the underlying porous Si layer, via trenches
in the device Si, has been improved to the point that defect
generation and wafer warpage are avoided. Advanced de-
vices fabricated on the FIPOS material have shown that the
porous silicon technology is among the front-runners for
high-performance CMOS LSls. The excellent crystalline
quality of the device Si may make it the clear choice for
Sal bipolar applications.
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Ferroelectric Materials For 64
Mb and 256 Mb DRAMs

Storing enough charge on the capacitors in the memory
cells of ULSI DRAMs will require materials with much higher
relative dielectric constants than those being used today.

Some ferroelectric materials look promising.

by Laureen H. Parker and Al F. Tasch

Since its introduction in 1970, the solid-state dynamic
random access memory (DRAM) has successfully used a
simple charge-storage memory cell. Since 1972, the mem-
ory cell of choice has been a one-transistor (1-T) cell con-
sisting of a single capacitor on which the charge is stored
and one switching transistor to isolate the capacitor [1]. The
continuing popularity of this cell is a direct result of its
simplicity and small size.
As the number of memory cells has increased from 4

kilobits (kb) in the original 1-T design to the 1 Megabit (Mb)
of current designs, the available area per memory cell has
continually decreased to maintain acceptable die sizes. This
reduction continues in the 4-Mb parts that are just begin-
ning production and in the 16-Mb parts now in develop-
ment. Further reduction will be essential in the 64-Mb and
256-Mb DRAMs which are now in the planning and early
developmental stages.
The reduction in cell size required reducing the area of

the planar storage capacitor area. This, in turn, made it
necessary to increase the charge density on the capacitor
to maintain adequate signal margins. Up through the 1 Mb
DRAM, the required increase in storage-charge density has
been achieved through improvements in process technol-
ogy, reduction of the dielectric thickness, and innovations
in the cell structure. Also, since the 256 kb, a Si3N4-Si02
sandwich-layer dielectric has often been used to increase
both the effective relative dielectric constant and the di-
electric reliability. Because of the great difficulty in con tin-

This work was supported in part by the Semiconductor Research
Corp. and a grant from Texas Instruments, Inc.

uing to increase the storage-charge density on a planar
capacitor, the 4-Mb and 16-Mb parts are being designed
with either a trench or a stacked capacitor. These geome-
tries provide greater capacitive area, so the capacitor can
store the total required charge even though it occupies less
real estate on the die.
With optimum achievement in innovative I-T cell design,

soft-error protection, sense-amplifier sensitivity, and bit-
line capacitance, capacitors that continue to use a nitride-
oxide dielectric might possibly suffice for the 64-Mb DRAM
[2]. However, nitride-oxide does not appear to be at all
realistic for the 256 Mb, Therefore, if the simple charge-
storage concept is to find continued use in ultra large scale
integration (ULSI) DRAMs, we must find a new dielectric
material that permits a greater charge density in the storage
capacitor. In addition, the material must be compatible with
ULSI processing.
Alternative dielectrics with higher dielectric constants have

been sought over the years, but the search has not been so
successful because the higher dielectric constants of the
most promising materials- Ta20 s, Y203' and Zr02-have
been offset by lower breakdown fields. The net result is
that the storage-charge density has been no more than twice
that of silicon dioxide. In this search, ferroelectric materials
have been considered but never seriously pursued. How-
ever, the need for substantially higher charge-storage ca-
pacity in the dielectric has become so great that a serious
examination of ferroelectrics is now in order.
We have performed an intensive literature search and

analysis to assess whether it is feasible to use a ferroelectric
dielectric in the storage capacitor of a 1-T memory cell.

Reprinted from IEEE Circuits and Devices Magazine, Vol. 6, No.1, pp. 17-26, January 1990.
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When the general properties and reliability issues ot fer-
roelectrics that are applicable to ULSIDRAMs are combined
with the projected electrical requirements for 64-Mb and
256-Mb DRAMs, we can determine the required material
characteristics of a ferroelectric dielectric. We can then
identify those specific materials (from among those ana-
lyzed) that hold the greatest promise for use in ULSIDRAMs,
and we do that at the end of this article.

loop or hysteresis curve (Fig. 2a). The displacement charge
density D is related to the polarization by

D=EoE+P(C/cm2) (1)

where Eo is the permittivity of free space. Since EoE < <P in
most ferroelectrics, the relationship of D to E - the D-E
loop - is nearly identical to the P-E loop (Fig. 2b).

Ferroelectric Properties"

Fig. 1 Most of the interesting ferroelectric candidate materials for the
dielectric in ULSIcharge-storage memory cells havea perovskite structure.
An example is barium titanate (BaTi03) , where Ba2 + is theA cation and
Ti4 + is theB cation.

Ferroelectric materials exhibit a number of unique and
interesting properties - both physical and electrical. The
defining property of a ferroelectric material is that it pos-
sesses spontaneous polarization that can be reversed by an
applied electric field.
Ferroelectrics are a subgroup of the pyroelectric mate-

rials, which are in turn a subgroup of the piezoelectric ma-
terials. Ferroelectrics therefore possess both piezoelectric
and pyroelectric properties, in addition to their unique fer-
roelectric properties. These materials have a characteristic
temperature-the transition temperature-at which the
material makes a structural phase change from a polar phase
(ferroelectric) to a non-polar phase, typically called the par-
aelectric phase.
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The Hysteresis Curve

All of the materials reviewed in this article - except for
KN03~ possess the perovskite crystal structure described
by the general chemical formula AB03• The A element is a
large cation situated at the corners of the unit cell and the
B element is a smaller cation located at the body center.
The oxygen atoms are positioned at the face centers (Fig.
1).
In the ferroelectric phase, the perovskite structure usu-

ally assumes one of three structural formations: tetragonal,
orthorhombic or rhombohedral. In the tetragonal symme-
try, a cubic cell stretches along one side (the"c-axis") and
shrinks along the other two sides ("a-axes") forming a rec-
tangular prism. The spontaneous polarization aligns itself
parallel to the longest side. The orthorhombic structure is
formed by stretching a cube along a face diagonal along
which the spontaneous polarization aligns itself. In a rhom-
bohedral structure a cube is stretched along a body diag-
onal and the spontaneous polarization aligns in the direction
of the stretched body diagonal. In the paraelectric phase,
the perovskite structure has cubic symmetry - it is neither
stretched nor distorted.

One of the best-known features of fe.rroelectricmaterials
is the response, of the polarization P to external electric
fields E, which is often referred to as simply the hysteresis

"There isn't enough published data on the frequency depend-
ence of the relative dielectric constant for us to draw any mean-
ingful conclusions here. Frequency dependance must be evaluated
experimentally to determine its impact in DRAM applications.

Fig. 2 Curves showing typical relationships between a) polarization vs.
electrical field, and b) displacement charge vs. electric field for a ferroe-
lectric dielectric aresimilar.
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Leakage Current

where C is the Curie constant and Tc is the Curle temper-
ature* .

In a 1-T DRAM cell, charge is lost from the storage ca-
pacitor over a period of time through various leakage mech-
anisms. This means the contents of the memory cell must
be refreshed periodically. A tolerance for charge leakage is
built into each DRAM design, but information can be lost
from the cell if the leakage current is excessive. Thus, the
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Temperature Dependence

As a sample is cooled from the paraelectric phase through
the transition temperature, regions of aligned electric di-
poles called domains form to produce the spontaneous po-
larization. If an electric field is applied, the domains that
are closest to being parallel to the field grow while the
others shrink. The macroscopic polarization with an exter-
nal field applied is composed of the aligned spontaneous
polarization, as well as electronic and additional ionic po-
larization generated by the external field. At a characteristic
field, a maximum alignment of the spontaneous polariza-
tion occurs and the hysteresis curve saturates at PSat be-
cause additional electronic and ionic polarization produced
by an increase in the field is typically quite small compared
to the spontaneous polarization. However, there are some
sputtered thin films in which the polarization does not ap-
pear to saturate [3-7]. For the sake of generality, then, we
give the name "maximum polarization" P'tIIn to the po-
larization that corresponds to the maximum applied field
(Emax ) •

When the electric field is removed, the ionic and elec-
tronic polarization decrease to zero. The remanent - re-
maining - polarization P, is the spontaneous polarization
that remains aligned with the previously applied field. It
can assume both positive and negative values.
In the hysteresis curve, the magnitude for the reverse

electric field which decreases the net polarization to zero is
called the coercive field Ec . At this point the net polariza-
tion reverses polarity if the reverse applied field is in-
creased further.
The relative dielectric constant K, which is nearly pro-

portional to the slope, Eo(K-l ), of the P-E curve, is a non-
linear function of the electric field and possesses hysteresis
[8-10]. The constant K can be nearly infinite at the coercive
field and nearly zero at the saturation field. Because of the
non-linearity and hysteresis, published values of relative
dielectric constants cannot be used to calculate capacitor
charge densities for a given applied electric field. A differ-
ent approach is needed, and we will describe one later.

The spontaneous polarization P; is a function of temper-
ature (Fig. 3). At a characteristic temperature To the material
changes from the ferroelectric phase, in which spontaneous
polarization exists, to the paraelectric phase, in which Ps
equals zero. Typically, the ferroelectric phase exists at tem-
peratures below To, and the paraelectric phase exists above
To. In a few cases, this relationship is reversed [11]. And
in the case of Rochelle salt, among others, there are two
transition temperatures, and the ferroelectric phase is
bounded by two paraelectric phases. The materials we will
consider all have the first characteristic.
The relative dielectric constant K is not only a function

of the electric field; it is also a function of temperature. In
the ferroelectric phase, the dielectric constant increases as
the temperature increases. At the transition temperature,
it becomes anomalously large (Fig. 4). Above Tu, K often
exhibits Curie-Weiss behavior:

Fig. .3 There are the three types of ferroelectric-paraelectric phase tran-
sitions. All of our candidate materials have the transition illustrated in
(a).

K

CK=--
T --T e

Fig. 4 The relative dielectric constant rises to anomalously high values
near the phase-transition temperature, To.
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leakage-current characteristics of the ,storage capacitor di-
electric are very important in a 1-T DRAM cell. Untortu-
nately, there is very little data in the published literature
regarding leakage-current values or leakage mechanisms of
thin ferroelectric films.
However, it is known that in sputtered barium titanate

the leakage current decreases as the crystallinity of the film
decreases [12]. In BaTi03 amorphous films, the current is
at least two orders of magnitude less than that in poly-
crystalline films. If this holds true for other materials, then
amorphous films would be preferable to polycrystalline films
from a leakage-current point of view. It is also generally
believed that the leakage current increases as the film thick-
ness decreases. This could be a potential problem in the
thin films that will be required for the 64-Mb and 256-Mb
DRAMs. On the positive side, leakage current in some ma-
terials can be reduced by adding impurities. Lanthanum,
for instance, acts as a compensating donor in PbTi03, which
is normally p-type conductive [13-15].

Dielectric Breakdown

The electric field at which the dielectric breaks down EBr
is another important parameter in the characterization of
DRAM capacitor dielectrics. The operating field across the
capacitor must be designed to be less than the breakdown
field if the capacitor is to operate reliably. There is little
data in the published literature regarding the mechanisms
and characteristics of dielectric breakdown fields in thin-
film ferroelectric materials. Until more is known, we will
assume that an acceptable operating field is approximately
the same fraction of the breakdown field as is currently
used in DRAM products - approximately one third of the
breakdown field. In ferroelectric capacitors, this relation-
ship may be different and needs to be determined experi-
mentally.
Limited data indicates that in sputtered films of barium

titanate the breakdown field decreases as the crystallinity
of the film increases [12]. If the film is polycrystalline, the
breakdown field is much smaller than if the film is amor-
phous. This seems to indicate that the breakdown field will
decrease as the film thickness decreases because there are
fewer grain boundaries and thus greater crystallinity (un-
less the film is amorphous).
On the other hand, some studies of ceramic samples in-

dicate that thermal mechanisms contribute to the dielectric
breakdown, and that thinner samples exhibit larger break-
down fields because there is less internal heating to con-
tribute to the breakdown [16,17]. Thin - 100-600 nm -
KN03 films have also exhibited a breakdown field that in-
creased with decreasing film thickness [18].

Reliability

As with any capacitor dielectric, there are many physical
properties of a ferroelectric dielectric that can change with
time, including the dielectric constant, remanent and max-
imum polarization, coercive field, shape of the hysteresis
loop, dielectric breakdown field, loss tangent, and leakage
current. There are three time-dependent mechanisms that
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can affect these parameters in ferroelectric materials. The
first - aging - refers to the changes that occur under static
conditions, either with or without de bias, The second
mechanism - fatigue - refers to the changes that occur
through continuous polarization reversals due to the ap-
plication of an electric field. This is sometimes called"field-
induced aging" or "excitation aging." The last mechanism
is time-dependent dielectric breakdown (TOOB), in which
breakdown of the dielectric occurs after a period of time
under electric field-stress and, in some cases, under elec-
trical and temperature stress.

Aging

In an aged sample, the remanent polarization, maximum
polarization [19-21], coercive field [19-23], and loss tangent
[24-26] are usually reduced. In some samples, the maxi-
mum polarization does not change over time [21]. Aging
occurs only in the ferroelectric phase of the material [27].
There are two dominant theories regarding the cause of

aging: (1) domain relaxation, and (2) the development of a
space-charge field. Both mechanisms can clamp the do-
mains of an aged sample so that the domains do not move
and grow as they do in a fresh sample [26]. This reduces
their ability to contribute to the macroscopic polarization.
The first mechanism, reorientation and clamping of the do-
main walls, is due to lattice strain at the domain walls and
grain boundaries [28]. Over time, these strains are relieved
through the reorientation of the domains [26-27, 29-32].
Materials with large internal strains have been shown to
age faster than those with smaller internal strains. As these
samples aged, the internal strain was reduced [28]. Mate-
rials with very small grains ages more slowly because there
is less room within a grain to accommodate domain split-
ting and reorientation [33-34].
The second aging mechanism is the movement and pin-

ning of charge [35-36] at either the domain walls, grain
boundaries, or dielectric-electrode interfaces. This mecha-
nism has been found to have a larger effect in samples with
smaller grain sizes [37-38]. In the ferroelectric phase with
zero external bias, this charge - which could be due to
dopants, other impurities, or vacancies - aligns itself with
the remanent polarization and creates an internal electric
field in the direction opposite to the electric field associated
with Pre
When an external field is applied to reverse the polari-

zation, the space charge field opposes the applied field.
This effectively increases the magnitude of the applied field
Ec required to induce polarization reversal. Once the po-
larization is reversed and the applied field is removed, the
space-charge field causes part of the remanent polarization
to switch back to its original direction, thus reducing Pre
Another effect of the space charge is that it can prevent the
domains from growing, which is required for polarization
reversal. This reduces the maximum polarization. Space-
charge effects are also referred to as "waiting-time effects"
because the build-up of space charge is dependent on the
time between polarization reversals [39-40].
If the material is in the paraelectric phase, aging due to

reorientation should not be an issue. However, if the ma-



terial is under constant dc bias (as it is in a DRAM), then
free charge could drift to the grain boundaries and set up
an internal space-charge field. It may be possible to control
space charge by a careful choice of material composition
and processing.

o
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The second time-dependent mechanism that affects the
electrical parameters of a ferroelectric dielectric is fatigue,
which occurs when the polarization is continuously re-
versed. The material's response to fatigue is very similar to
the aging response: the remanent and maximum polariza-
tion decrease, the coercive field may increase [28,41,42] or
decrease [42,43], the hysteresis loop loses its squareness
[43,44], and microcracks often appear in the material
[41,43,45]. If the polarization is never reversed, fatigue either
does not occur or is reduced to an insignificant level.
The mechanisms that cause fatigue are less well under-

stood than the aging mechanisms and are not appreciably
treated in the literature. As in aging, internal strain may be
a fundamental cause for the change in electrical properties.
During polarization reversals, there is an even greater strain
within a sample because of the continuous structural
changes. Some of the strain is relieved through reorienta-
tion and pinning of the domains, and large strains may be
relieved through spontaneous microcracking [43]. These
microcracks can cause a permanent change in the electrical
parameters and might well produce catastrophic failure of
the dielectric. As the grain size decreases or as the cell
distortion decreases due to compositional variations, the
microcracking has been found to decrease [46-48]. The elec-
trode material has also been suggested as a possible influ-
ence in fatigue, but there is a lack of concensus in the
literature regarding which electrode materials affect fa-
tigue.

Time Dependent Dielectric Breakdown

Fig. 5 The storage-charge density forferroelectric capacitors (c) must be
calculated differently than the storage-charge densities for linear (a) and
non-linear capacitors (b).

Under sufficient electrical stress, the dielectric material
will break down over a time period that is characteristic of
the intrinsic material, the procedures and quality of the
nrocessing, and the electrode material [49-51]. Although
IDOB must be characterized in order to guarantee suffi-
cient reliability for commercial application, we have not
been able to find any published information on TDDB of
thin-film ferroelectric materials.

Charge Storage Capacity in a 1-T DRAM Cell

Qc= [D(E) - D(O)]Acap=~D Acap(C) (3)

where D is the displacement charge and A cap is the area of
the capacitor.
The storage-charge density Q' c =QdAcapcan be found as

a function of the applied field and the polarization by com-
bining Equations 1 and 3.

Q'c = €o£1E + £1P (C/cm2) (4)

For a linear or non-linear capacitor, Q'c is equal to the
displacement charge at the maximum applied field (Fig. 5).
If the 0-E curve is linear - as it is in Si02, for example -
and if the dielectric constant and the applied operating field
are known, then the storage-charge density can be deter-
mined by

In normal operation, the voltage on one plate of the ca-
pacitor in a one-transistor DRAM cell is held constant while
the voltage on the other plate can be either a positive (or
negative) voltage or zero. These two different voltage levels
correspond to the logical "I" and "0". The charge-storage
capacity of the cell Qc is equal to the difference in the charge
stored on the electrodes for the two different voltage levels
and is given by

Q'c= €oKE (Czcrrr')
(non-ferroelectric dielectric only)

(5)
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However, if the D-E curve is nonlinear, (Eq.) 5 cannot be
used because the slope, eoK, is not constant. Then, Q·c
must be determined from a plot of D vs. E. Since the D-E
curve of paraelectric phase materials can be either linear or
non-linear, one cannot automatically apply (Eq.) 5 to the
paraelectric phase.
For a dielectric material in the ferroelectric phase, the

storage-charge density is less then the maximum displace-
ment charge due to the remanent polarization at zero field.
Thus, it is not equal to the displacement at the maximum
field, nor can it be calculated from (Eq.) 5. The storage-
charge density can only be found by subtracting P, from
o.; (Fig. 5). In most ferroelectrics P is approximately equal
to D, so Pmax - P, is very nearly equal to Q'c.

Projected Requirements for
Electrical Parameters

In this section and the following one, a number of fer-
roelectric materials are analyzed for their potential use as
the dielectric in 64 Mb and 256Mb DRAM capacitors. This
analysis is based on projected requirements for the electri-
cal properties of 64Mb and 256Mb DRAMs. Preferred ma-
terial characteristics will be discussed in the next section.
The authors have performed an in-depth analysis of the

issues and technology requirements for 64-Mb and 256-Mb
DRAM memory cells (2). This analysis produced projected
ranges for the required memory-cell area, ratio of cell area
to storage-capacitor area, total storage charge, storage-charge
density, and leakage current. Many of these parameters are
relevant to the current discussion (Table 1).
Using currently available technology, the 4- and 16-Mb

DRAMs require trench or stacked capacitors in order to
achieve the required total storage charge in the small mem-
ory cells. The range for the trench capacitor specifies the
minimum level of improvement required in the storage-
charge density for 64- and 256-Mb DRAMs. The range for
the planar capacitor specifies the required storage-charge
density if the process limitations of the new dielectric ne-
cessitate a planar capacitor.

Preferred Material Characteristics

After careful consideration of the characteristics of fer-
roelectric materials and the reliability issues (including ag-
ing, fatigue, and microcracking), we have identified several
general characteristics that appear desirable. Because of the
large variations in material characteristics that take place at
To, it appears desirable to use a material whose transition
temperature is located outside the normal temperature range
of DRAM operation - 0-70oe ambient and 0-100oe on chip.
In short, the selected material should always be in one
phase - ferroelectric or paraelectric - without substantial
variation of key parameters over the operating temperature
range.
In order to minimize problems with aging, fatigue and

microcracking, it appears that paraelectric or nearly cubic
ferroelectric materials [33] are more desirable than ferroe-
lectric materials with large distortions - a large da ratio in
a tetragonal structure, for example. Although a large dis-
tortion in the cell structure hinders domain relaxation and
thus inhibits aging, it increases problems with fatigue and
microcracking [48]. Taking these considerations together,
large-distortion materials are undesirable.
Aging caused by domain relaxation can be reduced by

optimizing the process to produce films with minimal initial
strain or by adding dopants such as lanthanum in
(Pb,La)Ti03and (Pb,La)(Zr,Ti)03 [13]. The dopant is thought
to increase the domain-wall mobility, which results in lower
initial strain and, consequently, reduced aging [52]. How-
ever, even if aging in a ferroelectric, composition is reduced
by lowering the initial internal strain, fatigue and micro-
cracking may still be a problem unless the polarity of the
polarization is never switched. It may also be desirable to
add dopants to reduce the conductivity and thus the leak-
age current [13,52].
Small-grain films may be preferable to large-grain films

because the former reduce microcracking and aging due to
domain relaxation [46]. However, any internal space-charge
fields are increased because the distance between the space-
charge regions at the grain boundaries is reduced [37]. Since

Table 1:

Parameter 64Mb 256Mb Comments

Memory cell area, AC (J..1m2) 0.7 - 1.0 0.25 - 0.34

Storage capacitor area, AS (Jlm2) 2-6 0.7 - 2 Trench
0.2 - 0.5 0.07 - 0.17 Planar

Storage charge density, Q'c (JlC/cm2)
• Successful SOl 1-5 2 - 11 Trench

10- 50 20 - 115 Planar

• Partially successful SOl 2-7 4 -17 Trench
20-75 45 - 170 Planar

Leakage current density, JL,max {JJA/cm2) 2-25 3 - 35 Trench
20 - 250 30 - 360 Planar

Dielectric thickness, t<I (nm) 10 - 200 10 - 200
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the effects of internal space charges are not observed in all
samples, the advantages of small-grain films may be greater
than the disadvantages.

Achieving uniform composition of the films can be dif-
ficult. If the relative dielectric constant of nonstoichiometric
regions is much smaller than the relative dielectric constant
in the surrounding material, then the total displacement
charge will be reduced. Thus, processing parameters should
be optimized to produce maximum uniformity of compo-
sition. In addition, the capacitor electrodes must consist of
a material that will not diffuse into or react with the di-
electric material. The electrode material must also match
the thermal expansion of the dielectric material and adhere
to it, as well as be compatible with ULSI processing. Fur-
thermore, the electrodes should either be metal or possess
metal-like conductivity in order to exploit the maximum
capacitance of the structure. That is, even if an electrode is
heavily doped silicon (or polysilicon), there will always be
a small depletion-layer capacitance in the silicon. Since this
is in series with the large dielectric capacitance, the total
capacitance is significantly reduced.

Potential Ferroelectric Materials for I-T
DRAM Capacitors

Out of the very large number of ferroelectric materials
that could have potential for use as the capacitor dielectric
in ULSI I-T DRAM capacitors, we selected the following
for analysis because experimental thin-film data was avail-
able: BaTi03, PbTi03, Pb(Zr,Ti)OJ' (Pb,La)TiOJ,
(Pb,La){Zr,Ti)03' SrTiO], KNO y amorphous BaTi03, amor-
phous PbTi03, and amorphous LiNb03. Since the charac-
teristics of these materials are dependent on processing,
the initial selection of materials for analysis was based on
whether the processing was closely related to that which
is anticipated for ULSI DRAMs. Thus, except for two cases,
deposited films were selected over ceramic materials. Two
ceramic compounds - Pb(Mg,Nb)O] and Pb(Mg,Nb)
03:PbTi03 (PMN and PMN:PT)-are included in the analy-
sis because reports show that PMN:PT (90:10) does not age,
which is most important for ULSI DRAMs. The drawback
of the ceramic materials is that one cannot be certain how
their electrical characteristics will change when the material
is deposited as a thin film. Only two deposited materials,
Bi4Ti3012 and Pbo.92Bio.o7Lao.o! (Fe0.40SNbO.32SZrO.27)03, are not
included in the following analysis because of insufficient
published data. They may deserve further investigation.

In the analysis, several handicaps were consistently en-
countered. One of the major drawbacks of the published
data is that the film thicknesses are much larger than what
will be required for ULSI DRAMs. Extrapolation of the data
to thinner films is difficult because information on the var-
iation of the parameters with thickness is scarce. The spon-
taneous polarization and remanent polarization are known
to decrease with decreasing thickness, but information has
not been located on how the maximum polarization varies
with thickness. It is also expected that leakage currents of
polycrystalline films will be higher for thinner samples be-
cause of their greater crystallinity, but the extent of the
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increase is unknown [12]. Of the films reviewed, over half
of the film thicknesses were greater than 1 J.1m, and only
in rare instances was the thickness <200 nm. In these cases
the data was too limited to develop any real understanding
of the characteristics of the thinner films. Data for leakage
currents and dielectric-breakdown fields are scarce, and in-
formation on TDDB is non-existent. Furthermore, the var-
iations in the processing, the electrode material, and the
film thickness make it difficult to correlate data among dif-
ferent publications.

In spite of the scarcity of information and correlation be-
tween experiments, we have attempted to draw conclu-
sions from the published experimental data. Because the
available data on breakdown fields and leakage current is
marginal and is not representative of thinner films, the fol-
lowing review will cover only estimated storage-charge
densities and notable features of these materials. Even
though the published storage-charge densities are expected
to change for thinner films, a comparison of the materials
with one another should indicate those that have a higher
probability of being suitable dielectrics for ULSI DRAMs.

The films with the largest reported storage charge den-
sities (60) are PbTi03where t~P (6P approximately equals
~D) ranges from 10 to 30 J.1C/cm2 [53-59]. The large tetra-
gonality of this material is thought to reduce aging caused
by domain relaxation, but it is also a major cause of micro-
cracking. If small grain sizes can be produced in thin films,
it might be possible to reduce micro cracking and fatigue.

Very large storage-charge densities of 6-25 J.1C/cm2 have
been reported for Pb(Zr,Ti)03 (PZT) [60-69]. For the ferroe-
lectric phase of (Pb,La)Ti03 (PLT), 6P is 10-16 J.1C/cm2 [70-
73], and (Pb,La)(Zr,Ti)03 (PLZT) storage-charge densities
are 5-17 J.1C/cm2 for ferroelectric compositions [73-78]. All
of these ferroelectric-phase compositions are of question-
able reliability. Although the addition of lanthanum has
been shown to reduce aging and increase the resistivity of
the film, compositions of PLZA with large concentrations
of lanthanum still have problems with aging and fatigue.
Films with small grain size may exhibit reduced aging and
fatigue effects, but experimental evaluation will be required
to determine the extent of any reduction.

Unless aging and fatigue can be minimized,-perhaps
through optimized processing, compositional purity, and
the use of a single-polarity electric field in actual DRAM
operation, paraelectric-phase compositions appear to offer
the ITIOst promising combination of features. At the top of
the list is paraelectric (Pb,La)Ti03 with a dielectric constant
in the range of 1000-3000 [73]. Based on the experimental
data, 12 J.1C/cm2may be possible with these compositions.
Since they are paraelectric, fatigue and aging from domain
relaxation should not be problems. The dielectric constants
for paraelectric PLZT compositions-1450-9200-are much
larger than those for PLT, but the data is for ceramic sam-
ples [79]. How this will change in deposited thin films is
not known.

For BaTi03 sputtered onto Pt or Pt-Rh substrates, the
storage-charge densities of 0.3-5 J.1C/cm2 are at the low end
of the ULSI DRAM requirement range, but it may be pos-
sible to increase these charge densities with larger applied



fields since the polarizations showed no indications of sat-
urating at the applied fields that were reported [3,4,5,12,80].
The structure of sputtered barium titanate is nearly cubic
instead of the normal tetragonal structure seen in the sin-
gle-crystal or ceramic form [81-82]. This reduces the re-
manent polarization [5], should prevent microcracks, and
should reduce aging and fatigue. If the charge densities
can be increased by increasing the applied field, these fea-
tures might make barium titanate attractive as far as reli-
ability is concerned. BaTi03 films sputtered onto silicon
substrates in an argon-oxygen atmosphere are in general
too conductive for ULSI DRAM applications [6,7,83--85].
Leakage currents for films sputtered in pure argon are much
better, but charge-density data is not available [86].
Although ceramic Pb(Mg,Nb)03:PbTi03 (PMN:PT) does

not age [23,87-89], the transition temperature is in the mid-
dle of the operating temperature range for commercial
DRAMs, and this may cause reliability problems. In addi-
tion, PMN:PT has exhibited significant fatigue problems
[90]. However, without the PbTi03, Pb(Mg,Nb)03 (PMN)
is paraelectric above - 20°Cand it has a minimum dielectric
constant of 4000 in ceramic materials [91-92] in the tem-
perature range of 0-100°C. The estimated charge density is
12 fJ.C/cm2' but experimental data is required to determine
if this value can be maintained in deposited thin films.
The storage-charge density for SrTi03 is estimated to be

around 8 fJ.C/cm2for an applied field of 500 kV/cm [93]. But
the maximum applied field may be limited to the neigh-
borhood of 70 kV/cm because the breakdown field de-
creases rapidly with increasing ambient temperature. This
would reduce the storage-charge density below the re-
quirements for ULSI DRAMs. There also appears to be a
compatibility problem with most electrode materials.
We could not locate information on charge densities for

KN03 [94]. However, excessive fatigue, waiting-time ef-
fects, and water sensitivity during processing make KN03

an unsuitable choice for DRAM application [39].
Although only limited data exists on amorphous mate-

rials, the processing advantages of these films make them
attractive. They can be deposited at very low temperatures,
and it should be easier to repeatedly deposit a high-quality
amorphous film than a polycrystalline film. The reproduc-
ibility should be much greater since the maximum and re-
manent polarization in polycrystalline films depend on the
orientation of the grains. Furthermore, there should be no
aging nor fatigue because there is no crystalline structure.
For amorphous BaTiOy the dielectric constant ranges from
12 to 80 depending on film thickness and perhaps depend-
ing on electrode material [12,95-97]. If K is in the range of
30-65 for films <200 nm and the applied field is at least 1
MV/cm, then the available storage-charge density would be
2.5-6 fJ.C/cm2. This is at the low end of the range required
for ULSI DRAMs, but the processing and reliability advan-
tages may make amorphous BaTi03 a better candidate than
polycrystalline films.
There is insufficient data for an analysis of amorphous

PbTi03 [98-100]. The dielectric constants reported for
amorphous LiNb03 are 50-90, but because breakdown-field
data were not reported in these studies, charge densities
cannot be estimated [100-102].
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Conclusions

We have studied the feasibility of using ferroelectric ma-
terials as the capacitor dielectric in the one-transistor mem-
ory cells for 64-Mb and 256-Mb DRAMs. It is significant
that the storage-charge density of a ferroelectric capacitor
is not equal to the displacement charge at the maximum
applied field. Rather, it is equal to the difference between
the displacement at maximum and minimum applied fields,
~D. In the paraelectric phase, ~D is equal to the maximum
displacement charge, Dmax •

An extensive literature search led us to published
experimental data for a number of ferroelectric com-
pounds, which we have analyzed. We discovered that,
although the number of publications concerning ferroelec-
tries is large, data relevant to the DRAM application is
scarce. For example, there is very limited data on thin
films less than 1 urn, paraelectric phase marerial, break-
down fields, or leakage current. The information on aging
and fatigue is for ceramic materials only.
Characteristics that appear to be desirable in ferroelectric

films include: compositions that do not change phase in
the normal DRAM operating temperature range; paraelec-
tric-phase compositions; amorphous films; films with small
grains, small unit-cell distortion, and low internal strain;
and metal or metal-like conductive electrodes that do not
react with the ferroelectric material during fabrication of the
integrated circuit or over the lifetime of the part. Also, it
may be desirable to use a single-polarity electric field in the
DRAM operation. This should reduce and possibly elimi-
nate fatigue effects.
Compared to the relatively thick samples on which the

studies in the literature were performed, leakage currents
may be higher and breakdown fields may be lower for thin-
ner films that will be used in ULSIDRAM applications. The
breakdown field may be higher in ULSIDRAMs, however,
because the very small capacitor area produces a lower
probability that a potential breakdown path exists. Which
feature will dominate is difficult to judge without additional
information.
Of the materials examined, those that appear to hold the

greatest promise for 64-Mb and 256-Mb DRAMs are the
paraelectric phase compositions of PLT and PLZT. PMN is
also attractive because it is paraelectric, but it may not be
able to achieve the required charge densities when depos-
ited as a thin film.
Amorphous BaTi03 may have lower charge densities than

the paraelectric PLT, PLZT, or PMN; however, easier
processing and lower leakage currents may make it a better
choice overall. Small-grain polycrystalline BaTi03 may pos-
sess reliability characteristics similar to paraelectric films,
and may achieve charge densities similar to amorphous
BaTi03; however, leakage currents may be larger than in
the amorphous films.
Ferroelectric-phase PbTiO y PZT, PLT, and PLZT have

large storage-charge densities; however, reliability issues
initially make them less desirable. SrTi03 and KN03 do not
seem sufficiently attractive overall for use in ULSI DRAMs,
and there is insufficient data for analysis of amorphous



PbTi03 and amorphous LiNb03 "

We feel that several of the analyzed films have suffi-
ciently large storage-charge densities to justify experimen-
tal evaluation. It must be determined if sufficient storage
change densities for ULSIDRAM application can be achieved
in very thin films-less than 200 nm-and breakdown fields,
leakage currents, and reliability characteristics must be in-
vestigated. We also recommend that both amorphous and
polycrystalline films be investigated at the same time to
determine the trade-offs of the different film structures.
While many questions remain regarding the viability of fer-
roelectrics in DRAM applications, the variety of available
materials and their appealing prospects for greatly im-
proved storage-charge densities certainly merit detailed ex-
perimental examination.
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Manufacturing-Based Simulation: An Overview
Stephen W. Director

Abstract

Integrated circuitdesigners havebecome increasingly interested in pre-
dicting the quality, in terms of yield as 'well as performance, of a design
prior to manufacture. Toward this end, manufacturing-based methods
have evolved. This paper reviews this class of techniques and their ap-
plications.

Introduction

As device sizes continue to decrease, the sensitivity of a
circuit's performance to the inevitable variations in the
manufacturing process increases. This sensitivity is trans-
lated into low manufacturing yields. (Manufacturing yield
is the percentage of manufactured chips that meet all of
the specified performance constraints.) Because design
times and production costs are increasing, designs that will
result in low yields should be identified as such before they
are committed to production. Thus, it is becoming increas-
ingly important for the circuit designer to be able to predict
the effects of statistical variations inherent in the manufac-
turing process on circuit performance in order to take any
necessary corrective action during the design process. With
this goal in mind, a new class of simulators-known as
manuiaciuring-based simulators-has been developed. With
these simulators, it is possible to predict the yield of a de-
sign given the layout of the design and a description of the
fabrication process. Typically, the description of the fabri-
cation process includes a list of the processing steps, the
values of the process controls (e.g., diffusion times and
temperatures), and the characterization of the distur-
bances that occur in the process.
At the present time, manufacturing-based simulators fall

into one of two categories: those aimed at predicting func-
tional yield and those aimed at predicting parametric yield.
Functional yield is defined as the percentage of manufac-
tured circuits that are functionally correct, i.e.. they per-
form the correct logic function or have all of the correct
state transitions. Parametric yield is the percentage of
manufactured circuits that have parametric performance
(e.g., speed or power consumption) within specified lim-
its. The overall manufacturing yield can be thought of then
as the percentage of manufactured circuits that are func-
tionally correct and have satisfactory parametric perfor-
mance. To first order, manufacturing yield is therefore the
product of functional yield and parametric yield.
Given the capability of predicting manufacturing yield,

it is possible to perform a number of interesting tasks, such
as evaluating the effects of redundancy in a design, optim-
izing process design to maximize yield in terms of device
performance, maximizing parametric circuit yield, etc. This
paper reviews some of the advances that have been made
in the area of manufacturing-based simulation as well as
some interesting applications of these methods.
This paper begins with an overview of the VLSI fabri-

cation process in order to define some terms and identify

the primary causes of yield loss. The sources of distur-
bances in the manufacturing process are discussed next.
To first order [1], we will see that functional yield is de-
pendent on the distribution of local disturbances in the
process, such as spot defects on a mask and oxide pin-
holes, while parametric performance is dependent on
global disturbances in the process, such as mask misalign-
ment and oxide growth rates. Further evaluation of man-
ufacturing yield is based upon the evaluation of functional
and parametric yield. Methods for evaluating functional
yield are presented, and applications of these methods are
discussed. Applications of parametric yield prediction are
presented. It is shown how parametric performance sim-
ulation forms the basis for an improved worst-case analy-
sis methodology. Lastly, a brief conclusion is given.

VLSI Fabrication Process

In this section, we review the steps involved in inte-
grated circuit (IC) manufacture and thereby introduce some
terminology. The IC manufacturing process involves a se-
quence of basic processing steps. To facilitate process ob-
servability and process control, one or more processing
steps are usually separated by an evaluation or inspection
and a selection step. An evaluation step is a measurement,
or sequence of measurements, called in-line measurements,
If one or more in-line measurements fall outside of some

range defined by a set of selection thresholds, the wafer is
considered defective and is discarded. We refer to a pro-
cessing step followed by an evaluation and selection step
as a manuiacturingoperation.
The outcome of the ith manufacturing operation de-

pends on three major factors: the process controlling pa-
rameters, or controldenoted by the vector Ci; the geometry
of the fabricated IC, or layout denoted by the vector L;; and
some randomly changing environmental factors, or distur-
bances denoted by the vector of random variables Oil that
are inherent in any manufacturing process.
A typical IC fabrication process involves many manufac-

turing operations followed by a sequence of final tests. In
general, two types of tests are made: functional and para-
metric. Functional tests are used to detect errors in the
function performed by IC chips. For digital circuits, func-
tional tests involve the application of binary testing se-
quences to chip inputs, and the results are compared
against expected output binary vectors. For analog circuits,
functional evaluation depends on the type of chip, but
usually consists of some frequency- or dynamic-response
measurements. Parametric tests are used to detect basic
discrepancies between the performance (in terms of power,
critical signal levels, and other DC parameters) of the Ie
under test and desired performance. Such tests are a mea-
sure of quality of the chip's performance.

Reprinted from IEEE Circuits and Devices Magazine, Vol. 3, No.5. pp. 3-9, September 1987.
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Process Disturbances and Circuit Faults

All physical manufacturing processes are affected by in-
herent variations, or disturbances. In order to reduce the
effects of such disturbances, we need to understand their
cause and the effect they have on IC performance. (For a
thorough discussion of these issues, see [1).) Physical causes
of disturbances in an IC process include:

• Human errors and equipment failures .
• Instabilities in the process conditions (e.g., turbulent

flow of gases used for diffusion and oxidation).
• Material instabilities (e.g., variations in the physical pa-

rameters of the chemical compounds and other mate-
rials used in the manufacturing process) .

• Substrate inhomogeneities (e.g., point defects , dislo-
cations, and surface imperfections).

• Photolithographic mask imperfections.

In general, disturbances in the process can be viewed as
affecting either the geometry of an Ie device and/or the
electrical characteristics of an Ie device .
The actual geometry of an IC deviceis determined by

the two-dimensional layout parameters and the physics of
the manufacturing process. Ideally, the edges of the layout
pattern define the boundaries between various regions in
.an IC, and various manufacturing process steps determine
the depth, or thickness, of a region. In an actual IC, this is
not the case. Deformations in geometry can be caused by
global disturbances, such as mask misalignment, over- and
underetching, and lateral diffusion, as well as by local dis-
turbances, such as spot defects and oxide pinholes. Figure
1 illustrates the difference between an "ideal" IC device
and an actual device.
The electrical characteristics of an actual IC are deter-

mined by the three-dimensional impurity distributions in
the conducting and semiconducting regions, and charge
distribution in the insulating layers. In an ideal IC, a num-
ber of simplifying assumptions are typically made that al-
low for analysis of a design prior to manufacturing . It is

Fig . 1 Ideal and actualIC devices.
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important to note that these simplifications introduce a
systematic error in the analysis and cause the description
of the electrical properties of an Ie used in the design pro-
cess to differ from physical reality. However, there also
exist many phenomena that are random in nature and
cause deformations of an Ie's electrical characteristics.
Some of these are global in nature, such as the thickness
of a gate oxide due to temperature fluctuations during
growth and interlevel dielectric thickness due to random-
ness in curing temperature. Others are local in nature, such
as local impurity precipitates or silicides that affect the per-
centage of electrically active impurities in silicon .
In general, each process disturbance may cause a num-

ber of different changes in IC performance. For instance, a
spot defect introduced in a lithography step may cause a
short between two adjacent conducting paths, a break in
the path, or may only alter effective device dimensions.
These changes in behavior are called faults . It is convenient
to classify faults as either structural faults, which are
changes in the topology of the circuit, or performance faults ,
in which the Ie topology remains unchanged; however,
circuit performance (e.g., speed or dissipated power) falls
outside of some set of allowable tolerance limits . Perfor-
mance faults can be further divided into two classes : soft-
performance faults and hard-performance faults . If an Ie is
functionally correct (e.g ., in a digital circuit, all state tran-
sitions occur in the proper order and the output pattern is
the correct response to an input pattern vector) but some
performance measure (e.g ., signal delay) lies marginally
outside of the specified range, we say a soft-performance
fault has occurred. If an IC does not function properly (e.g .,
some state transitions do not occur) or some performance
is orders of magnitude away from the desired value, we
say a hard-performance fault has occurred. In general,
structural faults and hard-performance faults are referred
to as functional faults in that the basic function of an Ie is
incorrect, while soft-performance faults are often merely
called performance faults .
Structural faults require some further elaboration. While

some deformations will not alter the structure of an Ie un-
der no bias, or very small bias conditions, for other values
of DC bias, a short between two conducting paths can oc-
cur. On the other hand, some geometrical variations may
introduce new parasitic elements (such as overlap capaci-
tances) , which do not necessarily cause an IC to be defec-
tive . Therefore, structural faults are best defined in terms
of changes in the equivalent DC circuit diagram under
worst-case bias conditions.

Measures of Process Efficiency

Because of the inherent fluctuations in an IC fabrication
process, and the attendant variations in circuit perfor-
mance, not all of the chips that are manufactured will ac-
tually meet all of the design specifications. By being able
to predict yield during the design process, it may be possible
to adjust the design itself to improve yield . In order to pre-
dict yield during the design process, we need to be able to
determine the probability that a single Ie chip will not be
rejected during fabrication . To evaluate this probability, it
is convenient to introduce the concept of an acceptability
region.
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Assume that a manufactunng process has II steps . Then
let the vector C, = (Cr. CJ, ..C;,)T denote all of the pro-
cess control parameters, vector L = (Lf, LL . . . r L;,)Tde -
note all of the layout parameters, and D = (Df, DJ, . . .,
D ;,)T denote all of the process disturbances.
Also, let So denote the Euclidean space that contains all

of the process disturbances, D. For given values of Land
C, denoted by LOand Co, in the space of process distur-
bances, there exists a set of disturbances AD(Co, LO) C SD'
which will not cause the performance of an Ie to be un-
acceptable . We call this set of disturbances the region of
acceptability. Design yield can , therefore, be formally ex-
pressed as

(3)

(4)

which are respectively probabilities that the Ie is correct
functionally and its performance characteristics are within
some desired limits .
Decomposition of the design yield into parametric and

functional components provides an opportunity for signif-
icant simplifications in evaluating design yield. This be-
comes evident if we note that, since Ab(Co, LO) contains
those process disturbances that do not disturb functional
correctness of the IC, then (1 - YFUN) can be estimated by
searching for the complement of Ab(Co, LO), i.e. , deter-
mining the set of process disturbances that causes struc-
tural failure and/or hard-performance faults only. Thus, in
estimating (1 - YFUN) , we need consider only those defects
that cause structural changes in the connectivity of an IC,
i.e. , defects due to local disturbances . We do not need to
evaluate IC performance itself, because process distur-
bances that cause structural changes in the connectivity of
an IC can be found by analyzing the layout of the Ie and
the stat istical characterization of the local defects only. In
particular, to determine Ab(Co, LO), we need investigate
only the critical area of a layout, i.e ., that area of an IC that
is vulnerable to the occurrence of a point or spot defect.
We review some of the techniques developed for th is pur-
pose in the next section .
Computation of parametric yield is also simplified be-

cause of decomposition, because single spot or point de-
fects that do not change circuit connectivity usually do not
affect the quality of IC performance. Therefore, local de-
fects can be ignored when computing parametric yield and
we need consider only the effects of global disturbances,
such as mask misalignment and lateral edge displace-
ments . A method for computing parametric yield is re-
viewed in a subsequent section.

where, as before, !D(O) is the jpdf describing D, and the
parametric yield is defined as

where Ahis the disturbance set that does not cause the Ie
to have incorrect functionality and Abis the disturbance
set that does not cause poor performance. (We note that
existence of such a decomposition is an assumption that is
valid only to first order.) Thus, we can define the functional
yield as

(1)

(2)

d'(b)

Y = r !D(O) do
JAD(CO.LO)

(a)

where !D(O) is the joint probability function, which de-
scribes D. Figure 2 illustrates the relationship that yield has
to the particular values of CO and LO. In Fig. 2(a), a typical
joint probability density function (jpdf) for two distur-
bances is shown, and Fig. 2(b) represents the equiproba-
bility level contours associated with this jpdf projected onto
the "space" of process disturbances . Figures 2(c) and 2(d)
illustrate low- and high-yield placements of the accept-
ability region within the disturbance space . In the low-yield
placement, the disturbances that are most likely to occur
fall outside of AD' while they fall inside A D in the high-
yield placement.
The design yield is difficult to evaluate, because, in gen -

eral, it is not possible to obtain an explicit expression for
AD (CO, LO) . However, through an analysis of the bas ic
properties of the process disturbances, we can develop
techniques for evaluation of design yield . Toward this end,
it is convenient to decompose AD into a functional accept-
ability region and a parametric performance acceptability
region:

Fig. 2 Location of region of acceptability and yield: (a) probability
density function, (b) level contours. (c) low-yield placement, and
(d) high-yield placement.

(e)

d'

(d)

Functional Yield Prediction

As indicated previously, degradation of functional yield
is due to process disturbances that cause structural failures
due to changes in the DC connectivity of a circuit under
worst-case bias conditions. There are many methods avail-
able for simulating the yield losses due to structural fail-
ures. Most of these are based on simple statistics, e.g ., bi-
nomial or Poisson distributions, which have limited
simulation accuracy because they cannot account for defect
characteristics, such as size or clustering or specific IC lay-
out information. Improved yield simulation methods were
developed to account for the effects of defect clustering by
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incorporating compound and negative binomial statistics
(2], (3]. However, these statistical techniques still failed to
consider the particulars of the IC layout.
In order to address IC layout information, Maly (4] pro-

posed a method for functional yield prediction based upon
the concept of virtual layout. The virtual layout has the
same statistical features as the nominal IC layout but is ar-
ranged in a more computationally efficient form . More spe-
cifically, this method assumes that functional yield is equal
to the probability of the event that point defects combined
with line registration errors, i.e., line registration errors
themselves, do not cause shorts or openings in the fabri-
cated Ie. To calculate this probability, Maly employs the
concept of critical area. The center of a defect is located in
a critical area when the defect causes a short or open in an
IC layer .
In the general case, computation of the critical area is

complex and cannot be explicitly evaluated as a function
of defect radii and layout dimensions. However, it is pos-
sible to compute the critical area by means of a sequence
of layout resizing operations or by using a Monte Carlo
technique (5] to facilitate computation of the critical area in
terms of the defect radius. More specifically, the virtual
layout has the same statistical features as the nominal IC
layout but is arranged in a form that allows for easy cal-
culation of the critical area as a function of the defect ra-
dius .
In order to overcome the difficulty the virtual layout

method has with accounting for defect clustering, a Monte
Carlo bench method was developed. This method was im-
plemented in a simulator called VLASIC (6]. VLASIC (see
Fig. 3) employs a Monte Carlo approach of generating,
placing, and analyzing defects on a chip layout. After the
defects have been placed on the layout, a series of fault
analysis procedures is used to determine what, if any, cir-
cuit faults have occurred. The resulting faults are passed
through a filtering phase that ignores those faults that do
not affect the functional yield . The resulting output is a
chip sample containing a list of the circuit faults, if any,
that have occurred on the chip during the simulated fab-

Defect statistics

Wafer map

Chip layout

Process model

Sample output

Fig. 3 Structureof the VLASIC yield simulator.
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rication . The sample is then passed to application postpro-
cessors.
The defect random number generators (RNGs) in

VLASIC are organized in a hierarchical manner, with sep -
arate generators for the spatial and size distributions. These
generators are controlled by parameters such as the mean
and variance of the defect density . The random number
generators output a list of defect types, locations within
the die sample, and defect diameters. For each defect , a
series of fault analysis procedures is called to examine the
layout geometry in the neighborhood of the defect in order
to determine if any circuit faults have occurred. A separate
fault analysis procedure is used for each possible circuit
fault type, such as a short or open circuit. The result of the
fault analysis is a list of the raw circuit faults caused by the
defects.
The raw circuit faults pass through a filtering and com-

bination phase. Those faults that do not cause a DC change
to the circuit topology are ignored. Some faults are com-
bined together into a composite fault, such as using short-
circuit faults to hook up the term inals of a new device. The
operation of both the fault analysis and filtering phases is
guided by defect models . The models specify what circuit
faults can be caused by each defect type, what layers in-
teract with the defect , and how layers are electrically con-
nected together.
The resulting output is a chip sample containing a list of

the circuit fault groups that have occurred on it during the
simulated fabrication . A fault group is a list of circuit faults
caused by a single defect. Each fault in the fault group
specifies what type of fault it was (e.g., short, open), the
type of defect causing the fault (e.g ., extra metal) , and the
details of the fault, such as what net s have been shorted
together. The chip sample fault lists are summarized to
record the frequency of each unique fault combination and
are then passed to postprocessors when simulation is
complete.
Both of the approaches described previously for func-

tional yield prediction fail to account for the effects of global
disturbances. Furthermore, the approach implemented in
VLASIC is computationally expensive. As an attempt to
overcome these difficulties, an analytically based approach
to simulate functional yield has recently been proposed (5] .
This approach can account for most of the global and local
effects and allows hierarchical calculation of yield, e.g.,
from cell and chip, to wafer level. Three key steps of this
method are :

(1) Hierarchical generation of defect statistics by consid-
ering the effects of the globally nonuniform distribu -
tion of defects on the wafer level, local clustering on
the chip level, and uniform distribution on the cell
level.

(2) Analytic calculation of the probabilities of failure (POFs)
due to global and combined effects for simple layout
patterns.

(3) Derivations of analytic expressions for the rOFs for
functional cells, or chips, based upon the results of
Steps (1) and (2). A hierarchical method can be em-
ployed to reduce the computational complexity.

This approach is still in its early stages of development,
although the results have been promising.



Applications of Parametric Yield Prediction

Fig. 4 System forgenerating histograms of parametric circuit
performance.
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nation with the layout of the devices, to produce device
model parameters. The model parameters generated by
FABRICS II are compatible with the device models imple-
mented in circuit simulators such as in SPICE .
By coupling FABRICS II with a circuit simulator, as il-

lustrated in Fig. 4, it is possible to generate histograms of
various performances that are typical of what would be
measured in a real fabrication line . Parametric yield can
then be easily calculated 112] .

FABRICS II, combined with a circuit simulator, can be
employed for a number of tasks ranging from design ver-
ification and optimization to process diagnosis and statis-
tical process control.
Figure 5 illustrates the role of such a simulator in opti-

mization tasks . In this figure, the disturbances, 0, are as-
sumed to be characterized in terms of statistical moments .
Process yield optimization is achieved by specifying a test
structure with a fixed set of device dimensions, L, and a
desired device behavior. The goal then is to adjust the pro-
cess controls to maximize the number of devices produced
whose performance falls within acceptable limits of behav-
ior 113] . Circuit yield optimization assumes that the pro-
cess control parameters are fixed and that the layout L is
adjusted to maximize the number of circuits whose perfor-
mance falls within acceptable limits (14), Both of these op-
timization problems are costly due to the process, device,
and circuit simulation required as well as the high dimen-
sionality of the problem. However, recent work has re-
sulted in approaches that can realistically attack these
problems .

Parametric Yield Prediction

The central tool developed for aiding in the prediction
of the degradation of parametric performance, which re-
sults primarily from global variations in the manufacturing
process, is the IC process/device simulator FABRICS II [81 -
[10). The models implemented in FABRICS II allow for the
accurate simulation of typical semiconductor devices man-
ufactured using a variety of fabrication processes (e.g. ,
NMOS, CMOS , or bipolar) . FABRICS II employs efficient
numerical and analytical models , which are solutions of
the partial differential equations that describe each fabri-
cation step, under a set of restricted or simplifying condi-
tions that have been found to yield reasonable results . The
input to the process simulator, part of FABRICS II, consists
of process parameters-such as times and temperatures
of diffusion steps, and doses and energies of ions in im-
plantation-and process disturbances-such as diffu siv-
ities of impurity atoms and misalignments between pho-
tolithographic masks . To account for local (intradie) and
global (interdie) variations in device parameters, process
disturbances are mod eled bv hierarchically defined RNGs
at levels that correspond to natural divis ions , i.e .. at the
lot, wafer, chip, and device levels. Since the process dis-
turbances cannot be obtained from direct measurements ,
the probability density fun ctions describing process dis-
turbances are identified through in-line and test structure
measurements I11J .
The device simulator in FABRICS II uses the physical

parameters generated by the process simulator, in cornbi-

Applications of Functional Yield Prediction

The output of a program such as VLASIC can be used
for a number of tasks. For example, a redundancy analysis
postprocessor has been developed , which can be used to
calculate yield in the presence of redundancy. A set of heu-
ristics is used to convert circuit faults into cell failures . For
example, a short circuit causes all cells containing the
shorted nets to fail, whil e an open device causes only the
cell containing it to fail. The heuristics use signal strengths
to determine whether one net can overpower another. The
postprocessor then uses the knowledge of which cells have
spares, which cells are spares, which cells hav e no spares,
the constraints on spare swapping, and the spare selection
algorithm to determine whether all failing cells can be re-
placed by spares.
Another application for the output of a program such as

VLASIC is the development of improved testing proce-
dures, such as that known as inductive fault analysis (IFA)
17) . The four major steps of the IFA procedure are: (1) gen-
eration and placement, on the circuit layout, of physical
defects using statistical data obtained from the fabrication
process; (2) extraction of primitive (geometric) faults caused
by these defects; (3) abstraction of these primitive faults to
the transistor, logic, or even the functional level; and (4)
classification of fault types and ranking of faults based on
the likelihood of occurrence. Hence, given the layout of an
integrated circuit, a customized and very accurate fault
model and an associated ranked fault list can be automat-
ically generated, which take into account the technology,
layout, and process characteristics .
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Fig. 5 Process and circuit optimization tomaximize parametric yield.

Worst-Case Analysis

The capability provided by FABRICS II also provides the
basis for an IC fabrication line diagnostic system called
PROD [15]. The operation of PROD can be divided into
two phases: learning and fault identification . In the learning
phase, fault simulation experiments are performed, in
which single faults or combinations of faults are artificially
introduced to FABRICS II and the corresponding proba-
bility distributions of the circuit performances are obtained
via combined process, device, and circuit simulations. To
guide the learning process in a meaningful manner, a sen-
sitivity analysis is performed. This analysis provides infor-
mation about which process disturbances have the strong-
est effect upon the circuit performances, allowing added
emphasis to be placed on these disturbances during fault
simulation. To further reduce the fault simulation cost, a
multilayer regression tool [16] has been implemented to
extract the regression polynomial model from the se-
quence of simulation steps. The sequence of simulations
can then be replaced with this regression model. Efficient
transformations of these fault simulation results are then
performed to compress the data and extract the relevant
pattern features. The learning phase continues until a
number of the most significant fault combinations have
been simulated and stored in a library. At this point, PROD
is ready to be used for the identification of actual faults
occurring in the IC fabrication process . To identify faults
in an operating fabrication line, the same performances as
those chosen during the simulation stage are extracted from
the circuit, and pattern recognition algorithms are used to
compare against those in the library. Once the "closest"
pattern of performance failure has been found the fault
causing the failure has been identified.

Conclusions

random variables with a multilevel structure of variance
(intradie and interdie) . In traditional approaches, the cor-
relation coefficients between device parameters are not
taken into account and, therefore, IC performances are es-
timated for some unrealistic combinations of the device pa-
rameters. Hence, the results of such as an anal ysis are usu-
ally too pessimistic. A better worst-case estimate can be
achieved if anal ysis was performed in terms of a truly in-
dependent set of parameters. Since the process distur-
bances used in FABRICS II are statistically independent,
we can use them for the worst-case analysis .
In this alternate approach [14], the selection of the sig-

nificant worst-case parameters is performed based upon
the sensitivities of the performances to process distur-
bances. The sensitivities are estimated by perturbations
using data obtained from FABRICS II, coupled with a cir-
cuit simulator. Since sensitivities are local estimates of this
dependence, a more accurate method of approximating the
relationship over a wide range of changes in process dis-
turbances is to build nonlinear regression models relating
performances to the process disturbances . Such models
have been successfully built, and it was found that these
dependencies are monotonic over a wide range of process
disturbances . Therefore, sensitivities can be reliably esti-
mated by large perturbations and the worst-case combina-
tions of significant process disturbances can be obtained
for each IC performance. Then realistic worst-case sets of
device parameters may be generated by FABRICS II if the
significant process disturbances are changed by, for ex-
ample, one standard deviation from their identified values
in the " worst-case direction." Because of the indepen-
dence of the process disturbances, it is possible to estimate
the probability of occurrence of this case, which is valuable
information for IC designers. Furthermore, if the device
models are defined in such a way as to be independent of
device dimensions, then the designer may alter the IC lay-
out to improve performance. If, however, some changes in
the fabrication process parameters are necessary, the worst-
case device models have to be evaluated once again. Ob-
serve that such an evaluation is computationally inexpen-
sive because, in the proposed approach, Monte Carlo sim-
ulations are not required.

In this paper, we have reviewed some of the simulation
methods developed for the purpose of predicting how the
random effects inherent in any integrated circuit (IC) fab-
rication process affect performance, and, hence, yield.
In summary, the ability to predict manufacturing yield

prior to the start of an actual manufacturing process is cru-
cial in determining the quality of an IC design. While there
has been considerable progress in the development of tools
for aiding in the prediction of manufacturing yield, addi-
tional tools are still needed.
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In order to guarantee satisfactory performance, a design
is typically verified by the designer under what is defined
as worst-case conditions. This process is traditionally per-
formed by adjusting certain electrical parameters of the IC
devices, such as threshold voltages and transconductances
for MOSFETs, to their extreme limits. In reality, however,
these parameters are statistically dependent (correlated)
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Automating very-smaIl-scale
mechanical processes

has confounded
the best efforts of engineers,

but now there's progress

Positioning
In my opinion, the three most
att rac ti ve application s for
microautomation are po si-
tioning, electrical probing, and
mechanical probing [2]. Many
of the processing steps in semi-
condu ctor fabrication require
hi gh -speed tran sport of
materials over large ranges with
high precision. Such positioning
tasks span several scales, and
includemask alignment , hybrid-
circuit manufacturing, and
wafer transport. Mask align -
ment, for example , continues to
grow more difficult. Feature
sizes in microelectronics are
shrinking, so wafer-positioning
errors must be controlled ever
more vigorously during mask
alignmen t. At the same time,
wafer dimen sions and circuit
sizes are increasing, and thus
wafer nonplanarity is becoming
a gr eat er problem. A tot al

taking measurements, and even
of performing surgery. In optics,
high-speed alignment of optical
element s with micro-automat-
ion could lead to high-speed
multimode optical switching. In
materials handling, the ability to
carry small payloads to posi-
tions specified within a micron
might permit the repair of masks
used in semiconductor fabrica-
tion . Micron -scale automatic
control s could also reduce
dramat ically the size of some
equipment. A reduction of space
provides tangible benefits for
clean-room facilities, where, for
example, costs are directly tied
to the required volume.
Applications of micro-auto-

mat ion to semico nducto r
manufacturing are particularly
appealing. Mechanical proces-
ses currentl y pose significant
obstacles to automatic fabrica-
tion, and advances are sorely
needed. But an automated ap-
proach would simultaneously
result in cost reduction s and
product quality improvements.

Applying Micro- Sensors
and Actuators
A recent National Science Foun-
dation report on the emerging
field of microelectromechanical
systems discussed the potential
applications of micro-actuators
and micro-sensors, which are key
components of a micro-automat-
ion system [1]. The application
areasincludedbiotechnology, op-
tics, materials handling, equip-
ment min iaturization , and
microelectronics.
In biotechnology, one can im-

agine a smart pill capable of

turing usually invo lv es
machines that are designed to
handle high payloads and apply
large forces. Micro-automation
is much more likely to be
directed at delivering well-con-
trolled , delicate for ces and
tran sporting small payloads.
These differences suggest that
methods appropriate in the
macro realm may not be ap-
propriate in the micro realm.

by Ilene J. Busch-Vishniac

Automation in Miniature
What we need is practical micro-
automation ; i.e., the automatic
control of processes requiring
relative motion atmicron or sub-
micron accuracies . In
microelectronics manufactur-
ing , micro-automation might
play a hand inmaterial transport,
electrical probing, and mechani-
cal probing . Many of the
problems associated with micro-
automation , such as the need for
smart sensors and robust control
systems, are shared with con-
ventional macroautomation.
Micro-automation, however, is
distinctly different in two impor-
tant ways. First, although fric-
tion can be s igni fi c ant in
macro-automation, it is one of
the dominant forces in micro-
automation. Second, large-scale
automatic control of manufac-

proaches lack precision on a
small scale. Th is drawback
poses a significant obstacle to
automation.

Micro-Auton......................
Semiconductor

Fabrication

icro-
electronic fabrication depends
upon chemical , optical , and
mechanical processes. Chemi-
cal processes, such as etching a
feature ; and optical processes,
such as exposing a mask, are
well-suited to automation. But
small-scale mechanical proces-
ses resist automation because of
friction.
Friction poses difficultie s on

all scales, but its significance
grows as device size decreases
because of the accompanying
increase in the ratio of surface
area to volume. Th is is one
reason why most of the proces-
ses used in microelectronic
fabrication rely on purely optical
and chemical techniques. Unfor-
tunately, there are no purely op-
tical or chemical techniques for
moving one object relative to
another , and such motions are at
the heart of many important
manufacturing processes. These
motions require mechanical ap-
proaches, but mechanical ap-

Reprint ed from IEEE Circuits and Devices Magazine. Vol. 7, No.4, pp. 32-37, July 1991.
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1. Systemarchitecture ofamicro-automation system.At this levelofdetail,
thearchitecture looksmuch like that ofa macro-automation system.

positioning tolerance of 100 nm
over an entire 8-inch wafer re-
quires a positioninf accuracy ofroughly 5 x 10- , where ac-
curacy is defined as the ratio of
the required resolution to the
workspace dimen sion . Typical
positioning approaches used on
large scale s cannot provide this
accuracy. One unconventional
approach that has been succes s-
fully demonstrated in scanning
tunneling microscopes is mag-
netic levitation.
Mask alignment is an ex-

ample of one task that require s
extreme positioni ng . At the
other extreme is the transport of
wafers between process sta-
tions, which has much in com-
mon with an airplane ride. The
speed and smoothness of the
ride are critical, but positioning
accuracy is important only at the
path endpoints.
Traditional approaches to the

transport problem use robots or
conveyor belts , but both of these
present difficulties. Robots
generally involve jointed parts
that rub during operation. so
they must be specially built to
prevent particles from entering
the clean-room environment.
Further, robots are often dif-
ficult to reconfigure for fabri -
cation-line changes. Conveyor
belts tend to be dirty , but they
are much less costly than robots.
Unconventional approach es
using airtracks,magnetic levi ta-
tion, or electrostatic levitation
are likely to offer significant im-
provements in the near future.

Electr ical Probing
The desire for impro ved quality
co nt ro l in sem ico nd uc to r
fabricat ion has prompted in-
creased analytical probing of the
interiors of VLSI c irc u its .
Analytical probe stations cur-
rently on the market are of two
types: mechan ical probers that
rely on manual or semi-automat-
ic translation of conta ct probes:
and noncontacting probe sta-
tion s that de termine voltages
and currents opticall y.

The mechanical probe sta-
tions are difficult and time-con-
suming to use. and they may
destroy the device under test be-
cause the probes are often on
long lever arms that cause skat-
ing as they make contact. Non-
contac t pr obe sta tio ns ca n
pinpoint the location of a failure
with great speed and accuracy,
but they cannot determine the
nature of a fault since they can-
not inject a signal. They are typi-
ca lly an order of magn itude
more expensive than their con-
tacting counterparts. A new ap-
proach to analytical probing is
needed .
Analytical probe stations re-

quire positioning with at least
three degrees-of-freedom. With
electronic feature sizes moving
be low 0.5 11m . resolution of
roughly 0.1 11m is required . (In a
workspace of roughly I em", we
require an accuracy of roughly
10-5 ) Anothe r co nsi de ra tion
that makes this appli cation chal-
lenging is the desire to place
mult iple probes on a ci rcui t
sim ultaneously . Mult ip robe
testing requires the automat ic
control of multiple objec ts such
that interference and collisions
are prevented. A further issue is
the electr ical load presented by
the probe itself. To meet the
needs of broadband operation.
restrictions must be placed on
the perm itt ed materi al s and
geometries. Taken in combina-
t io n . th e requirement s o f

automated analytical contact
probing provide a challenge that
can only be an swered well
through micro-automation .

Mechanical Probing
Another application for micro-
automat ion in semico nductor
fab r ica t io n is mechan ic al
qu alit y-contro l testing. The
bonds between circuits and their
packages. for example, are often
viewed as the place where most
nondesign failures occur. Re-
sea rc he rs have devel oped a
number o f ways to look at
bond s. including laserlinfrared
sig na tures . acou st ic micros-
co py. and mechani cal stress
tests.
Mechani cal stress tests direct-

ly measure the mechanical in-
tegrity of a bond . but current
techniques suffer from three
serious defects. First, the tests
are usually destruct ive. so they
can only be used to provide
statis tica l informati on on a
fabrication lot. Second . even
nondestru ctive pull or shear
testers cannot perform their tests
quick ly. As a result. these tests
must be executed off-line on a
sma ll number of devices. in-
stead of on all bond s of all
devices. Third. the lack of posi-
tion and force control in the test-
ing equipment ultimately yields
binary informati on on whether a
bond is good or bad. Ideally. one
would prefer to know how good
or how bad a bond is. so that
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various fabri cation method s can
be objectively compared.
To improve mechanical shear

and pull measurements, test all
bond s of all microelectronic
device s nondestru ctiv ely and
quickl y. For example , apply a
known shear force to a bond, and
then monitor the deflection.
Such a quality control tester
wou ld require aut omated
po sitioning in at least three
degree s of freedom . For a 400 -
lead device with 4-mil lead
se paration, the required ac-
curacy would be about 10-3. If
one of these devices is to be
tested every two seconds, test-
ing of at least 200 bonds per
second would be required .
While these requirements would
be difficult to achieve on large
sca les, they should be reasonab-
ly easy to satisfy on small scales
using low- mass testers with
high acceleration. Thus. the task
is idea l for micro-automation .
Table I summarizes the at-
tributes of the applications dis-
cussed above .

System Architecture
At the level of detail shown in a
schematic of a general micro -
automation system. there is no
real distinction between a mi-
cro - and a macro-automation
system (Fig. I). Both generally
require that the process be con-
trolled and monitored . Control
is through one or more actuators
that affect the object on which
work is to be performed . The
quality of the work is monitored
through sensors on or near the
workpiece. and th e de si red
dynamic performance is usually
compa re d to the ac h ieved
response for error compensation
via some real-time. closed-loop
control strategy. Thi s strategy
can be implemented in either
hardware or software. connect-
ing an electronics interface be-
twee n the co ntrolle r and the
senso rs and actuators.
Of the four main system ele-

ments shown in Fig. I. it is the
sensors and actuators that divide
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removes the pressure to main-
tain extraordinarily high ac-
curacy in the fine manipulator
over a very wide range . The
trade-off is that the approach re-
quires a more complex control
scheme. The amount of added
complexity is determined by the
amount of mechanical coupling
between the coarse and fine
manipulators.
For applications such as

fabrication lines that require
high-resolution motion only at
specific locations in a large
workspace, it is reasonable to
design precision workspaces
that are linked via pathway s
along which the motion is less
precise (Fig. 2b). Dividing the
en vironment into precision
workspaces and transport paths
requires a way oflinking the two
divisions. This scheme results in
more complex hardware and a

XYTABLE

hand [5]. Most of the work in
micro-actuation has indeed con-
centrated on fine manipulation
rather than development of
anthropomorphic devices.
Another key issue in micro-

automation system design is the
geometry of the workspace over
which high-resolution motion is
required. Some applications,
such as mask alignment of a
large sil icon wafer, require
micron-scale resolution
throughout a sizable workspace.
Other applications, such as auto-
mation of wafer transport on a
fabr ication line, require high
resolution only at well-defined
sites within a large workspace.
For applications requiring

high-precision positioning over
a large workspace, it is often ad-
vantageous to couple a fine
manipulator to a coarse
manipulator (Fig . 2a) . Thi s

F E
POStTIONEA

2. For applications of micro-manipulation that require high-precision
positioning over a large workspace , it is often useful to couple a fine
manipulator to a coarse manipulator (a). When high-resolutionmotion
is needed only at specific locations in a large workspace , as on
semiconductor fab lines, precision workspaces can be linked with
pathways along which the motion is less precise (b).

mechanisms-is used for micro-
actuators as well as for micro-
se nso r s, but it is not a
requirement. The defining char-
acteristic of a micro-actuator is
that it be capable of producing
micron or submicron motions,
regardless of the micro-
actuator's own size. (There are
some differences of opinion
concerning these definitions .
The term "micro-actuator, " for
example, is often used to mean
"microfabricated actuator." We
will keep with the definition
given above.)
Micro-actuators have been

studied intensely over the past
few years. They are general]y
more difficult to design and con-
struct than their sensor counter-
parts, because actuation requires
more motion than does sensing.
The excursion of a loudspeaker
cone , for example, is on the
order of millimeters, while a
microphone membrane rarely
moves more than a micron .
Much of the effort in micro-ac-
tuation has been expended on
electrostatic approaches to
silicon microfabricated motors
[4]. Other micro-actuators have
used hydraulics , shape-memory
alloys, piezoelectrics, and mag-
netics.

Designing Systems
Actuators for micro-automation
are in one of two basic forms: a
fine manipulator, or a multi-
fingered hand. A hand ' s
flexibility is valuable when
workpieces are of unknown
sha pe, the environment is
unconstrained, and only low-ac-
curacy information is required.
(They are well suited to explora-
tion and part-identificat ion
tasks.) But in the highly con-
strained micro-automation en-
vironment, we are working with
a limited set of well-charac-
terized workpieces and require
high accuracy. Under these cir-
cumstances, it is best that the
actuator move as a rigid body. In
addition, a fine manipulator is
preferred to a multifingered

micro-automation from macro-
automation . These are also the
most challenging elements to
construct at any scale.
For reasonable sensing, one

needsa devicecapableofmeasur-
ing the stateof a systemwithmin-
imal impact on that state. This
generally mandates a low-power
transducer, but micro-automation
must confront additional
problems: the added weight of a
sensor, and the need to make
measurements in the micron or
submicronrange.
Appropriate actuation re-

quires a device capable of im-
posing a state on a system with
the least possible sensitivity to
the load. This generally results
in a high-power transducer , but
actuator power needs in micro-
automation systems are modest
and must be kept low to avoid
thermal dissipation problems. In
addition, the need for extremely
accurate actuation supersedes
the importance of load sen-
sitivity.

The State of the Art
in Transducers
Micro-sensors, i.e ., devices
capable of measuring micron or
submicro n motions, were
developed before micro-ac-
tuators. They come in a variety
of forms, many of which are
microfabricated and are there-
fore quite small. Also available
are optical sensors such as fiber-
optic devices, photodiodes, and
phototransistors, and they are
suitable for many sy stems.
There are also a host of sensing
elements that have been fabri-
cated in silicon [3]. Generally,
the se solid-state devices are
capacitive (relying on the mo-
tion of one silicon membrane
that serves as the plate of a
capacitor); or resistive (using
strain-induced resistivity chan-
ges in a Wheatstone bridge em-
bedded into a thin membrane to
produce an output).
Microfabrication-using

semiconductor-processing tech-
niques to produce micron-scale
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3. The University of Texas micro-manipulator uses magnetic levita-
tion and feedback from optical sensors. It can be positioned to
within O.111m.

4. A micro-manipulator can be fastened to the endpoint of a robot for
precision manipulation over a large workspace.

MICRO-
MANIPULATOR

micro-automation system (Fig.
3). The system with which we
are working has four main com-
ponents : precision workspaces,
means of expanding the work-
ing range through transport
paths or a coarse positioner, sen-
sors, and controlling electronic s.
The novel portions ofthe system
are the precision work spaces
and the working-range ex-
panders.
In the precision workspace ,

magnets are mounted onto a
rigid-body manipulator that is
suspended below a set of six air-
core solenoids. Currents run-
ning through the solenoids
induce forces and moment s on
the manipulator, which
responds bymoving . Permanent
magnets are mounted on the
manipulator so that no tether to
the manipulator is necessary .
The system is capable of opera-
tion in a free-floating magnetic
levitation, but such operation re-
quires real-time feedback con-
trol. We therefore use magnetic
levitation with endpo int friction
for stabilization. In operation,
the manipulator is permitted to
drop momentarily, then a set of
currents is supplied to the
solenoids, which drives the
manipulator laterally and back
up to the solid surface. (The mo-
tion between two po ints is
similar to the motion of a grass-
hopper, only upside down.)
Using this system, we have es-
tablished motion in four
degrees-of-freedom: two trans-
lations in a plane parallel to the
solenoid plane, an in-plane rota-
tion, and an out-of-plane rota-
tion. We are able to achieve

Demonstrating
a Precision Workspace
We have constructed precision
workspaces for demonstrating a

such as friction, not by electrical
processes. Thus, the efficiency
of microfabricated actuators
should not depend on whether
they are magnetically or
electrostatically driven . In any
case, the question of micro-ac-
tuator efficiency may not be im-
portant. Efficiency is only
important when a device is
power-starved or heat-dissipa-
tion limited . Neither is the case
for the micro-actuators dis-
cussed in the literature to date.
The ability to integrate

electronics with micro-actuators
and micro-sensors is an interest-
ing issue. If one uses a monolithic
micron-scale electrostatic ac-
tuator or sensor, then failure to
integratethe electronics can result
in serious problems, because the
parasitic capacitance can easily
exceed the device capacitance.
For larger-scale micro-actuators,
this capacitance consideration is
not a problem, so the ability to
integrateelectronicsis notcrucial.
Magnetic approaches yield

some special benefits for semi-
conductor fabrication. First, the
presence of high electric fields is
intolerable in many tasks, such as
electrical probing. Second, some
process steps in semiconductor
fabricationarewetratherthandry,
and magnetic devices can be
operated in wet environments.
Third, a magneticallydriven sys-
tem is more compatible with
clean-room operation since
electric fields attractdust.

tions: that actuators would be
monolithi c, microfabricated,
and inexpensive. It is not at all
clear, however, that these as-
sumptions apply to the actual
micro-automation systems that
will be built.
The defining characteri stic of

micro-actuat ion is the ability to
achieve micron-scale position-
ing with high speed and ac-
curac y . We mentioned
previously that the actuator it-
self need not be of micron scale
itself. The simple micrometer,
among many other devices. is
capable of resolutions far small-
er than the scale length of its
own features. And there is no a
priori reason for micro-ac-
tuators to be monolithic in con-
struction.
From this perspective, mag-

netics deserve a fresh look. The
maximum energy density of an
electric field is roughly com-
parable to that of a magnetic
field from iron-based devices.
However , super conduc ting
magnets could produce a mag-
netic field two orders of mag-
nitude greater than iron-based
magnets .
Proponents of electrostatic ap-

proaches to microfabricated ac-
tuators have cited their superior
efficiency, an assessment based
on comparisonsbetween voltage-
and current-driven systems. But
for very small devices, efficiency
is dominated by surface forces

The Magnetic Attraction
When our work began in micro-
automation at the University of
Texas at Austin about five years
ago, we chose magnetics tech-
nology for driving the micro-
automation system. Magneti c
and electrostatic approache s to
microfabricated actuators have
been compared widely. Three
main arguments favor electros-
tatic approaches . First, with
structural gaps on the order of a
micron, the energy densities of
electric fields are comparable to
those of magnetic field s .
Second ,electrostatic devices are
more effi cient at very small
scales. Third, only electrostatic
approache s permit full integra-
tion of the electronics with the
micro-actuator. These argu-
ments are certainly correct in the
context of their original assump-

more complex control strategy,
but we gain two substantial ad-
vantages. First, the workspace' s
size can be expanded tremen-
dously without loss of resolu-
tion. Second, the design is very
flexible because the two
divisions of the workspace can
be interconnected in many
ways. Although it is not neces-
sary for the transport paths and
the precision work spaces to
operate with the same technol-
ogy, using a single approach,
such as air bearings, eases the
integration problem.
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Application Degrees of Accuracy Speed? Scale Length
Freedom

Positioning : Mask 5-6 5(10'7) Yes 20cm
Alignment

Positioning : Wafer 1 N/A Yes meters
Transport

Analytical Probing 3min. 10'3 No 2-3 cm

Mechanical 3 min. 10'5 Yes 2-3 cm
Probing

5. A micro-manipulator can also be transported rapidly along a
transport path by magnetic levitation at speeds up to 30 em/sec.

positioners. This permits them
to be controll ed independently.
We have used the automated

coarse/fine positioners to track a
very fine line. The line is a 25-
um cut made in a copper foil.
The positioner tracked the line
over an 8-cm length using a
standard semiconductor electri-
cal probe mounted at one of the
vertiees of the fine manipulator.
Given the probe size and cut
width, our clearance for probing
was ±5 urn.

Transport Path
For micro-automation applica-
tions (such as the transport of
wafers along a fabrication line)
that require high resolution only
in limited sections of a large
workspace, we have developed
a linear transport path capable of
moving the fine manipulator
from one precision-demanding
area to another (Fig. 5). It con-
sis ts of an alumi num block
wrapped with a set of six repeat-
ing wires . Th e man ipulat or
either rides above the path or
below it, and is propelled by
switching currents in the wires.
Thi s path sta bi lizes th e
manipulator' s motion through
the occasional use of friction,
but the up-and-down motion of
the manipulat or is small enough
to produce a very smooth ride.
For our unloaded manipulator,
we can generate linear speeds in
excess of 30 cm/s, which is far
grea ter than current transpor t
spee ds for wafers along a
fabrication line.
The results with this first-

generation path are encouraging,
but the path is not suitable for our
target application because of fric-
tion. A second-generation path,
which uses a free-floating mag-
netic levitation, has beendesigned
and constructed but has not yet
been tested.
A number of crucial steps are

still required before this micro-
au toma t io n system will be
suita b le for use . We must
demonstrate that the transport
path ca n be linked wi th a

weight of the fine manipulat or
itself is less than 10.3multiplied
by the weight of the robot ann,
so fo r all pra ctical purp oses
there is no dynamic coupling be-
twe en th e coa rse and fine

Table 1:
Application Attributes

roughly 200 urn x 200 urn space
defined by the robot endpoint.
The micro-actuator serves as a
tool at the robot endpoint, much
like the fingers that many robots
have at the ir endpoint s. The

resolutions of 0.1 urn over a
worksp ace range of roughly 400
um x 400 urn ,This resolution is
the limit of our sensing system,
which relies on monitoring the
light shining through pinholes in
themanipulatoronto lateral-effect
photodiodes fixed on the same
structure as the driving solenoids.
This particular prec ision

workspace is far from the op-
timumsolution forsetniconductor
fabr icat ion . Becau se of the
presence of friction, operating the
systemgeneratesparticles,and the
system is less precise than it tnight
be otherwise. Miniature jeweled
bearings, free-floating levitation
based on real-time feedback con-
trol, superconducting levitation,
and supporting leaf springs, all
show great potential for elitni-
nating friction.

CoarseJFine Positioner
The working range of miero--
ac tuators is generall y quite
small. To achieve submicron
resolution s everywhere in a
large workspace, we coupled the
precision workspace with a two-
link articulated robot (Fig. 4).
The robot can position objects
with an accuracy of about 100
urn, and the fine manipulator
po sit ions objects within the
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precision workspace without in-
tervention by other hardware or
by humans. Once this is
achieved, the vision of an
automated micro-fabrication
line (in which material is loaded
at end and processed parts are
removed at the other end) will be
possible. As we progress in the
demonstration of the hardware
necessary for micro--
automation, we will tum our at-
tention more to the software
issues. This will permit the
development of workspaces
relying on free-floating mag-
netic levitation.

The Future
ofMicro-Automation
A growing proportion of all
manufactured devices relies on
features that are of micron scale.
In order for this segment of our
industry to continue develop-
ment, it is absolutely necessary

that we find ameans to automate
all of the processes involved in
fabrication. The main obstacle
to automation at very small
scales has been, and continues to
be, the dominance of friction.
The research currently under
way, particularly in the U.S.,
Germany, and Japan, are
producing new micro-sensors
and micro-actuators. These are
the devices that hold the key to
micro-automation.
Most current research ef-

forts emphasize the transducer
technology itself, rather than
applications to a specific task.
As the technology matures,
basic research will make room
for applied research, and mi-
cro-automation will be a clear
priority. While it is difficult to
predict when the emphasis on
micro-automation systems
will take hold, Japan's MITI
recently announced that it is

targeting the development of
micro-sensors and micro-ac-
tuators, and this activity should
serve to stimulate the field
dramatically.
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Robotics Applications in Electronics
Manufacturing

John H. Powers, Jr.

Robot Basics
To appreciate how robotics is being applied in elec-

tronics manufacturing, we should first address some
fundamental considerations such as what a robot
really is, why we use them, and where we use them.
The term robot means different things to different
people and has been fantasized in science fiction for
years .. To the manufacturing industry, however, ro-
bots are a new form of automated tools that can be
programmed to perform a wide variety of tasks using
humanlike capabilities. The Robot Institute of Amer-
ica has developed a formal definition for the industry:
"a robot is a reprogrammable, multifunctional ma-
nipulator designed to move material, parts, tools, or
specialized devices through a variety of tasks." There
are many things that are called robots being used in
industry today that differ substantially in their capa-
bilities; they do not all fit that definition. The most
elementary "robots" have very limited flexibility and
are often used for specific, simple, repetitive tasks
such as loading and unloading a tool. More sophisti-
cated robots are capable of complex motion and sens-
ing functions that permit them to perform much
more difficult tasks, such as assembly operations.
Robots are used in manufacturing for a variety of

reasons, most of which can be related to a few funda-
mental objectives. For robots to be productive, they
should, in some way, help manufacturing to improve
its costs, quality, or ability to meet schedules. In most
cases, particularly in relatively simple applications, a
robot is justified economically by reducing the direct
labor cost associated with a particular operation.
More advanced applications usually take advantage
of a robot's capabilities to do things that are difficult or
impossible for humans, such as handling large
amounts of data, precision movement, or integrated
process control. Other considerations that may be in-
volved in robotics applications include performance
of tasks that are potentially hazardous to humans or
where, for technological reasons, human contact is
not desirable. There are many such applications to be
found in the electronics industry in particular.
Robots can be used in a wide variety of manufac-

turing applications and in many different types of
manufacturing operations. It might be helpful to
think of three major types of manufacturing environ-
ments, each with its own peculiar characteristics and
needs. Process manufacturing involves a continuous
flow of materials through a series of sequential opera-
tions that transform these materials into a product. In

this environment, it is essential to have process,
equipment, and material control at every step. Per-
haps the best example of this type of environment in
the electronics industry is semiconductor manufac-
turing. Other examples could be the manufacture of
ceramic substrates or magnetic disks. Part manufac-
turing, on the other hand, is a fabrication process that
usually involves discrete operations on batches of ob-
jects to create parts or subassemblies. Examples of
this would, of course, include electrical and elec-
tronic parts and component assemblies. Finally, prod-
uctmanufacturing can be thought of as the final pro-
cess that assembles parts and subassemblies into a
functional end product, such as a machine or piece of
equipment. In electronics, this of course includes such
products as instruments, home entertainment equip-
ment, communications equipment, and computers.

What Are Typical Applications Today?
Robots are already being used in a wide variety of

electronics manufacturing applications. Following are
some examples from process, part, and product man-
ufacturing operations in IBM. Although these are
IBMexamples, they are not by their nature unique to
IBMor even to the data-processing industry, but serve
as illustrations of the variety of types of applications
that exist in electronics manufacturing today. Hope-
fully, these examples demonstrate that robots can be
economically and productively employed in the many
different simple, as well as complex, tasks found in
our industry.

Process Manufacturing
There are obviously many process operations in

electronics manufacturing; so there should be ample
opportunity to find ways to use robots to reduce
costs, improve quality, or provide control. Perhaps
the type of application that is the most pervasive in a
process environment is materials handling. Note that
the type of robots that are often used in such applica-
tions are elementary, limited-function devices. Here
are several examples from three different types of
processes that can be found in our industry: semicon-
ductor, packaging, and disk manufacturing.
Figure 1 shows a wafer handler in an automated di-

pping station. The handler is comprised of a pair of
grippers that can be programmed to move individual

Reprinted from IEEE Components, Hybrids, and Manufacturing
Technology Society Newsletter.

Reprinted from IEEE Circuits and Devices Magazine, Vol. 1, No.1, pp. 63-66, January 1985.
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wafers through a se ries \It t.'!c hmg and cleaning steps.
whose sequence and times can be var ied as required
by the specific process of the devices involved .
Figure 2 shows a common anthropomorphic-type

robot being used to load and unload greensheets of
multilayer ceramic substrates at a laser- scanning in-
spection station.
Figure 3 illustrates another type of pick-and-place

robot being used to handle aluminum substrates in
the fabrication of magnetic disks .

Part Manufacturing
The production of electronic parts and assemblies

has many applications that lend themselves to auto-
mation. In the past, such operations were often very
labor intensive; today, to be cost-competitive and to
provide the kinds of control required by the technolo-
gies involved, robots are being employed to perform
some of these tasks. A common area for this type of
manufacturing in the electronics industry is circuit
packaging, that is, printed circuit card and board as-
semblies. Here are two examples from different stages
of a board assembly process.
Figure 4 shows a two-arm robot being used to solder

tiny twisted pairs of wire to the back of a large board
for overflow and engineering change connections .
Figure 5 illustrates a robotic system designed to in-

sert electronic components onto printed circuit cards,
automatically.

Product Manufacturing
The manufacture of finished electronic products or

machines usually involves a lot of assembly opera-
tions that have traditionally been manual. Here, too,
the robot is finding a place , because it is capable of
being programmed to perform a variety of complex
tasks in a batch manufacturing environment. This is
just one such example .
Figure 6 is a picture of a robot performing the final

assembly of an entire data-processing terminal.
These are just some of the numerous applications

where robots can be employed in electronics manu-
facturing today. Although they vary in their complex-
ity, the challenge in many of these applications is the
development of the data-handling system and the
supporting fixtur ing and tools.

What Are the Trends for the Future?
Even though robots have already been widely used

in manufacturing applications, they are far from
reaching their full potential. As the technology ad-
vances and industry gains more experience and suc-
cess in using them, significant changes and improve-
ments will be realized in terms of robotics capabilities
and applications. Following are some general obser-
vations and examples of the se trends.

Features and Functions
Most of the robots in manufacturing today are rela-

tively simple, with limited functions such as loading

Fig. 1 Wafer Handler.

Fig . 2 Greensheet Inspection Loader.

Fig. 3 Disk Loader.

and unloading tools . Recent developments in robotics
and computer technology have made substantially
more complex tasks possible. Advances in both hard-
ware and software are occurring rapidly, and only
time is necessary for industry to take advantage of
them in actual production applications. The major
thrust of these advances is to provide additional fea-
tures and functions in robotics systems that will per-
mit them to be used in a wider variety of tasks, par-
ticularly those that are more complex and typically
performed manually today. Some of the key areas of
activity to achieve this follow.
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Fig. 4 WireBonder.

Fig. 5 Component Inserter (multiple exposui

Fig. 6 Terminal Assembly.

Precision: To perform complex tasks, robots will
have to be able to move in very precise, repeatable
paths and to specific points with great accuracy. This
will require advances in programming and control
systems, as well as in the mechanical design of the
robots themselves. It should be noted that a high de-
gree of absolute accuracy may not always be neces-
sary if the robot's position can be calibrated to assure
repeatability. Some robots today have demonstrated a
repeatability of less than 0.001 inch .
Sensors: Most robots today are programmed to

make specific moves from point to point, but capabili-
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ties are being developed to add sensing functions
that will permit robots to adjust to their environ-
ment and to situations in their tasks. Tactile sensing
in terms of proximity, pressure, and force can be
achieved using transducers and strain gages . Sensors
have also been developed to respond to a variety of
stimuli outside the visible spectrum such as thermal,
ultrasonic, and x-ray. These functions, to be used suc-
cessfully on robots, involve not only advances in the
sensor elements themselves but also in the instru-
mentation and data-processing systems that control
them.
Vision: One of the human senses that we often take

for granted, but which most robots today lack, is vi-
sion. The ability to "see" objects that you are working
on and adjust for differences in size or shape can be a
significant advantage in a complex manufacturing
task. Image recognition systems are now being devel-
oped and applied to a limited extent, which can be
tied to robotics systems to give them the capability to
select, retrieve, or avoid objects. Most current sys-
tems are relatively simplistic in that the vision ca-
pability is usually two dimensional with little range of
size, shape, or contrast. More advanced systems will
be able to recognize and interpret three-dimensional
shapes, but both the image processing job and optical
sensing technology that must be perfected are signifi-
cant challenges, particularly to be economical.

Artificial intelligence: Once in the realm of science
fiction, but now becoming a buzz word in "high
tech" circles, artificial intelligence encompasses a
broad field of research and development involving
recognition, adaption, and learning systems. This,
therefore, also includes the sensor and vision tech-
nologies just mentioned, but goes further to more
complex data-processing functions that use such
senses as inputs. The key effort in this area is to de-
velop high-level programming languages and power-
ful but economical data processors that can be·used
to provide "knowledge-based" or "expert" systems .
Such systems will have the capability to recognize
and interpret data from sensory inputs and adapt
their responses to instructions or experience. Such
capabilities will make many robotics applications fea-
sible, which are not possible today, such as complex
assembly tasks.

Applications
As these advanced features and functions become

available to industry, they will be put to practical ap-
plications in manufacturing. Remembering that the
robot is still just one of the tools in a data-driven man-
ufacturing environment, the principle trends in ap-
plication will be in the following areas .
Complex functions: Byusing advanced sensing capa-

bilities, robots in electronics manufacturing will do
more than just materials-handling tasks. Assembly
jobs, in particular, will receive the greatest attention



Fig. 7 QTAT Line.

and yield the largest benefit. Complex, batch-oriented
tasks will no longer be labor intensive, expensive,
and difficult to control.
Clean room robots: A specific area of need in

the electronics manufacturing industry is to develop
high-performance, relatively low-cost robots that can
operate in a clean room environment. There are many
potential applications that could use such robots,
even today, particularly for wafer -handling tasks
such as in process, alignment , and test operations.
This will require small, high-speed , precise robots
with electric drive systems and special grippers that
will not contaminate the product they are handling;
these robot s will need a "class 10" manufacturing
environment.
Integrated manufacturing systems: Robots, by them-

selves, no matter how sophisticated, will not have as
major an impact on manufacturing productivity as
when they are part of an integrated system that con-
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trois the technical, logistical, and administrative data
of the production operation. Such systems will tie
tools and processes together by automating the data
flow as well as the physical movement and fabrication
of products.
Factory of the future: Most visions of future factories

incorporate all of the trends and technologies men-
tioned above , but the common ingredient is an inte-
grated or systems approach to manufacturing. The
typical image of an "unmanned factory" or a " flexible
manufacturing system" is that of a machining opera-
tion , since that industry has made the most progress
in this direction to date as an outgrowth of its numer-
ical control heritage. However, the same principles
and potential apply to electronics manufacturing, and
we are beginning to see some examples emerge. Sev-
eral years ago, there was an automated semiconductor
manufacturing facility installed, which integrated the
personalization processes of advanced bipolar de-
vices into a computer-controlled, "quick turnaround
time" line. As shown in Fig. 7, wafers are handled
individually on this QTAT line and routed between
tools by computer control on airtrack s. Among the
many process steps is the individual personalization
of each wafer using electrobeam lithography, which
requires a large amount of complex data , driven by a
central engineering design system. This is a "flexible
manufacturing system," which was developed to fab-
ricate multiple, customized device designs in low vol-
ume . It is a "factory of the future" in the electronics
industry today, which employs automated tools and
robots and was only made possible by an integrated
approach to computer-aided manufacturing .
Computers and robot s have become major prod-

ucts of the electronics industry- but they are also be-
coming its key tools!



Sights and Sounds of Chaos
Leon O. Chua and Rabinder N. Madan

Abstract
Chaos is a ubiquitous and robust phenomenon that can occur in al-

most any man-made or natural system where nonlinearity is present.
Any device, circuit, or systemcanbecome chaotic due to component ag-
ing. In order to stayawayfrom a failure boundary that leads to chaos, it
is essential to understand the nonlinear dynamics and themany possible
bifurcation routes leading to chaos.
Chaos is introduced in this paper via actual circuit experiments. Sev-

eral well-known chaotic circuits are used asvehicles to introduce themany
exotic phenomena associated with chaos. The readers are encouraged to
build some ofthese circuits andtobethrilled by thesightof theirawesome
strange attractors and theirsound of chaos.

Introduction

It is ironic that there are presently more laymen who
know something about chaos than engineers who are re-
sponsible for the integrity of their products and who can-
not afford to see them fail because of the onset of this ubiq-
uitous nonlinear phenomenon. This unfortunate state of
affairs can be explained, on the one hand, by the prolifer-
ation of recent expository articles on chaos in newspapers
and magazines and, on the other hand, by the sheer lack
of interest among tradition-bound engineers to learn about
a phenomenon where no sound design would exhibit, at
least on paper. Our objective in this article is to demon-
strate, through experiments on simple chaotic circuits, that
chaos is an exceedingly robust phenomenon and can occur
in virtually any physical circuit, device, or system, if driven
by a sufficiently strong signal or if one or more parameters
are allowed to drift and cross over some boundary in the
parameter space, henceforth called the failure boundary.
As in motherhood, chaos is an inevitable offspring of

nonlinearity, which is present in all physical circuits, de-
vices, and systems, to a lesser or greater extent. Just as it
would be impossible to have birth control without an un-
derstanding of the dynamics of the conceiving process, so,
too, would it be impossible to control chaos, let alone pre-
vent it, without an understanding of the various chaos-
producing mechanisms.
Or, using the parlance in the chaotic literature, chaos

can only be avoided if one has a thorough understanding
of the typical bifurcation routes to chaos and is able to
identify their telltale manifestations.
On the other hand, there are, in fact, applications when

chaos is deliberately sought and designed into a system.
For instance, all pseudorandom number generators used
in computer centers are among the simplest examples of
benign chaotic systems.

What Is Chaos?

For electrical engineers who feel most at home with the
traditional sinusoidal steady-state analysis, chaos is best
defined in terms of the long-term behavior, or steady-state

response, of a circuit, device, or system after the initial
transient has decayed to zero, following a change in state,
e.g., the opening or closing of a switch, or the application
of a signal. For those well-entrenched in classical circuit
theory, the steady-state response can assume only one of
the following forms:

1. DC Steady State: All trajectories in the state space ap-
proach an equilibrium point, which need not coincide
with the origin.

2. Periodic Response: All solutions converge to a periodic
waveform having the same frequency Wo as the input sig-
nal frequency Ws; i.e., Wo = WS'

3. Subharmonic Response: All solutions converge to a peri-
odic waveform whose frequency Wo is a submultiple of
the input signal frequency Ws; Le., Wo = ws/n, where n
> 1.

4. Superharmonic Response: All solutions converge to a pe-
riodic waveform whose frequency Wo is a multiple of the
input signal frequency Ws; i.e., Wo = ne., where n > 1.

5. Almost-Periodic (Quasiperiodic) Response: All solution
waveforms are made of periodic components whose
fundamental frequencies are incommensurable and,
hence, are not periodic. For example, x(t) = sin wst +
sin (J2 ws) t is almost periodic since J2 is an irrational
number.

If we examine the frequency spectrum of the above
classes of steady-state waveforms using a spectrum ana-
lyzer, we will see that they all exhibit a discrete spectrum
with one narrow spike centered at each component fre-
quency. Up until recently, few engineers would believe
that anything more complicated than the above behavior
is possible. In fact, so well-entrenched was this belief that
the sheer observation of a steady-state waveform, which
gave rise to a continuous rather than discrete spectrum, was
invariably interpreted by its beholder as a physical noise.
The literature contains many such anecdotes, the most

famous of which is contained in a brief sentence, which
Van de Pol published in Nature in 1927 [1] when he dis-
missed what we now know is a chaotic phenomenon [2]
as an II irregular noise."
We now know that many nonlinear circuits, devices, and

systems can exhibit a steady-state response far more com-
plicated than those listed above. In fact, so many exceed-
ingly complex phenomena have been reported in the re-
cent literature that no systematic classification is likely in
the foreseeable future. It is for this reason that the follow-
ing fuzzy, nonscientific but thought-provoking name has
been used to embrace all such phenomena: Any physical,
economic, or social system whose dynamics evolve in ac-
cordance to some deterministic law is said to be chaotic if its
steady-state behavior belongs to none of the above-cited
traditional categories.
It follows from this definition that any deterministic sys-

tem of equations of motion driven by either a de or deter-

Reprinted from IEEE Circuits and Devices Magazine, Vol. 4, No.1, pp. 3-13, January 1988.
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Strange Attractors

Starting from any initial state [VCl(O), vc,(O), iL(O)) near
the origin, and after discarding the initial transients, the
solution [vdt), vc,(t), iL(t)) of the above equation traces out
some loci I' in the VC, - Vc, - iL state space, which we call
the steady-state trajectory . If the steady-state solution is pe-
riodic, then I' would consist of a simple closed loop. Over
a wide range of parameters, however, both experiments
and computer simulations revealed that I' seems to keep
moving along an endless imaginary track, which criss-
crosses but does not touch itself infinitely often, so as to
stay confined within some finite preordained region in
space. Moreover, while never repeating any point visited
earlier, I' is seen to return infinitely often to the vicinity of
every point it has previously traversed. This strange space-
filling trajectory is represented accurately by the colorful
fiberglass model shown on the front cover . It is an example
of a geometrical object called a strange attractor in the lit-
erature on chaos [16].
A strange attractor is, therefore, just a fancy name to

denote a steady-state behavior, which belongs to none of
the traditional types alluded to earlier. It is called an "at-
tractor" because any trajectory emanating from an initial
point outside of I' is quickly "sucked" into its interior. It
is " strange" because, given any point P belonging to the
attractor. any trajectory would return to an arbitrarily close
vicinity of P, if not actually passing through P, infinitely
often . Since the trajectory cannot intersect either with it-
self or with another trajectory, it must weave itself in an
incredibly intricate fashion in order to stay confined within
a finite volume in space.
If we examine the intersection points between the

strange attractor and any horizontal plane that cuts across
it, we will find them to cluster along two concentric spirals
somewhat reminiscent of that depicted in Van Gogh's
" Starry Night." This unique pattern is found at all cross
sections , from top to bottom, and therefore gives rise to
the name double scroll. A three-dimensional perspective of
the double scroll is shown in Fig. 2 along with a black
shadow representing one of its many projections. To em-
phasize its "dual" spiral cross sections, an artist's rendi-

The chaotic behavior of this equation is now rigorously
established, and numerous papers addressing various
analytical aspects of the equation have been published [8]-
[15]. In fact, the above equation is, to the best of our
knowledge, the only chaotic system whose mathematical
analysis agrees completely with both experimental observa-
tions and computer simulations .

linear capacitors, a linear inductor, a linear resistor, and a
nonlinear resistor described by the v-i curve shown in Fig.
l(b). This nonlinear resistor can be fabricated by using two
op amps [5], an op amp and two diodes [6], or two tran-
sistors and two diodes [7]. The three energy-storage ele-
ments give rise to the following state equations:

i + +

~~ C1 '1" vc, C2 , VC2 ~L )
)

- - I

-----:f---------;::k---------I--.... ( I
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A circuit is said to be of order n if it contains "n" energy-
storage elements and autonomous if it contains no ac sources
[4]. The most complicated behavior that an autonomous
circuit of order less than 3 can exhibit is a periodic oscilla-
tion. Hence, the simplest autonomous circuit that can be-
come chaotic must be at least of order 3. A textbook exam-
ple of such a circuit is shown in Fig. l(a): it is made of two

Simplest Chaotic Autonomous Circuits

v

+

(a)

Fig. 1 (a) Theautonomous Chua circuit thatgives rise to thedouble scroll.
(b) The voltage-current characteristic of the nonlinear element.

(b)

ministic (not random) IlIpU t signa l IS chaul!l It one or mor-:
of its solution waveforms exhibit a continuous frequency
spectrum.
Numerous chaotic dynamical systems have been re-

ported in the literature ever since Lorenz published his
seminal paper in 1963 [3]. Since most of these chaotic sys-
tems are hypothetical rather than physical. there were
many critics and doubting Thomases who objected ada-
mantly to their validity on the ground that the reported
chaotic phenomena could be an artifact of the computation
algorithm or round-off errors.
To overcome such criticisms in this paper, only opera-

tional chaotic electronic circuits will be presented . More-
over, they are rather simple and inexpensive so that the
interested reader could easily build them and verify the
chaotic phenomena with an oscilloscope and spectrum
analyzer. In addition, since several of these circuits operate
at the audio spectrum, one could hear the sound of chaos
as well. We hope that the sights and sounds of chaos from
these simple circuits will be instructive if not entertaining .
Those interested in a more detailed mathematical analysis
of these phenomena are referred to the original papers
listed in the references, as well as to the August 1987Spe-
cial Issue of the Proceedings of the [EEE on Chaotic Systems.

67



Fig. 2 A three-dimensional perspective of the double scroll and its shadow on the back wallcast by a beam of light in front of it. The double
scroll consists of a singletrajectory generated by integrating the nonlinear differential equations overa very long period of time. The photo was
taken by K. Ayakiand T. Matsumoto.

tion of the double scroll, which highlights only the key ge-
ometrical features, is shown in Fig. 3.

Extreme Sensitivity
A typical manifestation of chaos is the extreme sensitivity

of nearby trajectories to initial conditions. For the double
scroll, this means that two trajectories starting near each
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other at t = 0, would, after a sufficiently long period of
time, diverge from each other such that one trajectory is
coasting near the upper hole while the other is revolving
near the lower hole. Because of inevitable round-off errors,
this property implies that no long-term chaotic trajectory
obtained from computer simulation can represent a true
trajectory . Consequently, such trajectories are in fact called
pseudo orbits.



Fig . 3 A caricaturedepicting the anatomy of the double scroll.
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While pseudo orbits may represent a figment of one 's
imagination, they are all sucked into the same confining
volume in space, which we called a strange aitraclor, In
other words, strange attractors are not sensitive to initial
conditions and represent a truly meaningful picture of the
steady-state behavior of chaotic systems.
Several other operational chaotic autonomous third-or-

der circuits have been reported in the literature [17J-[21J,
and no doubt many more will be identified in the future .
Though more complicated than the preceding circuit, they
can all be built using inexpensive off-the-shelf compo-
nents. Since they all use relatively low-frequency compo-
nents, such as op amps, their strange attractors, like the
double scroll, are not only visible but also audible. We will
briefly describe one such circuit for historical reasons.

Lorenz Circuit

The circuit shown in Fig. 4(a) is called the Lorenz circuit
[21J because its strange attractor, shown in Fig. 4(b), is
qualitatively similar to the classic Lorenz "butterfly" at-
tractor [3J. Details for the construction of this circuit are
given in [21J . Although the laboratory circuit version of Fig.
4(a) is quite involved, it is the only known physical system
that actually exhibits this famous attractor. The original
Lorenz equation [3J associated with this attractor repre-
sents only a hypothetical mathematical model of atmo-

spheric turbulence. It was derived from a version of the
Navier -Stokes nonlinear partial-differential equation used
for weather prediction after making many drastic, if not
unrealistic, simplifying assumptions.
Because the Lorenz equation is the most Widely refer-'

enced equation in the literature on chaos, and because a
completely rigorous analysis and characterization of the
original Lorenz attract or has not yet been achieved [22J,
the circuit in Fig. 4(a) could be used as a real-time analog
computer to investigate the chaotic behavior of the Lorenz
equation. Among other things, our laboratory observa-
tions have confirmed that neighboring trajectories associ-
ated with the butterfly-shape Lorenz attractor in Fig. 4(b)
are extremely sensitive to initial conditions. This observa-
tion is, in fact, the basis of the following amusing meta-
phor usually referred to as the "butterfly effect" :
Assume that the Lorenz equation predicted calm and

sunshine in Katmandu a week from now , using the pres-
ent weather data from San Francisco as the initial condi-
tion . Suppose this initial condition was changed because
of the flapping of the wings of a butterfly in the jet stream
above San Francisco bay . Then it follows from the extreme
sensitivity property of the Lorenz equation that such an
infinitesimal change in the initial condition is sufficient to
change the predicted weather in Katmandu from sunshine
to storm.

Fig. 4 (a) The Lorenz circuit. (b) The "butterfly" Lorenz atiractor,

(a)

We close this section by pointing out that the three-di-
mensional fiberglass model of the double scroll on the front
cover represents only a myopic view of the strange attrac-
tor. In fact, the true double scroll consists of a much more
intricate if not bizarre internal structure that resembles a
pumicelike object punctuated by infinitely many infinites-
imal cavities. Examining the cross sections with a micro-
scope of higher resolving power would reveal a self-similar
layered structure, which resembles that found in a French
pastry or Baklava. Such objects are called fractals by Man-
delbrot [23J. Since the double scroll is a fractal, its dimen-
sion cannot be equal to 3 because it is full of tiny holes.

Lyapunov Exponents

The degree of sensitivity of neighboring trajectories of a
third-order autonomous system can be measured by three
real numbers called the Lyapunov exponents. They can be
accurately calculated either from experimental data or from
computer simulations. If a system is not chaotic and all
trajectories converge to an equilibrium point Q, then the
Lyapunov exponents degenerate into the real part of the
three eigenvalues associated with the linearized system
about Q. In this case, all three Lyapunov exponents are
negative numbers.
For chaotic systems, a negative Lyapunov exponent im-

plies that nearby trajectories converge toward each other
along the coordinate direction associated with this expo-
nent. Conversely, a positive Lyapunov exponent implies
exponential divergence of neighboring trajectories along its
associated coordinate direction. A third-order chaotic au-
tonomous system has exactly one negative, one zero, and
one positive Lyapunov exponent. For the double scroll
studied in [6J, these three exponents are given by -1.78,
0, and 0.23, respectively.

Fractals

E

-0

C,VNIC

(b)

IIC

Negative impedance converter

C, R.
L

1',
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Since it occupies volume Il1 the three-dime nsional space ,
its dimension ought to be grea ter than 2, One mathemati-
cally rigorous way to measure th e dimen sion of a fractal is
called the Lyapunov dimension: it is a fract ion between 2 and
3. For the double scroll analyzed in [6), its Lyapunov di-
mension was calculated to be equal to 2.13. In con trast with
the Lyapunov dimension of 2,06 calculated from a typ ical
Lorenz attractor, one could say intuitively, and with some
intellectual satisfaction , that the double scroll is " thicker"
than the Lorenz attractor.

Simplest Chaotic Nonautonomous Circuit

A circuit is said to be non au tonomou s if it is dr iven by
at least one ac signal. A first-order nonautonomou s circu it
cannot be chaotic because its state equation can be trans-
formed into an equivalent second-orde r autonomous sys-
tem. However, a nonautonomou s second-or der circuit can
become chaotic.
The simples t chaotic nonautonomous second-order cir-

cuit is the single-loop RL-diode series circuit shown in Fig.
5(a). The chaotic nature of th is circuit was first reported by
Linsay [24]. Since Linsay' s paper contains on ly experimen-
tal results , it is not clear which pn- junction model must be
chosen in order to duplicate the experime nta l result s. Using
the conventional two-element model from SPICE , Azzous
et al. were able to reproduce qua litative ly the chaotic be-
havior of thi s circuit (25), [26J.
Subsequently, Matsumoto, Chua , and Tana ka discov-

ered th at the circuit of Fig. 5(a) can exhibit chaos when the
simplest possible dynamic diode model is chosen; namely,
a single nonlinearcapaci tor characterized by a two-segment
voltage-versus -charge characteristic, as show n in Fig. 5(b).
Con sequently, the sing le-loop RLC circuit in Fig. 5(b) rep-
resents the simplest nonaut onomous circuit that can be-
come chaotic [27). The utt er simplicity of th is circuit and
our embarrassing inability to explain its chaotic beh avior
rigorously reveals our rathe r primitive state of th e art on

R

(a)

chaotic sys tems. Some recent progress has been made,
however, on this circui t, and the interested reader is re-
ferred to [28) for details . For now, we will focus our atten-
tion on the behavior of this circuit as we tune a single pa-
rameter, namely, the amplitude E of the sinusoidal input
wave form while keeping its frequency w = ws' and all other
parameters , fixed .
If we sample the diode current i(t) in the RL-diode circuit

of Fig. 5(a) at a frequency equal to the sinusoidal input
frequency W s while slowly increasing the amplitude E, we
would obtain the one-parameter bifurcation diagram shown in
Fig. 6. Here, the horizontal axis corresponds to the input
amplitudeE in volts and th e vertical axis corresponds to the
instantaneous value of the current i(t)measured once every
T seconds , where T = 27rlws'
If, at some value E = Ev the current response i(t) is pe-

riod ic at the same frequ ency as Ws; then the above sam-
pling process would always yield the same value and only
one point would appear at E = E1• If, however, at some
value E = E2, i(t) is periodic at another frequency w.ln and,
hence , has a period nT, then the sampled data will not be-
come repetitive until n samples later . Consequently, at E
= E2, we would obse rve "u" distinc t points situated along
a vertical line centered at E2• In this case, we say the circuit
has an nth-order subharmonic response.
Typically, a response corresponding to an nth-order sub-

harmon ic, n = 1, 2, .. . r will persist over some nonempty
in terval [E1, E2] so that the bifurcation diagram within th is
in terva l would consis t of n con tiguous branches.
As the order n increases to infin ity, the period of the

response i(t) tends to infinity and i(t) ceases to be periodic.
This limiting situation is manifested in the bifurcation tree
of Fig. 6 as a continuum of points centered at the amplitude E
where the samples are taken. This aperiodic waveform typi-
cally gives rise to a continuous frequency spectrum and is,
therefore, chaotic. Again , since such behavior occurs typi-
cally over some nonempty interval [Ev E2], an entire area
above such an int erva l will be showered with point s. Four
such chaotic regimes can be identified from Fig. 6.
The bifurcation tree in Fig. 6 resembles an inverted

christmas tree with heavy foliage (fuzzy region full of
points) interspersed between branches whose number in-
creases consecutively toward the right . For small values of
the input amplitude E, we observe a single branch coincid-
ing with the tree stem. This means that over the interval
[0, E) where the stem appears, the circuit of Fig. 5(a) has
a unique steady-s tate response having the same frequency
as W s'

v

Fig. 5 (a) Series RL-diode circuit. (b) Series RL-C circuit obtained by
replacing the pn-junciion diode by a nonlinearcapacitor characterized by
a two-segment piecewise-linearq-u characteristic.

Period-Doubling Route to Chaos

As we increase the amplitude E of the sinusoidal input
fur ther, there comes a critical value, called a bifurcation
point, where the single stem in Fig. 6 abruptly divides into
two bran ches as in a two-prong fork . Further increases in
E lead , in even shorter intervals, to 4, 16, . .. r 2", . . .
branches before the onset of the first chaotic region. In fact,
the bifurcat ion points converge so rapidly that the higher-
orde r branches preceding the first chaotic regime in Fig. 6
are squeezed beyond the resolut ion of our monitoring in-
strument and, hence, are not discernible in Fig. 6. From
careful computer simulation analysis, however, we can ex-
pand the area in front of each chaotic regime of the bifur-
cation tree of Fig. 6 and redraw it using a nonlinear scale

i = q
Nonlinear --+1'-::---••
capacitor

(b)

R L

E sin wt
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Fig. 6 Bifurcation tree associated with the RL-diode circuit in Fig. Sea) .

as shown in Fig. 7. If we draw a vertical line between each
pair of bifurcation points [An-I, AnI , it would intersect the
bifurcation tree in 1, 2, 4, 16, 32, . . . , 2n, • • • points, re-
spectively. Such a set of intersection points about A = Ak
is called a one-dimensional Poincare section at E = Ak' It fol-
lows from these Poincare sections that the period of the
diode current i(t) doubles at each bifurcation point. In the
limit when n -+ 00, i(t) becomes chaotic . This period-dou-
bling route to chaos represents one of the most common
mechanisms that gives rise to chaos in physical systems.

All 1

Fig. 7 Expanded bifurcation tree showing in the immediate area
preceding each chaotic regime details of the period-doubling process.
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While a bifurcation tree of the type shown in Fig. 7 may
appear different in shape from one system to another, what
is truly amazing is that the respective bifurcation points
can be proved to converge toward a chaotic limiting point
at a constant rate for all systems undergoing a period-dou-
bling process! In particular, if we define On @ d/dn+1 = An
- An- I/An+ l - An where dn, dn- I , and dn+ 1 denote the dis-
tance between consecutive bifurcation points, as indicated
in Fig. 7, then limn_ 00 An = 4.669201660910299097 . . . .
This unique convergence rate, called Feigenbaum's num-

ber, is a universal constant in the same sense that Planck's
constant is a universal constant. This remarkable discovery
by Feigenbaum shows that there is in fact a very strong
sense of order in chaos.

Two-Dimensional Poincare Section

The chaotic regions in the bifurcation tree of Fig. 6 are
not too revealing since the proliferation of points masks
out any other interesting property . However, if we sample
both the diode current i and the diode voltage v for some
fixed value of E chosen arbitrarily within each chaotic re-
gime of Fig. 6, we would obtain the two-dimensional Poin-
care cross sections shown in Fig. 8.
The Poincare cross section in Fig. 8(a) corresponds to the

first chaotic region on the left of Fig. 6 and consists of a
continuum of points, which we dub a one-leg crab attrac-
tor. Similarly, the cross sections in Figs. 8(b), 8(c), and 8(d)
corresponding to the remaining three chaotic regimes in
Fig. 6 are dubbed two-, three-, and four-leg crab attractors .
These crab attractors are typical examples of strange attrac-
tors for non autonomous second-order systems. They are
attractors because, for any fixed value of E within each cha-
otic regime, all samples converge to the same continuum
of points, regardless of the initial conditions, provided the



Fig. 8 Two-dimensional Poincare cross sections taken within each of the fourchaotic regimes from Fig. 6. {I/} one-legcrabattractor. (b) two-leg crab
attractor. (c) three-leg crab attractor. (d) four-legcrab attractor.

initial transients are discarded . They are strange because,
upon closer examinat ion , using microscopes of increas -
ingly higher resolving power , we find each of the se legs
is, in fact, mad e up of infinitely man y ultr ath in layers of
points similar to our earlier observa tions on the double
scroll. In other words , the crab attractors in Fig. 8 are, in
fact, fractals.

Devil 's Staircase
Period doubling is not the only route to chaos. There are

many other routes, one of which pert ain s to the neon-bulb
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circuit shown in Fig. 9. This circuit was first reported by
Van der Pol [1] to exhibit an "irregular noise" at various
intervals of the capacitance C. We have duplicated Van der
Pol' s 1927 experiment and identified this noise as chaos re-
sulting from a different mechanism called a devil's staircase
[2].
Unlike period doubling, the one-parameter bifurcation

diagram shown in Fig. 10 for the neon-bulb circuit of Fig.
9 consists of output subharmonic responses of all consec-
ut ive orders (horizontal steps); the responses are sepa-
rated from each other by narrow gaps (shown shaded)



E
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C

Neon bulb

Fig. 9 Van der Pol neon-bulbcircuit.

R

not bizarre, chain of bifurcation phenomena. For example,
a finer bifurcation diagram covering the first chaotic inter-
val (2 < C < 3.5) is shown in Fig. 11. Notice that with in
the gap between the two outermost steps corresponding
to n = 1 and n = 2, respectively, there appear finer as-
cending staircases , whose steps are in turn separated by
still finer gaps. A magnification of these gaps reveals even
finer staircases, which look just like their larger parents.
In fact, we can extrapolate our experimental observa-

tions to conclude that between every two steps lie finer
staircases that are miniaturized clones of the outer ones
and that chaos is observed at the outer boundary of each
such staircase. Bizarre though they may appear , these
weird staircases have been observed from several other cir-
cuits [29J-[31J and are all examples of the mathematician 's
devil's staircase [23J .
In spite of these mind-boggling nested sequences of

devil's staircases, there is, in fact, a beautiful law, which
relates the precise locations of these steps. The intr igued
reader is referred to [31J for a comprehensive discussion of
this law as it applies to a simple two-transistor circuit. The
mechanism by which this law leads to chaos is sometimes
referred to in the literature as a period-adding route to chaos
because each new period can be predicted by adding, rather
than doubling, to the previous period a fixed integer deter-
mined by the law.

14
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Phase-Locked Loops Are Potentially Chaotic

We close th is section by briefly describing a widely used
phase-locked loop (Fig. 12), which can become chaotic. This
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Fig. 11 Deoil's staircase between the two steps n = 1 and n = 2.

Fig. 10 One-parameter bifurcation diagram showing the order
of output subharmonic response as a function of the value of the
tuningcapacitanceC.

where the irregular noise was heard by Van der Pol, using
a telephone! Each horizontal step in the ascending stair-
case in Fig. 10 represents a subharmonic response of order
n, where n = 2, 3, 4, . . . , 14. The init ial step n = 1 corre-
sponds to a unique steady-state response of the same fre-
quency w as the input sinusoid.
A fine tuning of the capacitance value within each

"noisy" shaded interval reveals an extremely intricate, if
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Phase Y2 Low-pass -Y,- -detector - filter

4 Y4 4 Y3

'----
Voltage-

~controlled
oscillator

Fig. 12 A standard phase-locked loop.



circuit has been built III the lab. II .nor v to I U 11\ t Ion as an Flvl
demodulator using an Ie module LM565C The actual circuit
used in our experiment is taken directly from a standard
IC handbook [32) and is reproduced in Fig 13. A careful
experimental and mathematical analysis of this circuit
shows that there exists a certain region in the parameter
space where this FM demodulator is chaotic and, hence ,
will fail to operate as intended [33J . What is even more
significant is that the parameter ranges where chaos is
found to occur in this circuit are not unrealistic or con -
trived values but are rather well within the ballpark of typ-
ical designs . Consequently, unless one carr ies out a com-
prehensive analysis of its associated dynamics, a nominal
circuit design, which functions satisfactorily initially , ma y,
in fact, be precariously close to some failure boundary due
to chaos.

+v.
2

+

'J'_'0 I'F

2

Fig. 13 Handbook versio/l of all FM demodulator.

Concluding Remarks

We have presented various examples showing that IlOn-

linear autonomous circuits containing three or more en-
ergy-storage elements or nonautonornous circuits contain-
ing two or more energy-storage elements can become
chaotic . In fact, even circuits containing only one capacitor
or inductor can become chaotic if their dynamics can be
realistically modeled by a nonlin ear difference, rather than dif-
ferential , equation-namely :

X" . I = fIX ,,)

A simple example of this type is the first -order synchro-
nized relaxation oscillator circuit described and analyzed
in detail in [34J . It turns out that chaos sets in when the
circuit drifts out of synchronization . Another example is
given in [35J, which uses a switched-capacitor circuit to re-
alize the logistic equation whose chaotic dynamics is well
known . In fact, using the techniques described in [36], an
infinite variety of chaotic circuits , described by either a first-
order or second-order nonlinear difference equation, can
be built and investigated .
We close this expository article by remarking that if ex-

ceedingly simple electronic circuits can become chaotic over
wide parameter ranges , so too can our garden vari et y of
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more mundane circuits, which are generally of higher order
and are nonlinear. How far we are actually from the preci-
pice of a failure boundary can be answered only by a nonlin-
ear an alysis of the underlying dynamics.
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Introduction to Implantable
Biomedical tc Design

Larry J. Stotts
Introduction

Integrated circuits (ICs), particularly complementary metal-
oxide semiconductor (CMOS) integrated circuits, are play-
ing an ever-increasing role in implantable biomedical sys-
tems . They must be designed to satisfy rigorous reliability,
redundancy, and error-checking requirements associated
with life-sustaining medical devices. In addition, low-volt-
age and low-power operation is required for battery-pow-
ered systems that may be implanted for as long as 10 years .
This article will give a brief overview of some of the major
system elements, as well as some design examples .

Physiology of Bioelectrical Events

Electrical potentials exist across the membrane s of all liv-
ing cells, and many cell system s have the ability to prop-
agate a change in these potentials as a mean s of tran sferring
information or effecting control in the surrounding tissue.
Since the human body may be viewed as a volume con-
ductor, these signals can be detected at a distance from
their source and, after analysis, can be used as input to
control an implantable med ical device. In addition, this de -
vice may evoke a similar response from most tissue sys tems
through the application of an appropriate electrical stimu-
lus.
The series of reversible changes in membrane potential,

which many cells exhibit in respon se to a stimulus, is known
as an "action potential." As shown in Fig. 1, the membrane
surrounding the cell serves as a semipermeable barrier to
the passage of certa in substances and ions. In the resting
state, there is a high er concentration of potassium ions in-
side the cell than in the extracellular fluid . In addition,
sodium ions are more abundant outside the cell. This ionic
gradient is maintained by virtue of metabolic energy ex-
pended by the cell and results in a potential difference across
the cell membrane with the inside negative, with respect
to the outside. In respons e to an electrical, mechanical, or
chemical stimulus of adequa te intensity, there is a rapid
reversal in membrane potential accompanied by a sudden
influx of sodium ions into the cell and an influx of sod ium
ions from within the cell. This is known as depolarization
and is followed by a period of reverse polarization before
the membrane is repolarized by reestablishing the original
ionic gradient. This wave of depolarization will propagate
to adjacent tissue at a speed determined by the cellula r
structure of the particular conduction system. For example,
the propagation speed in the fastest nerves is 150 m/sec,
whereas speeds three orders of magnitude slower can be
found in portions of the cardiac conduction system.

Batteries for Implantable Medical Devices

Batteries for implantable medical device s should maxi-

mize energy density and reliability and should not produce
a gas during discharge. Presently, the most popular battery
chemistry for this application is lithium iodine. Although
these batteries (which can become volatile at elevated tem-
peratures) mu st be hermetically sealed and must develop
a high cell resistance during depletion, they have been used
success fully in cardiac pacemakers for over a decade.
A cell is formed when a lithium anode is brought into

contact with a cathode composed primarily of iodine. Re-
action between these two chemicals produces an electrolyte
of solid lithium iodide. As current is drawn from the cell,
the lithium is oxidized and the iodine is reduced, forming
additional lithium iodide. This lithium iodide, which serves
as both electrolyte and separator, accumulates as the cell is
discharged, which increases the internal resistance. This
results in an initial decline in terminal voltage under load,
which is fairly linear (Fig. 2). After sufficient discharge, the
cath ode will eventually lose most of its iodine and will,
itself, increase in resistance; this process produces a "knee"
in the discharge curves. It should be pointed out that this
resistance can increase substantially at low temperatures,
wh ich is usually not a problem since the temperature of
the implantable environment is well controlled.
As an example of the effect of current drain on the lon-

gevity of an implantable device, consider a device with a
current drain of 20 u.A and a minimum operating voltage
of 2.2 V. A cell resistance of 30 ill will drop the initial
terminal voltage of 2.8 V by 600 mV; this will occur after
1800 mAh of capacity have been expended. Since 20 u.A
will discharge the battery at a rate of 175 mAh/year, the
minimum operating voltage will be reached in 10.3 years.
If the current drain is increased by only 2 flA, the maximum
cell resistance decreases to 27 ill, which will occur after

Fig. 1 (a ) Cell cross section and (b) cell action potential.

Reprinted froll1 /EEE Circuits 1I1ld Devices Mugazine. Vol. 5. No. I. pp. 12-18. January 1989.
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Low-Voltage Circuit Design

1700mAh. The increased discharge rate of 193 mAh will,
therefore, produce a minimum circuit voltage in 8.8 years.

(6)

weak inversion (7a)

strong inversion (7b)

U

t.7
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U Vw
l:) 1.4 ..<t
~ ... ~..J
CJ
> u

...
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where IDQ is the quiescent operating current. Equations (1)
and (2) could be modified to include output impedance
effects by multiplying the given expression for 10 by (1 +
VDS/VA ) . It should be pointed out that the above equations
are greatly simplified but are still very useful for design
analysis. The small following signal transconductance de-
fined as the ratio of the small signal drain current to the
small signal gate-source voltage, io/ves, can be easily de-
rived by evaluating the partial derivative of 10 with respect
to Ves at the Qpoint.

The expressions in Eqs. (1)and (2)do not model the finite
output resistance. The output resistance due to channel
length modulation by the drain-to-source voltage, Vos» in
both regions of operation, may be expressed in terms of an
extrapolated voltage, VA' as

- . --- - ~ --CAPACITY(MAHR)

Fig. 2 Lithium-iodine battery characteristics.

f IoQlnVT;
s: = 1y2IoQCoAWIL)

= mobility
= gate oxide capacitance
= gate width/gate length
= weak inversion characteristic current
= kT/q
= threshold voltage
= gate, source, and drain voltage
= weak inversion slope factor

JL
Cox
W/L
100
VT
VTH
Ve, Vs, VD

n

where

Summary ofMOS Device Physics

When the gate voltage of a metal-oxide semiconductor
(MOS) transistor is reduced below its threshold voltage,
current flow in the device changes from drift to diffusion.
This region of operation is known as subthreshold or weak
inversion. While saturation current has a square-law de-
pendence on gate voltage in strong inversion, weak inver-
sion exhibits an exponential dependence on gate voltage,
similar to bipolar transistors [1]-[3]. Saturation current for
each of these regions of operation may be expressed by the
following equations:

(/LCo)2)(W/L)(Ves - VTH )2, Ves > VTH + 2nVT
VDS > Ves - VTH

strong inversion (la)
ID = Ioo(W/L)e(Ve- VTH)fnVT [e-VSIVT - e- VDIVT]

Ves < VTH + 2nVT
VDS > 3VT

weak inversion (lb)

Assuming Vs = 0 and VD > > nVT, Eq. (1)can be simplified
to

ID =

Ves > VTH + 2nVT
VDS > Ves - VTH
strong inversion
Ves < VTH + 2nVT

Vos > 3VT

(2a)

Figure 3 shows a plot of experimental data for drain cur-
rent versus Ves for a saturated 250p/10JL n-channel device
in a typical CMOS process together with the transcon-
ductance.
It can be observed from Eqs. (2) and (7) that the model

for the drain current as well as the derivative with respect
to Ves (i.e., gm) are both continuous at the transition be-
tween weak inversion and strong inversion, which is char-
acterized by the equation

(8)
weak inversion

where the parameters Ks and Kw are defined by

(2b)
From (2) and (8), the transition can also be expressed in
terms of the transition current as

The weak inversion parameter IDa relates to the strong in-
version parameters JL and Cox by the expression

Ks = (JL~ox) (~)

Kw = 100 (~)

(3)

(4)

(5)

(9)

For an n-channel transistor, the weak inversion-strong
inversion transition using 2JLCox = 20 /LNV2, VTH = 0.75
V, nVT = 60 mV, and W/L = 25 is characterized by ID =
1.8 /LA and Ves = 0.87 V.
The maximum voltage gain possible for a single common

source transistor amplifier, obtained when driving an ideal
current source load, is Av = gmRO. It can be seen from (6)
and (7a) that this reaches and maintains the maximum in
weak inversion and is equal to AV(max) = VA InVyo Although
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Since (8) requires (Vcs - VTH) > 2nVT in strong inver-
sion, the mismatch error produced in the current mirror
for a given offset voltage is reduced in strong inversion.
This effect can be seen with the data plotted in Fig. 4b. The
wide variation at very low currents is due to a mismatch
in leakage currents, which were not included in the model.
The current mirror accuracy can be improved, at the ex-
pense of higher saturation voltages, by reducing the W/L

Fig. 3 Currentand gm curves for n-channel MOSFET.
large gains are attainable, weak inversion operation is not
advantageous in all circuit applications, as demonstrated
by the following example.
Consider the current mirror in Fig. 4a, which is assumed

to have mismatches in both size and threshold voltages. If
the threshold offset voltage is defined as Vos == VTH I -

VTH2, it follows from (2a) and (2b) that the output current
of the current mirror may be approximated by

(11)

DC-DC Converters

ratio so that it operates either in the transition region or in
strong inversion.

One of the difficulties in designing an implantable sys-
tem that requires large currents over short intervals around
the lithium-iodine battery is that the high cell resistance
severely limits the amount of current that can be supplied
to a low-impedance load. The traditional solution to this is
to first charge a capacitor relatively slowly with a small
current from the battery, then discharge this capacitor into
the external load. In addition, many applications require
an output voltage greater than the battery terminal voltage .
In these cases, a capacitive de-to-de converter can be used
to charge the output capacitor to a multiple of the battery
voltage .
In order to illustrate the basic principles behind capaci-

tive voltage multipliers, consider the circuit of Fig. 5, which
is a voltage doubler that has a load current, Iv being drawn
from the output capacitor.
If the battery resistance is small, then the pump capaci-

tor, Cp, is charged to the battery voltage, Vb." during Phase
I. During this phase, charge is supplied by the output ca-
pacitor Co to maintain the load current h. During Phase II,
capacitor C, is reconnected, as shown via the switches. Since
this is the only time during the cycle that the output ca-
pacitor is supplied with charge, the average current from
C, can be represented by I == Cp(V/1) == C,Vf, where T is
the period of the switching waveform, f is the frequency,
and Vis the peak-to-peak ripple voltage on CpoThe average
capacitor current is equal to the average load current, IL •
Therefore,

(lOb)

weak invers ion (lOa)

strong inversion

f I'N(KW2 /Kw l )(l + VOS/nVT)

lI,N(Ks2/Ks1)1l + 2Vos/(Vcs - VTIt)1

Rbo.t

Pho.se II

Vdd

+ Cp Co +
60u 60u Vout
20u 20...

lin 1 llout
Rbo.t

(0)
Pho.se I

ERR(/:) Id(A)

+20 1£-5 C Co +
cWc/cllv Vout0

VgS(vOlts)

(b)

-20 l---'-_-J--'-_..!---J'---'-_.........--'_-'---' lE-l1
-.5 -1."

Fig. 4 Current source ratio errorversus current. Fig. 5 Voltage doubler.
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If we define Rm to be the average output resistance of the
voltage multiplier, V/Iu then

The average battery current may be calculated by sum-
ming the charge supplied by the battery during each phase.
For the doubler shown, this is C,V for both cycles. The
average battery current, Ibal' is, therefore,

20

Roo t"t(kohM)

IS

n=2
f=IOOO

105

R""kor M 90 t-

88

70"

60

50

40

30

20

10

0
0

Fig. 6 Charging resistance versus battery resistance.

duty cycle [5J or by using a single-ended Gilbert current
multiplier in series with the input resistor to provide volt-
age tuning [6J . MaS transistors may also be used in place
of the resistor, with a differential configuration providing
increased linearity [7J.Filter frequencies will, in most cases,
still be restricted to 100 Hz and above, due to the large
transistor areas .
Another type of integrator is shown in Fig. 7b and uti-

lizes the transconductance of a CMOS transistor [8J. The
integrator time constant is equal to C/gm • In weak inversion,
the transconductance is independent of the size of the tran-
sistor, but very low bias currents are required for filter fre-
quencies below 100 Hz. For example, a lO-Hz filter would
require the transconductance state to be biased at 75 pA.
Larger bias currents are possible if the transconductance
stage is operated in strong inversion, but large transistor
size will again limit the practical lower frequency that can
be integrated.
Finally, the integrator shown in Fig. 7c uses a switched

capacitor to simulate a resistor . The integrator time con-
stant is equal to (C/fC.), where f is the switching frequency.
Very low time constants can effectively be integrated with
this configuration. For example, a filter frequency of 10 Hz
can be achieved with a unit capacitor of 1 pF switched at a
clock rate of 1,257 Hz. It is important to use "parasitic in-
sensitive" configurations [9] to compensate for leakage cur-
rents in very low frequency filters. This technique has been
used to successfully integrate biomedical filters in the 1 to
100 Hz range.
The lower frequency range that nonswitched capacitor

filters are based on (Fig. 7b) can be practically integrated
and can be reduced by using transconductance reduction and
capacitance multiplication techniques. A method that reduces
the transconductance of a differential stage by the factor
(n + 1)/(n - 1) is shown in Fig. 8 [10J.
Capacitance multiplier circuits can be classified into two

basic categories, as shown in Fig. 9. In Fig. 9a, a voltage
controlled-voltage source (VCVS) is used in series with the
capacitor to effect an increase in capacitance by a factor of
(A + 1). Figure 9b uses a current controlled-current source
(CCCS) in parallel with the capacitor to increase the capac-

(13)

(12)

In other words, for each charge Q supplied to the load, 2Q
is removed from the battery. This multiplier configuration
has an energy transfer efficiency, defined as 'T1 = (ILVou ' )/

(IVba. ) , where Vou• is the average output voltage . It is easy
to show that the efficiency approaches 100 percent for low
values of ripple.
A problem arises when the battery resistance of this cir-

cuit (or switch resistances for that matter) becomes large
enough so that the pump capacitor does not fully charge
or discharge to the steady-state period value during each
cycle. In the case where the battery is heavily filtered, it
follows from (13) that the average voltage that the pump
capacitor will charge to is Vba, - 2ILRba,. The maximum
output voltage will thus be

Vout = 2Vba l - 4Rba.IL - IL / ( fCp) (14)

The total equivalent charging resistance, therefore, is R; =
4Rbat + 1/( fCp). In general, for this type of voltage multi-
plier with n multiplication stages and, thus, with an output
voltage equal to n times the input battery voltage, the
equivalent circuit will be a voltage source, VDC' and a series
resistance, Rm, which can be approximated by

VDC = nVbat (15a)

R = [ (n - 1)/( fCp) f < < 1/(Rba,Cp)

m nZRba, + (n - 1)/( fCp) f > > 1/(Rba,Cp) (15b)

Although (15) is only an approximation, it predicts ex-
perimental data quite closely, as shown in Fig. 6. Finally,
it should be pointed out that a practical implementation of
the voltage multiplier of Fig. 5 in CMOS requires the use
of well switching and level translating circuitry.

Very Low Frequency Filters

The slow propagation times of electrical activity within
the body mean that the signals of interest are low in fre-
quency, typically ranging from 1 Hz to 1 kHz. Realization
of the resulting large time constants in a small area is re-
quired for integrated active filters. For example, consider
the integrator blocks shown in Fig. 7, which could be used
in a variety of filter topologies. Filters in this frequency
range will require equivalent integrator "ReqC' time con-
stants of 160ms to 160 IJ.s. Assuming a practical upper limit
on capacitance per pole of 20 pF, this would require equiv-
alent resistances in the range of 8000MO to 8 MO.
The availability of processes with polysilicon or thin-film

resistors with sheet resistances as high as 75 kOz [4J make
integrated filters above a few hundred hertz possible with
the integrator of Fig. 7a. Tuning can be accomplished by
switching the input resistor into the circuit with a variable
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Fig. 7 Integrator stages. Fig. 8 Transconductance reduction.

whe re

A similar circuit is shown in Fig. ge. The effective input
resistance for this circuit is

Co = load capacitance
f = clock frequency

VTHn ' VTHp = threshold voltages
Im ax = peak device through curren t
TR = clock rise time

The first term is the current required to drive the load
capacitance, and the second term is the current that flows
during the brief time that both CMOS transistors are con-
ducting. It is clear that the current drain may be reduced
by operating at low supply voltages and clock frequencies.
In addition, the conduction current may be reduced dra-
matically by operating the circuit at supply voltages near
the sum of the thresholds. Another method to reduce this
current is to clock the p-channel and n-channel devices
with nonoverlapping clocks, so that there is never a direct
current path between the supply rails. This is particularly
useful in low-voltage design where rise and fall times can
become quite slow. These techniques have been success-
fully used in the design of a low power-level translator [13).
In general, total current drain can be reduced by using

architectures that power down unused circuitry when not
in use. The block diagram shown in Fig. 10 represents such
a system. It is an 8-bit microcomputer with read-only mem-
ory (ROM) and random access memory (RAM), which has
been tailored to be used in a wide varie ty of implantable
biomedical applications [14) . It features a bidirectional, pulse
position modulated communications channel, pari ty check-
ing of each instruction with a hardware response to a de-
tected error, and a unique memory struc ture that allows
multiple input/output (110) ports to share and exchange
program information. Other features include a low-current
crystal oscillator, six addressable timers, multiple 110 ports,
a unique memory patching function that allows external
patching of ROM programs with patches in RAM, and test
modes to facilitate production testing of the devices.
In order to conserve current, the processor can be put

into a low current (SLEEP) mode via software where only
the oscillator and timers are running. Timer outputs or ex-
ternal inputs at certain VO ports can reactivate (WAKEUP)
the processor. When this happens, the processor resumes
execution at the next instruction after the sleep request.
Tailoring the processor architecture to the overall system
in this manner reduces the continuous current drain of 10
J.LA to less than 3 J.LA running system software. The mini-
mum operating voltage for this circuit is 1.7 V.
The microcomputer was fabricated in a low-voltage sili-

(16)

Low-Voltage Logic Design

The average current drain of a clocked CMOS inverter
may be approximated by the following equation:

I = CoVDDf + Im ax[1 - (V ll in + VTHp )IVDll)(TR.!) (18)

Finally, a switched capacitor technique similar to this cir-
cuit is shown in Fig. 9f [11). Othe r switched capacitor re-
alizations of this technique have also been reported [121 .
Both capacitance multiplication and transconductance re-
duction circuits have been used in biomedical applications
in the 10 to 500 Hz range and have been particularly useful
in integrating antialiasing filters .

itance by (B + 1). Circuits based on Fig. 9a are required to
generate a voltage A times larger than the input voltage,
which decreases the dynamic range in low-voltage appli-
cations. Circuits based on Fig. 9b have increased dynamic
range at low supply voltages, but this comes at the expense
of increased bias current. The most obvious application of
Fig. 9b uses a " current mirror" as the CCCS (as shown in
Fig. 9c), without the de bias circuits . The drawback of this
configuration is that the dynamic resistance of the diode-
connected FETadds an unwanted pole in the transfer func-
tion. This effect can be reduced with the circuit of Fig. 9d,
which uses a differential input op-amp. The effective input
conductance is
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Fig. 10 Microcomputer block diagram.
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con gate CMOS process, which incorporated a high level
of reliability screens. A photograph of the device showing
major circuit areas is shown as Fig. 11. The die size is ap-
proximately 5.1 mm x 5.1 mm square and contains ap-
proximately 20,000 transistors. This design has also been
converted to a "standard cell" and has been used in more
complex, mixed analog and digital system chips [15). In
particular, one of the chips has been used to implement an
advanced single-chip dual-chamber pacemaker, which is in
commercial production.
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Oversampled
Data Conversion
Techniques

Themix of sigma-delta
modulation and DSP
produces an explosion

in the variety and complexity
of a-d and d-a converters

implemented in
MOS technology.

igital signal
processing techniques combined with the
forty-year-old principle of sigma-delta
modulation have been highly fruitful when
applied to a-d and d-a converters [1].
These converters are well-suited for
implementation in MOS technology. The
area of the analog section can be
minimized, and the digital-signal-
processing (DSP) algorithms implemented
economically in MOS. As a result, the
number of a-d and d-a devices using the
combination of sigma-delta modulation
and DSP has increased significantly over
the last few years. And the devices have
evolved to more complex and
sophisticated architectures. A knowledge
of the most commonly used sigma-delta
modulators, their performance, and their
range of applications will aid the system
engineer in designing such a system.

BasicModulator Structures
In a single-loop, asynchronous, sigma-
delta modulator, an impulse of height A is
generated at the output Y each time the
analog integrator output becomes equal to

Vladimir Friedman

or greater than 0 (Fig. la). This pulse is fed
back to the integrator input, where it is
subtracted from the input signal. For a de
input signal equal to x (x~), the output of
the integrator is a sawtooth waveform of
slope l/x (Fig. 1b). The output pulses are
generated every A/x seconds, and the
average number of pulses during a fixed
interval (the interval corresponding to the
Nyquist rate, for instance) is proportional
to the value of the dc input signal.
In synchronous modulators (which can be
implemented easily by switched-capacitor
networks), a triggering mechanism allows
the generation of output pulses only when
the external clock C is active (Fig.2). This
causes overshoot in the domain of positive
voltages. Immediately after each clock
pulse the integrator output Z is the same
for the synchronous modulator as for the
asynchronous one, but the output pulses
are no longer equally spaced in time.
During a fixed interval, however, their
average number remains the same as for
the asynchronous modulator, and that
number is proportional to the de input
signal. The signal z (Fig. 2b) contains a

large number of high frequency
components, which will be present in the
spectrum of the output signal as well.
The value of the a-d converter output Y0

could be generated by averaging. For a
clock rate 128 times higher than the
Nyquist rate the output value of the
converter is:
Yo(N) = Y(n) +Y(n-l) + ...Y(n-127).

This output sample is generated every 128
clock periods from the bits coming from
the modulator during the interval.
(Decimation, i.e., a reduction of the
sampling rate, is performed at the same
time as the averaging.) The range of the
output values is 0 to 128. Though the
output of the modulator is a one-bit stream,
the a-d converter has a little over seven bits
of resolution (which is actually attainable
if the noise is sufficiently low). This is the
essence of oversampling systems: data
samples with several bits of resolution can
be obtained from a one-bit oversampled
data stream.
If the input is a random signal, it can still

beconsidered a constant over short intervals
of time because the sampling rate is much

Reprinted from IEEE Circuits and Devices Magazine, Vol. 6, No.6, pp. 39-45, November 1990.
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(a)

x +
INPUT --....

y
OUTPUT

reduce the power of the noise source in the
signal band (0, fO)by 3 dB due to a smaller
noise spectral density (Eq. 2). This is true
for any quantizer.
If X(z),E(z) are the respective z-transforms

of the input signal and the noise source, for
the single-loop modulator we have

Q(z )=:_IX(z)-Y 1(z)
l-z-1

from which we obtain the output as equal
to

(b) INPUT

x

z

y

Y 1=Q(z) + E (z)

(3a)

Similarly, the output of the double-loop
modulator is

y2(: )=2-1X(: )+E (zXl _:-1 t
(3b)

1. Asynchronous single-loop sigma-delta modulator. (a) Block diagram. (b) Waveforms.

The first term in each of Eq. (3a) and Eq.
(3b) is the delayed input; the second term
is the output noise. Its spectral density is
obtained by substituting z = exp(j21tf/fs)

is uniformly distributed in the band (0, fs)
with the noise spectral density:

2
£if)=-!L

12f~ (2)
Doubling the sampling frequency will

modulator's stability. The waveform of the
quantizer input q(n) is no longer a simple
sawtooth waveform; it contains parabolic
elements. The average number of pulses in a
fixed interval still follows the input signal, but
the high- frequency noise spectrum has a
different shape.

Performance Analysis
A good way to evaluate the performance of
IL\ modulators is to replace the one-bit
quantizer with an additive white noise
source. (The input signal has a sufficiently
large random component to make the noise
source a good representation of even a one-
bit quantizer [9].)
If q is the quantizer step, the power of the

noise source

(4)
£ I (f ) =2£ if )sin (nL)

t,

The noise spectral density of double-loop
modulators is lower than that of single-
loop modulators for frequencies near de,
where the signal band is (Fig.4). The noise
becomes larger than that of the single-loop
modulator for high frequencies, so filtering
requirements for the noise outside the
signal band is greater, as well. If the
sampling rate is doubled, the maximum
signal frequency fo will scale down by a
factor of two with respect to fs (to f' 0 in
Fig.4). The total noise power in the signal
band will decrease, and the decrease will
be more pronounced for the double-loop
modulator because of the parabolic shape
of its noise density curve (compared to the
single-loop modulator's near-linear curve).
Higher resolution can be obtained after
filtering the noise outside the signal band,
which is a benefit that is larger for double-
loop modulators. The total noise power for
single-loop (N 1) and double-loop (N2)
modulators, respectively, is obtained by
summing the appropriate noise density
from Eq. 4 in the band (0, fo)

(1)

__ I J
e--=£

/2

higher than the Nyquist rate. The output of
the analog integrator will look like the
waveform z in Fig. 2b and will change
slowly in time with the voltage of the input
signal. The output of the digital low-pass
filter is a replica of the input signal.
A typical implementation of a single-loop

sigma-delta modulator performs the analog
integration with an adder having a delay
element in its feedback loop (Fig. 3a). This
corresponds to a switched-capacitor-
network implementation. The output pulses
are generated by a one-bit quantizer, which
is usually a clocked comparator circuit. The
same structure can be used for d-a
conversion. When the input x(n) is sampled
data, the integrator is implemented with
digital add-and-dump structures. The high-
frequency noise contained in the one-bit
data stream is subsequently removed by
.analog filters, which generate the
continuous output signal.
A double-loop sigma-delta modulator does a
double integration of the difference between
the input signal and the output bit stream,
which provides better performance (fig. 3b).
A second feedback loop (represented by a
dashed line in the figure) improves the
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(5)

2. Synchronous single-loopsigma-delta modulator. (a) Blockdiagram. (b) Waveforms.

Yo

CLOCKC

noise shaping (MASH) [16, 17]. One way
of implementing this technique is to obtain
third-order noise shaping by using three
single-loop modulators (Fig.6). The
quantizer input L\1 (z) of the first stage is
used as input for the second modulator, and
L\2(z) is used as input for the third
modulator.
The output Y(z) is a sum of the three

modulators outputs multiplied by the z-
transform weight functions wI (z), w2(z),
and w3(z). Y(z) is no longer a one-bit data
stream.
The noise from the second quantizer

E2(z) appears twice in the output signal,
first as quantization noise at the output of
the second modulator Y2(z), then as a
noise component of the signal L\2(z) at the
output of the third modulator Y3(z). The z-
transform weighting functions w2(z),
w3(z) were chosen such that the two noise
components coming from the second
modulator cancel each other. Weighting ,
function WI(z) was selected to cancel the
noise of the first modulator. Therefore, the
output contains a replica of the input and
noise coming from the third modulator
E3(z) multiplied by the z-transform weight

x +

( b)

(a)

INPUT ----

and are noticeable at levels much lower
than the white noise or the noise
characteristic of the L~ modulators.
Several techniques are used to combat

this effect. Among them ar,e dithering,
which randomizes the discrete spectrum of
these cycles, and the application of a dc
offset, which pushes the fundamental
frequency out of the signal band so that it
will be attenuated by the subsequent
filtering [11].
For double-loop modulators the signal-to-
noise performance becomes worse for
large signal levels. The simulation shows
that the amplitude of the quantizer input
signal becomes higher as the de input level
approaches the value of the quantizer step.
For dc inputs equal to the quantizer step,
the quantizer input signal may become
infinite. We've measured a peak signal-to
noise ration of 83 dB, which is typical for
double-loop modulators with an
oversampling ratio of 128.
Most advanced work is currently focused

on higher-order modulator structures
capable of achieving higher resolution.
Triple-loop modulators are not stable, so
two other architectures have been
proposed. The first approach is multi-stage

Doubling the sampling frequency leads to
a reduction in the noise power of 9 dB for
single-loop modulators versus 15 dB for
double-loop modulators. For both types, 3
dB of the reduction is due to the lower
noise power density; the remainder to the
noise shaping by the modulators that
pushes most of the noise outside the signal
band. As a result, a double-loop modulator
can run at a lower sampling rate than a
single-loop modulator and still attain the
same signal-to-noise performance. This is
an important advantage because
oversampling rates are in the megahertz
range and the speed of the analog CMOS
circuits is one of the factors limiting the
signal-to-noise performance of these
converters. It accounts for the current
popularity of the double-loop configuration
in spite of its more complex structure and
the early popularity of the single loop [8,
11, 13].
Using a one-step quantizer and the

feedback loop makes L~ modulators very
robust. Computer simulations, based on a
mathematical model, show that a variation
of 10 to 15 percent in the gains of the
integrators for double-loop modulators will
not cause a noticeable degradation in
converter performance. The limits are even
larger for single-loop configuration.
More elaborate theories based on an

equivalent circuit [4] or on a pure
mathematical model [9, 10] have
characterized single-loop modulators
precisely. For double-loop configurations,
there are no good theoretical models
besides the approach used here, so
computer simulation plays an important
role in design [5].
The most important difference between

the model described here and a computer
simulation using the ideal model is the
predicted behavior of sigma-delta
modulators when the input is a de value.
The one-bit output stream of the single-
loop modulator is periodic or
quasiperiodic under these conditions; its
spectrum is no longer continuous, but
discrete. The double-loop modulators
display a similar behavior for certain DC
input levels [6]. On idle voice channels,
these limit cycles are perceived as tones
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4. Noise spectra of the 'LAmodulators.

and an amplitude characteristic

process variations. This is an important
advantage of the oversampling technique
because the anti-aliasing filter is a
continuous filter implemented with RC
networks, and control of resistor values in
MOS technology is not very good.
PCM samples can be obtained from the

output of the modulator by filtering the
noise and undersampling the signal down to
the Nyquist sampling rate (Fig. lOa). Using
FIR filters for this decimation function is
attractive because they reduce the
multiplication operation to an addition
(since the input to the filter is only one bit
wide in the case of single-loop and double-
loop modulators). For large oversampling
rates practical considerations, such as the
lengths of the filter coefficients and the
number of taps, make it uneconomical to
implement a low-pass-filter FIR with a
cutoff frequency much smaller than the
sampling frequency. This is why decimation
is usually performed in two stages (Fig. 9a).
The first stage performs a decimation of

the modulator output to an intermediate
frequency fl' A simple FIR-filter
implementation has zeros at multiples of
the frequency fI because the noise around
these frequencies is aliased into the signal
band (Fig. 1Db). This class of filters has the
z-transfonn

q(n) QUANTIZER

Y2{n)

Signal Processing for A-D Converters
In a typical oversampled a-d converter, an
anti-aliasing filter at the input attenuates
frequencies larger than fs/2 (Fig. 9a). Its
cutoff frequency is much higher than the
top of the signal band, so the frequency
band is unaffected by changes in the cutoff
frequency resulting from temperature and

The idea is to design I-HB(z) as a stop-
band filter having the transmission zeros in
the signal band (Fig. 8) to minimize the
noise contribution in Eq. (7a). The rest of
the noise is removed by subsequent digital
filters. Ha(z) is chosen to ensure stability.
The signal band is usually a hundredth of

the sampling frequency, so small variations
in the gain values of the coefficients Bi
may modify the positions of the zeros of
transfer function I-HB(z) significantly, and
with them the noise performance of the
modulator. The gains must be matched
very precisely, one of the main limitations
of all architectures used for higher-order
noise shaping.

quantizer with an additive noise source
E(z) produces an output equal to

y(z)= I}A (z)__X(z)
HA (z)+l-HB (z)

+ ~_=!!B (z) E(z) (6b)
HA (z)+ I-HB (z)

(b)

(a)

q (n) QUANTIZER

)------.--1 z -1 Y1(n)

E(n)

x{nl-{t>- y{nl = x{nl-Jr--y{nl

(c )

Y

x(n)

x(n)

I
3. (a) Single-loop and (b) double-loop sigma-delta modulator architectures, and their (c)
quantizer equivalent.

(6a)

factor w3(z):

Similar results are obtained with a double-
loop modulator followed by a single-loop
modulator. (This procedure can be
generalized for higher order noise shaping.)
Because this method is based on the

cancellation of the noise coming from the
first two modulators through different
paths, any variation in the modulator gains
will lead to incomplete noise cancellation.
The resulting residual noise will appear at
the output as a first- or second-order
quantization noise. To avoid this. the gains
of the different paths must be matched to
less than 1 percent, which is much less
than the 10 percent required for double-
loop modulators.
The second approach for an N-order

oversampled modulator consists of a feed-
forward structure with the coefficients Ai (i
= I, 2...N) and a feedback structure given
by the coefficients Bi (Fig. 7) [15 ,18]. The
transfer functions HA(Z), HB(Z) of the
two structures are polynomials in l-z-l
with the coefficients Ai and Bi'
respectively. The adc and dac are usually
reduced to a single bit. Replacing the
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5. MASH architecture for third-order noise shaping.

~e(f)1

with its parabolic impulse response (fig.
12b) for a double-loop modulator. These
functions can be implemented using
accumulate and dump structures or by
computing the filter coefficients [7].
The second decimation stage has a

decimation ratio NF = f I/2fN (fN is the
Nyquist frequency). If linear phase is not
required, this stage can be implemented
efficiently with an IIR filter, which will
remove the remaining noise (Fig. lOe) and
compensate for the attenuation at high
frequencies introduced by the first
decimation stage.
The intermediate frequency fI is a design

parameter. Because the power of the noise
aliased in the signal band is negligible, fI
should be made as small as possible. This
will decrease the computational complexity
of the low-pass IIR section, which is
proportional to fI [7].

7. Quantization noise spectrum at low
frequency of the N-order interpolative
modulator.

y(z)

1--..-..OUTPUT Y

x

x

6. Topology of an N-order interpolative modulator.

where Nl= fslf1 and T = f/fs.
The transmission zeros will alias over de,

so most of the noise aliased in the signal
band is concentrated toward the high
frequency end fN. For k = 1 this filter
achieves the averaging operation described
early in this article. The envelope of this
filter's frequency characteristic (the dashed
line in fig. 1Db) decreases by 6 dB per
octave in the low-frequency domain. This
compensates for the increase of the noise
density function of the single-loop L~
modulator (Fig. lOa). The envelope of the
noise spectrum at the output of the filter
before the decimation is almost flat (Fig.
11). The noise that is aliased in the high-
frequency region of the signal band from

the multitude of aliasing frequencies is
larger than the in-band noise, and it
degrades the performance of the AID
converter.
For single-loop modulators, the noise

aliased in the signal band can be made
negligible by using a sine square filter (k =
2), whose envelope has a slope of 12 dB per
octave because of the filter's multiple zeros.
For the contribution of the high-frequency
noise components aliased into the signal
band to be negligible, the order of
multiplicity of these transmission zeros (k)
must be greater than the shapingorder of the
modulator [2,3]. This corresponds to a sine
square function (k = 2) with its a triangular
impulse response (fig. 12a) for a single-loop
modulator and a sine cube function (k = 3)

Signal Processing for A-D Converters
The DIA converter uses the IA modulation
technique with the role of the digital and
analog sections interchanged (Fig. 9b). The
one-bit stream is generated by a digital IA
modulator, while the filtering of the noise
is done by the analog section. This change
of roles produces some significant
differences. Notably, the process of raising
the sampling frequency generates images
of the input spectrum. First the sampling
frequency is raised to an intermediate
frequency fR by repeating each input
sample NF times, where NF = fR/2fN. This
is equivalent to attenuating the images by a
sine function (Fig. 13a) given by the
equation

(Sa)
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8. Block diagram of a typical oversampled (a) a-d converter and (b) d-a converter.

The residues of the images of the input
signal spectrum in the (0, fR) band are
removed by a low pass IIR filter. The
output signal is applied to a digital sigma-
delta modulator, with each input sample
being repeated NR =fs/fR times. Images
of the input signal spectrum are created at
multiples of fR frequencies. They are
attenuated by a sine function (Fig. 13b):

(8b)
It is the task of the analog section to
provide enough filtering to attenuate the
residues of these images and the noise
generated by the digital L~ modulator
outside the signal band (Fig. 13c).

Performance and Application
Converters based on the oversampling
technique are ideally suited for MOS
technology. The size and complexity of the
analog section is reduced to the minimum.
Because of the high sampling rate, sample
and hold circuits are not necessary, and
designing the anti-aliasing filter is easy.
There are no differential nonlinearity
errors, which distort low-level signals.
Also, rather large temperature and process
variations in the analog-circuit parameters
will not affect converter performance.
Most of the signal processing is done in the
digital domain as this allows very good
control of the frequency characteristic. In
addition, digital circuits scale with

technology much better than analog
circuits. For technologies less than 1.5 J.!,
converters that use oversampling
techniques require less silicon area than
comparable charge-redistribution devices.
The power dissipation of L~ devices is

higher than that of charge-distribution
devices because of the large oversampling
rate. For the same reason, these devices are
limited to low-frequency (0-100 kHz)
applications such as voiceband and ISDN.
One of the first L~ devices implemented
in MOS technology was a voiceband
codec using a single-loop modulator with
a 4- MHz sampling rate [11]. Its
resolution was close to 13 bits for low
input levels. A similar device using a
double-loop modulator at a I-MHz
sampling rate exhibited 14-bit resolution
for the peak of the curve and close to 15
bits for low input levels. A modulator of
this type designed for ISDN applications
achieved I2-bit resolution in the 120-KHz
band using a 15-MHz sampling frequency
[13]. Higher-order noise-shaping
architectures can result in I6-bit
resolution or better over the whole audio
band [14, 16], and recent work has raised
the top of the frequency band to 100KHz
[ 17]. Such performance cannot be
attained as efficiently in MOS technology
using other conversion techniques.
Because of the reduced functionality of

the analog section, the crosstalk between
channels is very small. This makes it
possible to implement devices that contain
several converters [8, 12]. Another area of
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9. Encoder signal processing. (a) Signal
and noise at the output of the modulator.
(b) Frequency characteristic of the sine
filter. (c) Signal and noise at the output of
the FIR decimator.

application is that of the DSP containing
such converters in which the digital filter
operations necessary for conversion are
programmed together with more complex
tasks as echo cancellation or voice
compression. For submicron CMOS
technologies the area necessary to
implement an IIR or FIR filter in the digital
domain is less than that of the
corresponding switched-capacitor network.
This makes it possible to replace some
low-frequency analog signal processors
with similar devices containing an a-d
converter, a DSP, and a d-a converter. The
inherent programmability of these devices
should make possible a faster turnaround
than is presently achievable with analog
design. CD
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Photochemical Processing of Semiconductors:
New Applications for Visible and Ultraviolet

Lasers
J. Gary Eden

Sub trate

Active medium
Vacuum syslem

Vacuum syllem
Windows

Generalized diagrams for laser-assisted materials processing:
(a) for the laser beam at normal incidence to the substrate and
(b) for the beam passing parallel to the surface. The "active
medium" can be a gas or liquid.

Laser.......-.

(a) Perpendicular

Window

Fig. 1

(b) Parallel

Laser.tr-C==j.:~~~~~ Sub Irale

Laser chemical materials processes can be sepa-
rated into one of two categories, depending on which
of the three media shown in Fig. 2 (gas, molecular
layer adsorbed on surface, or substrate) absorb
strongly at the laser wavelength. Pyrolytic (or ther-
mally driven) processes are those in which the gas is
transparent to the incoming radiation, but the sub-
strate is strongly absorbing. Therefore, the laser pro-
vides a localized source of heat and polyatomic
molecules in contact with the surface and can be
broken down (pyrolyzed) if the temperature exceeds
a certain value that varies from molecule to molecule.
One advantage of this approach over conventional
resistance (or RF) heating of the substrate is that laser
heating can be confined close to the surface by simply
adjusting the laser wavelength . Also, the highest
temperature region is confined laterally to an area
determined by the thermal conductivity of the sub-
strate . If a laser pyrolytic process is used to grow a
film, then the technique is known as laser chemical
vapor deposition (LCVD) and, except for the source of
heat, is otherwise similar to conventional chemical

Introduction
While lasers have been used for over two decades

to drill, weld, and cut various materials , it has only
been in the last six years that the potential for laser
processing of semiconductors has been demon-
strated. The development of this field has been
spurred by the growing demands being placed on
semiconductor processing technology as increased
packing densities continue to shrink the size of indi-
vidual devices toward 1 ILm and beyond. One ba-
rometer of its rapid growth is the number of metal or
semiconducting films that have been deposited by
laser-assisted processes. First demonstrated by a re-
search group headed by Dan Ehrlich, Torn Deutsch ,
and Richard Osgood at MIT Lincoln Laboratory in
1979, laser photochemical deposition has corne to en-
compass at least 17 elements of the periodic chart,
which have been grown as thin films in elemental or
compound form (for example , As in GaAs) [1] .
Laser-assisted deposition, etching, or doping of

films all draw upon one or both of two of the unique
characteristics of laser radiation: its spatial coherence
and spectral purity. The former is related to the ease
with which laser beams can be focused down to spot
diameters that are roughly equal to the wavelength of
the laser light. The "monochromaticity" or narrow
spectral output of the laser, on the other hand, guar-
antees photons having well-defined energies that al-
low one to initiate specific chemical reactions in the
desired medium. Figure 1 illustrates the basic experi-
mental configuration for laser processing. The beam
from a laser enters a reactor through a window and
either strikes or passes just above (and parallel to) the
substrate. One or more gases (or a liquid) are intro-
duced to the reactor and are flowed over the
substrate. The fundamental notion underlying laser
processing is that, in the absence of laser radiation,
the gas (or liquid)/substrate interface is chemically
inert. However, by careful choice of the laser wave-
length, gas, and substrate, the laser will initiate a
chemical reaction that culminates in the deposition of
a film or in etching or doping of the substrate itself.

Abstract
A wide variety of semiconductor and metal films have recently been

grown, doped, or etched IJy laser photochemical processes. While stillearly
in its development, laser-driven processing of semiconductor devices ap-
pears promising as a supplement to existing processing techniques and
particularly in the fabrication of III-V compound andcustom devices.

Repr inted from l l.E]: Circuits and Devices Magacine. Vol. 2. No. I. pp. 18-24. January 1986.
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Drawing oftheinteraction ofafocused laser beam withasubstrate
showing the molecular adlayer on the surface (after Ref. (SJ).

Fig. 2
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Substrate

sers, submicron spot sizes are readily attainable. Con-
sequently, devices can be patterned directly onto a
substrate without the need for conventional photo-
lithographic masking techniques. This process has
come to be known as laser direct writing.
A further attractive aspect of photochemical pro-

cessing is its ability to exploit the unique absorption
spectra of molecules to selectively influence only a
particular species. For example, Fig. 3 shows the
absorption spectra for three of the Column III A
alkyls [trimethyaluminum (TMA), trimethylgallium
(TMGa), and trimethylindium (TMIn)] in the ultra-
violet. Since peak absorption for each occurs at a dif-
ferent wavelength, one can discriminate between the
three by careful choice of the laser wavelength.
The remainder of this article will emphasize laser

photochemical processes; another article in this issue
by Dr. Susan D. Allen deals with LCVDin more detail.

Film Growth

Fig. 3 Absorption spectra fortheColumn IIIA alkyls trimethylaluminum
(in dimer form), trimethylgallium, and trimethylindium in the
ultraviolet (after Ref. (l]).

where hw is the photon energy, MX is generally a
polyatomic molecule, M and X are either atoms or
molecular radicals, and n is an integer. As an exam-
ple, thin (::5l-J.Lm-thick) cadmium films have been
grown at room temperature on various substrates by
photodissociating dimethylcadmium (Cd(CH3h) with

Elemental Films by Photodissociation
or Photoionization

A wide variety of photochemical processes have
been shown to be suitable for depositing metal and
semiconductor films. Far and away, the most preva-
lent choice is photodissociation in which the absorp-
tion of one or more photons by the molecule causes it
to unravel or photodissociate. That is

(1)MX + nluo ~ M + X

u

__AI,lCH,l.

- --__ GII(CHJ,
__ In(CHJ,

vapor deposition (CVD). A wide variety of metal (W,
Ni, Ti, etc.) and semiconductor films have been
grown in this manner. [2]
If the substrate is transparent and the gas or mo-

lecular adlayer absorbs strongly at the laser
wavelength, the process is said to be photolytic or
photochemical. Photochemical processes in the gas
phase involve photons having sufficient energy to
break chemical bonds within the gaseous molecule,
thereby producing molecular or atomic fragments
that react with the surface. The energy of the chemical
bond to be broken determines the maximum allow-
able wavelength (i.e., minimum photon energy) of
the laser.
Absorption of laser radiation by the adsorbed layer

that inevitably forms on the substrate can be pyrolytic
or photochemical, depending on whether the primary
effect of the laser radiation is to heat the layer (re-
sulting in the thermal dissociation of the molecules) or
to electronically modify the molecules so that they
subsequently react with the surface.
As mentioned above , both pyrolytic and photo-

chemical processing offer spatial selectivity -the abil-
ity to process the substrate over just a small area.
Although the "spatial" resolution of a laser chemical
process can be reduced by the thermal conductivity of
the substrate (for pyrolytic processes) or by diffusion
of gaseous photofragments outside the laser beam, to
a first approximation, the region of the substrate af-
fected by the laser is that portion actually irradiated.
The minimum-laser focal spot size (diameter) is re-
lated both to the optical quality of the beam as well as
the parameters of the focusing lens. Assuming that
the beam is diffraction-limited (i.e., that as it propa-
gates, its diameter increases no faster than that due to
diffraction), then the focal spot size is given by
1.2A f . lid where A is the wavelength of the laser
radiation and f and d are the lens focal length and
diameter, respectively. For visible and ultraviolet la-
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an ultraviolet laser . Since the energy of one ultraviolet
photon is sufficient to break both Cd-CH3 bonds, free
cadmium atoms are produced in the laser beam and,
subsequently, migrate to the surface to produce a
film. The residual methyl radicals are simply pumped
out of the system. One attractive aspect of this ap-
proach is that the vapor pressure of Cd(CH3h at room
temperature is several Torr, while that for metallic
cadmium is 10-10 Torr!
Often, it is not necessary for the laser to completely

free the atom of interest from the host or "parent"
molecule. Once one chemical bond is broken, the re-
maining molecular fragment is either unstable and
eventually breaks down into its atomic constituents,
or it may react with the surface to form the desired
film. Germane (GeH4), for example, decomposes into
GeHz + Hz upon simultaneously absorbing two
248 nm (fiw = 5.0 eV) photons. The direct produc-
tion of Ge atoms from GeHz is unlikely since the ab-
sorption of two more photons is required. Rather,
GeHz and GeH3 radicals (the latter produced from
GeHz by collisions) impinge on the substrate, free
hydrogen is liberated, and a metallic germanium film
is formed. Depending on the parent molecule and the
wavelength of laser chosen, the absorption of several
photons may be required.
One of the most fascinating characteristics of laser

chemical processing is that one can frequently control
the fragments produced by varying the laser wave -
length. Consider the Column III A alkyl tri-
methylaluminum (Alz(CH3k TMA), for example. For
low intensity, ultraviolet lamps or lasers, the molecule
is prone to absorb one photon, and its absorption
spectrum is shown in Fig. 3. In this case, the molecule
photodissociates and the products of the photo-
process (AI atoms and CH3 radicals) are electrically
neutral. However, at higher laser intensities, an addi-
tional process known as multiphoton ionization (MPI)
occurs if the laser wavelength is tuned to a resonance
of the aluminum atom. As illustrated in Fig. 4, the
MPI resonances of TMA are sharp (and lie in the blue
portion of the visible spectrum); however, at these
wavelengths, not only is TMA photodissociated, but
the free Al atom is simultaneously photoionized. For
this process to occur requires that the molecule simul-
taneously absorb 5 photons. That is

Alz(CH3)6 + 5fiw ~ AI+ + e: + 6CH3 (2)

The advantage of producing charged products is that
the aluminum ions can be attracted to the substrate by
an electric field, allowing one to discriminate against
the neutral fragments. In summary, the degree of
selectivity required for a given process will largely
determine the choice of photochemical process.

Compound Films
Compound semiconductor and insulator films can

be deposited by utilizing photodissociation of a mole-
cule to initiate a gas phase reaction. Low temperature

95

deposition of Si~4 was demonstrated at the Colorado
State University by irradiating mixtures of silane
(SiH4) and ammonia (NH3) with a 193 nm excimer
laser. Silane absorbs weakly at 193 nm, but ammonia
rapidly decomposes, and the resulting gas phase
reaction produces Si~4 on a nearby substrate. The
stoichiometry of the silicon nitride is sensitive to the
relative partial pressures of SiH4and NH3• Similarly,
SiOzfilms have been grown by the laser-initiated reac-
tion of SiH4with NzO [3].

SiH4+ 2NzO + fiw ~ SiOz + Products (3)

Recently, a group at Bell Labs has also succeeded
in growing InP by photolyzing a mixture of In- and
P-alkyls with a laser whose wavelength was also
193 nm.

Adsorbed Phase Reactions
Under certain conditions, the primary photo-

chemical process occurring in film deposition is the
interaction of laser radiation with the layers of mole-
cules that are adsorbed onto the substrate. Though
quite thin, such adsorbed layers often absorb
ultraviolet (UV) radiation much more strongly than an
equivalent number of molecules in the gas phase [4].
Photodissociation of adsorbed molecules occurs in
much the same way as it does in the gas phase. For
dimethylcadmium

Cd(CH3)z (Adsorbed) + Iuo - Cd(Ads.) + 2CH3 i
(4)

Fig. 4 Multiphoton ionizaium (MPI) spectrum oftrimethylllluminum in
the visible (blue). Thisspectrum was obtained bymeasuring the
numberofelectrons (and Al ions) produced asthelaser wavelength
was varied. Note thesharp resonances asapposed to thecontinua
of Fig. 3.



While (4) is similar to the gas phase reaction, the
production of a film from an adsorbed layer offers
higher spatial resolution, since the mobility of the
metal atom is restricted because it is on the surface
and not in the gas phase [5].
Table 1 lists many of the elemental and compound

films that have been grown to date and the laser
wavelength and "parent" molecule that are involved.
All offer the advantage of low-temperature operation
as compared with conventional processing tech-
niques such as CVD. This feature is of growing im-
portance as devices increasingly depend on faster, yet
more temperature, sensitive materials such as GaAs.
Also, the desire to minimize the migration or re-
distribution of dopants into adjoining devices and
warpage of wafers dictates that lower temperature
processing techniques be sought [6].

Laser-Triggered CVD
One recent development that demonstrates the

promise of photochemical processing to permit lower
temperature operation is the observation of laser-
initiated or "triggered" CVD. Normally, pyrolysis
does not occur below a specific temperature, which
depends on the gas pressure and flow rate . For
5 percent GeH4 in He at a total pressure of 225 Torr,
this temperature is -440°C. It has been shown, how-

ever, that if the substrate is illuminated with a weak
fluence of 193 nm radiation for 10-20 sec, chemical
vapor deposition will occur for substrate tempera-
tures at least 100°C lower than is normally possible.
Figure 5 shows the rate at which a Ge film grows on
GaAs at 350°C when the substrate is irradiated for
20 sec with a UV laser beam. Each sinusoidal cycle
represents the growth of -0.6 pm of film. Note that
growth does not start until after t~e laser is turned off.
The effect of substrate temperature on the film growth
rate is given in Fig. 6. Temperature decreases to the
right, and the data points to the left of the dashed line
indicate Ge films that were grown by conventional
CVD (no laser). To the right of the dashed line, how-
ever, is a region where films will not normally grow,
but illuminating the surface briefly with 193nm laser
radiation allows for the CVD process to proceed.

Etching
Laser-assisted etching of films occurs along similar

lines . It generally involves photodissociating a poly-
atomic molecule containing a halogen atom such as
fluorine or bromine, which then chemically attacks
the surface . The result is an etched region that closely
matches the laser beam cross section. For example,
chlorine gas (Cl2) can be photodissociated into Cl

Parent Molecule(s)

SiH4

SiH / H J

SiH4/C2H4

Cd(CHJn
Mn2(COho
Mo(CO)6
Cr(COh
Fe(CO)s
W(COh
Cr(CO)6
Cd(CH3)2

Zn(CH3)2
Al(CH3n
Ga(CH3) 3

Ti04

Pt(PF3)4
SiH4

GeHt
WF6

SiHJN20
SiHt/NH3

Al~CH3)J 20
Zn(CH3)J O2 (or 20)
In(CH3h/P(CH 3h

Material Deposited

Si
Si 4

SiC
Cd
Mn
Mo
Cr
Fe
W
Cr
Cd
Zn
Al
Ga
Ti
Pt
Si
Ge
W
Si02
Si 4

AlP3
Zno
InP

Laser Wavelength (nm)

9,000-11,000
9,000-11,000
9,000-11,000
337-676
337.4-356.4
260-270
257, 260-270
257
257
257
193,257
193,257
193, 257
257
~7

248
193,248
193, 248
193
193
193
193
193 (248)
193

Table 1 Elemental and compound films deposited by laser photochemical process.
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Fig. 5 Growth of a germanium film on GaAs at 350°C by laser-triggered CVD. A schematicdiagram of theapparatus used in this experiment
is shown at the topof the figure. Growth does not begin until the laser is turned off, but film growth will not occur at this temperature
without the laser radiation. Each 360° oscillation in the curve (bottom of the figure) represents an additional 0.62 I'm in the thickness
of thefilm. At theendof the run, the total film thickness is - 3.6 I'm. Thiscurve was obtained bymonitoring the infrared radiation from
the GaAs substrate as the Gefilm grew.

Fig. 6 Variationof theGefilm growth rate with substrate temperature.
The regionto the leftof the vertical dashed lineis one in which
conventional CVDgrowth occurs. To theright ofthis threshold,
irradiation of thesurface is necessary to initiate (but notsustain)
growth.

atoms with a visible or UV laser. In the presence of a
silicon or Si02 surface, silicon tetrachloride, a vola-
tile molecule, is formed and leaves the surface to be
pumped out of the reactor. Laser etching is highly
anisotropic (i.e., yields sharp vertical walls) and etch-
ing rates of 1000 A-sec-1 are easily obtained. Table 2
lists several of the etching systems that have been
demonstrated thus far. Note that the etchant can also
be a liquid such as KOH.

Doping
Two different approaches to laser-assisted doping

of semiconductors have been followed . One- in situ
doping-involves photodissociating the parent
molecule for the dopant at the same time that the
crystal is being grown. Germanium and silicon films
have been doped, for example, by photodissociating
GeH4 (or SiH4) and TMA simultaneously [8] . The
more commonly used technique, however, is to ac-
complish two tasks with the laser. The dopant atom is
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Etchant<l) LuerWaveI

Si
Si
Si
Ge
GaAs

GaM
GaP
InP
CdS
O2

SiOa
W
AI
Ag

Br21 0 21HO, XeF2I KOH
O2
COF2
Br2
0 21C~ H~.:H202(AqueoU8),

KOH, ~Br, CH,O, HNO,
~r, CHgCl
KOH
CFsI, H 0., HCI:HNO,
H:zSO.:H2021 HNO,
O2

C02F2
COF2
H~O.:HNO,:K2Cr107

0 1

488
308,337
193
488,514
488

193
488
488
488
488
248
193
488
337,355

Table 2 Summary of several substrates etched by laser process.

Sub t

Si

GaAs
InP

Parent Molecule
(Dopant)

BO, (boron)
P (phosphorous)
BO,
PCls
B(C2~)3 (boron)
B03, PO,
Cd(CH,h (cadmium)

Table 3 1Aser-assisted doping of semiconductors.

257-51.4
257-51
193,351
193,351
193
193,351
257-514

first released by photodissociation of the donor mole-
cule. At the same time, the impinging laser beam
heats the surface and the dopant is driven into the
underlying material by normal diffusion. By pulsing
the laser, the average (steady-state) temperature of
the substrate remains low. Table 3 summarizes sev-
eral of the doping processes that have been studied
to date.

Summary and Conclusions
Two conclusions are clear at this time. The first is

that the many facets of laser-assisted processing of
semiconductors and metals are in the early stages
of exploration . The second is that the laser is capable
of performing all of the basic processing steps re-
quired in device fabrication without the need for pho-
tolithographic techniques. The boundaries of the field
are set only by the number of semiconductor and
metal-containing compounds having reasonable
vapor pressure (-1 Torr) at several hundred degrees
centigrade or less. One of many areas demanding
attention in the next few years lies in determining the

98

photofragments produced when a molecule is irra-
diated at different wavelengths. However, it is cer-
tain that, as substrate temperature looms as a larger
obstacle because of decreasing device geometries, the
laser will certainly play a larger role in semiconduc-
tor processing .
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Laser-Enhanced Plating and Etching
for Microelectronic Applications

Robert J. von Gutfeld

Fig. 1 Schematicof quartz cell showing the three electrodes. The laser
is shown passing through the anode, focused onto the cathode.

(multiline) directed into a cell consisting of glass or
quartz walls open at the top (Fig. 1). An electrode
containing a hole for the light to pass through is
biased positively with respect to the workpiece (cath-
ode) for electroplating. A third electrode, the refer-
ence electrode, is used to control the potential close to
the cathode and to minimize potential drops due to
current-resistance losses in the electrolyte . Early ex-
periments on the laser-enhanced electrodeposition of
nickel resulted in plating rates up to 103 times greater
than nonirradiated regions using focused laser spots
several microns in diameter. It was also shown in
these experiments that substrates such as tungsten
and molybdenum, which are normally difficult to
plate by conventional techniques, can be laser plated
quite readily with excellent adhesion between film
and substrate. It is believed that the thin oxide layers
common to those metals on exposure to air are rapidly
dissolved by laser heating just prior to deposition,
thereby providing a clean surface for the strong adhe-
sion . These experiments also provided data on very
high speed etching of stainless steel with the stain-
less steel anode irradiated by the laser. Rates up to
10 p.mjs were achieved in the electroetching of holes
25-100 p.m in diameter, a rate over three orders of
magnitude faster than the background etch rate.
A detailed investigation of laser-enhanced electro-

depositions was subsequently undertaken to eluci-
date more fully the mechanisms giving rise to the
large observed plating enhancements [3]. For this

PotentlostatRecorder

Abstract
Lasers can be used in several ways to bring about a large enhancement

in therateofboth deposition andmaterial removalonaverylocalizedscale.
The local rate enhancements using a focused beam make it possible to
produce patterns as small as 1 J.Lm or less without the use of masks. This
paper describes theuseof lasers toobtain patterns usingplatingandetching
techniques. Theenhanced rates resultfromaccelerated electrochemistryand
mass transport of the electrolytic solutions resulting from local heating
produced by laser absorption at the workpiece-electrolyte interface. Ex-
amples of laser electroplating include results for nickel, copper, andgold
withrates ashighas -1-5 um ]«. This is -3 orders ofmagnitudehigher
than conventional electroplating rates. Similarly, high rates of electro-
etching have been observed, particularly for such metals asstainless steel.
Several applications of thistechniquewillbedescribed, particularly as they
pertain toVLSIcircuit boards andconnectors.A recent modification of the
laser plating technique combinesa laser with a high-velocity jet ofelectro-
lytetoobtain stillhigher rates ofdeposition . This scheme will be described
in somedetail for goldandcopper plating withobserved ratesas highas 20
and50 um [s, respectively, for the two metals.

Laser-enhanced deposition and etching are tech-
niques of increasing interest in the area of micro-
electronics as a means for achieving maskless pat-
terning for circuit design and repair . These techniques
allow localized areas to be accessed for either deposi-
tion or removal of material without the costly and
time-consuming process of any number of litho-
graphic steps normally required to obtain patterning.
In the present discussion, we will limit ourselves to
material processing in a liquid environment. The local
rate enhancement of the process is due to thermal
effects produced by focused laser radiation absorbed
at the liquid-solid interface [1]-[6]. Localization is
controlled by the size of the focused laser spot,
the speed with which the laser moves relative to
the workpiece undergoing plating or etching, and
thermal parameters of the workpiece. The plating
and etching processes to be described are generally
nonlinear with temperature so that very large en-
hancements can occur locally. Simultaneously, some
background plating or etching occurs in those regions
not subject to the laser radiation but at rates that are
orders of magnitude smaller. Patterns can be traced
by means of relative motion between the laser and
the workpiece in one of several possible ways. For ex-
ample, a scanning mirror can move the laser relative
to a fixed substrate, or a stationary beam can be made
to scan along a substrate attached to a computerized,
movable XYZ arm. The laser wavelength is chosen
so that minimal optical absorption occurs in the
liquid (electrolyte) with substantial absorption in the
substrate.
Experiments to be reported here have been under-

taken using a continuous wave (cw) argon ion laser

Reprin ted from IEEE Circuits and Devices Magazine. Vol. 2, No. I, pp. 57-60 , January 1986.
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study, the system Cu/Cu ~.~ was used together with
special microelectrodes designed to obtain plating
current-voltage relationships, both with and without
laser irradiation (polarization curves). The active
cathode area was approximately equal in size to the
incident focused laser spot, from 200 to 500 JLm in
diameter. As shown in Fig. I, the three-electrode
system was used to obtain the values of the cathode-
reference electrode potential difference. This repre-
sents the potential drop or overpotential occurring
across a narrow region of electrolyte in which the
electrochemical dynamics occur. These studies re-
vealed that the laser has an important effect over a
wide range of overpotentials. At low values, where
the plating rate is limited by electrochemical kinetics,
a local increase in temperature leads to more rapid
kinetics expressed by Arrhenius-type terms in the
equations relating the current to the overpotential.
At higher overpotentials, plating becomes mass-
transport controlled; that is, the plating rate is limited
by how fast the locally depleted ions can be replen-
ished. In conventional electroplating (etching), the
ion replenishment occurs via diffusion driven by the
concentration gradient. With the addition of laser
power (on the order of 103 W/crrr'), the electrolyte-
cathode interface becomes heated to temperatures on
the order of 50-100°C above ambient, depending of
course on the substrate's thermal and optical parame-
ters. This gives rise to large temperature gradients
and strong fluid convection currents, which are
equivalent to a local microstirring of the electrolyte.
This provides ion replenishment, hence the high
plating rates.
There is an additional effect that the laser heating

causes to enhance plating rates, namely a local shift in
the value of the rest potential. Although the thermo-
dynamics of this effect will not be discussed in detail
here, it can be described in terms of a local effective
potential at the liquid-solid interface, which is
temperature-dependent. Absorbed laser radiation in-
creases the temperature locally and causes a local
potential change. This gives rise to a potential differ-
ence between the he~ted and unheated regions. This
potential difference represents a local thermobattery
and can cause local plating and simultaneous etching
without the application of an external EMF. For
certain electrolytes such as copper sulfate, the laser-
heated region undergoes local plating [3], [4]. How-
ever, overall charge conservation is maintained by
simultaneous etching from the relatively large un-
heated (cooler) regions, but at a much slower rate.
This simultaneous plating-etching phenomenon is a
special form of exchange plating, a type of plating
commonly observed when a metal is submerged into
a solution containing ions more noble than that of the
metal. For a metallized glass substrate undergoing
thermobattery deposition, plating continues in the
laser-irradiated portion until a narrow peripheral re-
gion is fully etched away, producing an electrically

isolated central spot. For certain metal-electrolyte in-
terfaces, the thermobattery has the opposite polarity
and thus produces plating in the periphery with etch-
ing in the centrally heated region. This effect has been
experimentally observed for a nickel-plated substrate
immersed in a NiS04 solution [3].
Our recent interests have centered on obtaining

high-speed gold patterning using laser-enhanced
techniques. Gold is especially important in the micro-
electronics industry since this metal is used to provide
electrical contact surfaces on both circuit boards and
pin connectors [7], [8]. With conventional plating
techniques, masking of contact parts is particularly
problematic and expensive. Consequently, masking
is often not used. This results in gold deposition in
areas where it is not needed, a highly wasteful use of
precious metals. High-speed localized plating, such
as that afforded by laser-enhanced techniques, can be
utilized to bring about considerable cost reductions by
(1) reducing the amount of precious metal deposited
by limiting the plating to needed areas, (2) reducing
the amount of time needed to plate the part, and
(3) reducing the amount of space needed to accom-
modate the plating line. The space saving comes
about through the use of much smaller plating tanks,
which in turn results from the much smaller time
interval the part needs to be in the bath to reach the
desired plating thickness. This is particularly true for
parts moving along a continuous belt-driven line. The
smaller tanks also bring about an additional saving
through the need for a much smaller gold inventory.
Work on laser-enhanced gold plating on prede-

posited 2-JLm-thick nickel-coated beryllium copper
substrates, a material commonly used for connector
pins and pads, has led to plating rates as high as
1 JLm/s. Patterns in the form of localized spots on the
order of 0.5-1.0 mm in diameter serve as excellent
electrical contact areas and can readily be deposited
by the laser-enhanced plating technique. Depositions
have been made under a variety of electrochemical
and laser parameters. Examination of both cross-
sectioned deposits and top surfaces of the same de-
posits using scanning electron and optical microscopy
reveals excellent morphologies so long as the current
density is kept below a value that provides a con-
tinuous resupply of ions to the substrate (cathode).
Operation above this value, known as the limiting
current density, results in porous films with poor adhe-
sion; both effects due in part to evolved hydrogen
entrapped within the film.
A method to promote faster ion replenishment

(mass transport) in order to further increase the
plating rates for gold deposition has recently been
devised using forced convection [9] called laser-jet
plating. Here the electrolyte reaches the cathode in
the form of a free-standing jet stream emanating from
a small nozzle via a pressurized chamber with the jet
directed onto the cathode. The anode is contained
within the chamber and is electrically in contact with
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Fig. 2 General scheme for laser-enhanced jet plating. Nozzle with emerging jet is shown in (a). Region 11 is the stagnation region, that portion
of the stream that resupplies the cathode with ions. III is the boundary-layer region, a thin fluid layer thatcarries verylittlecurrent. The
overall scheme is shown in (b) with a description given in the text.

the cathode via the conducting jet stream. As shown
in Fig. 2, the laser is focused into the cell and directed
into the jet stream, the latter acting not only as a
source of ions but also as a light guide for the la-
ser beam. The cathode is attached to a computer-
controlled movable arm to provide relative motion
between the laser-jet and the workpiece undergoing
patterning. It has been found that under optimal
operating conditions, using a commercially available
gold-plating solution containing 4 Troy ounces of
gold/gallon, plating rates of up to 20 J-Lm/s can be
achieved with the use of 20 W of laser power aimed
into the jet. Even at these high plating rates, the de-
posits are found to be free of voids and well adhered
to the substrate. In contrast, samples prepared under
identical conditions, but without the laser, exhibit ex-
tensive void formation irrespective of film thickness
with extremely poor adhesion to the substrate. We
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believe that laser irradiation produces sufficient lo-
cal heating to partially anneal samples during film
growth while also providing an enhanced number
of nucleation sites to produce a denser deposit. In-
creased sites make void formation less likely, since
growth can proceed more uniformly. As previously
mentioned, the laser also helps to dissolve thin oxide
layers on the substrate, which results in improved
adhesion of the films undergoing deposition.
Laser-jet studies on copper deposition have also

been undertaken. These data differ somewhat from
those observed for gold in that the laser does not
increase the rate of deposition but does improve
metallurgical quality of the deposits [10] . This im-
provement is based again on a decrease in the number
of voids observed both in cross-sectioned samples as
well as in the smoother surface morphology. A lower
electrical resistance was found for the copper using



the laser-jet. The reason for the lack of a rate enhance-
ment with laser power is that the plating efficiency for
Cu/Cu" ' is already close to 100 percent below the
limiting current density. This means that virtually all
of the plating current is utilized to reduce the copper
ions from Cu++ to Cu", Thus, the plating rate cannot
be increased further. Jet-plated gold without laser ir-
radiation is only approximately 20 percent efficient.
For that system, the laser acts to (1) increase the effi-
ciency of the plating by reducing the available current
for side reactions such as hydrogen evolution, and
(2) improve the film quality [11].
In summary, experiments on laser-enhanced plat-

ing and etching have demonstrated the ability to ob-
tain local deposition/removal rates on the order of
from 102 to 104 times faster than the conventional tech-
niques standard in the industry. The laser absorption
also gives rise to improved metallurgical properties
and increased adhesion for laser-deposited films.
High-speed maskless patterning using both laser and
laser-jet plating techniques offers substantial tech-
nical and cost advantages. So far, the results dis-
cussed in this paper have been demonstrated in a
laboratory environment. It remains to be seen to what
extent these laser techniques find their way into
future materials processing technologies.
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pensiveor exoticoptics,and theyare also incapa-
ble of initiating efficient photochemical reac-
tions-two desirable features for material
processing. The discovery of the rare-gas halide

(RGH) excimerlaser in 1975
quickly changed this
situation. Therealization
of the technical impor-
tance of this laser re-
sulted in the first
commercial product only
a year later.

Today, excimer laser
ablationandetchingtech-
niques have found use in
applications rangingfrom
semiconductor process-
ing to correcting human
vision problems. Thisarti-
cle discusses these tech-
niques, as well as some
relevant engineering is-
sues.Theprogress ofexci-
mer lasers in patterning
technology is briefly pre-
sented , and the article

CHans BlohmlMasterflle concludes by discussing
several applications of abla-

tion and etching that have high potential indus-
trial useand significance.

Making aMark in Many Applications

From the earliestdays ofthe laser, scientists
and engineers have curiously explored
what happens when intense pulses of light
interact with solid surfaces . The re-

sults-e-often brilliant, some-
times catastrophic-were
sufficiently interesting to
generate research efforts
that continue unabated to
this day.

The technological po-
tential of pulsed-
laser/solid interaction
was soon realized, and ef-
forts were centered on
ways to produce "con-
trolled" laser damage of
surfaces that would prove
beneficial. These efforts
were clearly successful ,
and pulsed lasers, mainly
ruby, YAG, and COz, have
been used for more than
twodecades to drill, weld,
and cut a variety of mate-
rials. Although industri-
ally useful , these
long-wavelength lasers are
incapableof producing high-resolution features
(on the order of 1 urn) without resorting to ex-

Reprinted from IEEECircuitsand Devices Magazine, Vol. 13, No.2, pp. 11-18. March 1997.
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Excimer

cal mechanisms such as vaporization, spallation,exfoliation, or
shock effects. Ablation is oftenperformed in vacuumor air. Ex-
amples include polymer ablation, removal of thin metal films
from an insulating substrate, and depositionof high-T, super-
conducting thin films byablation of bulk targets. Table 1 lists
several materials that undergo ablation by excimerlaser radia-
tion [21.

Etching, by contrast, is a chemically assisted laser removal
process that results from laser irradiation in conjunctionwith a
gasor liquid(or evena solid) that reactswith the material being

Exclmer
la8ef

Sample
Silica

-~-~M-- - --J~._-.-w-- -- -I
Imaging Aperture '- _

or or
Focusing Mask
Lena

1.Schematic ofapparatus for perfoming excimer laserablation or
etching. Ablation is oftenperformedin vacuum, while laseretching re-
quires thepresence ofanetchant(usually agas) in the cell.For film
deposition, a substrate is placed inside the cellnear thesample target.

Excimer Lasers
Excimer lasers are basedon the electronic excitation of a mo-
lecular gas. This results in the emission of high-intensity.
short-duration pulses of ultraviolet light II] . Commercial de-
vices can emit up to 1 joule in a singe pulse of J5-30 nsec dura-
tion. Light is emittedat oneoffi vediscretewavelengths ranging
from 193to 351nrn, depending upon the gas mixture used.This
deepUV output is readilyabsorbed bymaterials and can initiate
photochemistry in a broadrangeofgases and liquids-desirable
characteristics in laser etchingapplications. Light at thesewave-
lengths can also be patternedwith speckle-free. sub-micron ac-
curacy,which explains the semiconductor industry's interest in
excimer laser lithography. The high intensity trVpulses permit
largeandveryrapidsurface-energydepositions of103-106 Jzcm' .
conditions underwhichmanymaterials breakdownand ablate.
Because the RGH laser's active material is gas, the device can be
fired at high repetition rates. Several hundred millijoules per
pulseat 1000Hzmaybe possible in future devices. Thehigh in-
tensityandhigh repetitionrate result inhighaverage power out-
put,with 100watt lasers currentlyavailable.Afinaladvantage is
largebeamarea.Beamsofup to 10cm2 emitteddirectlyfrom the
laser are available, facilitating large-area processing.

As a result of the excimer laser's strengths. many materials-
processing capabilities have been demonstrated over the last
decade [2J . In addition to precision ablation and etching, exci-
mer lasers have been used for sub-micron lithography. pat-
terned material deposition from both gas-phase and solid-state
precursors, selective doping of semiconductors. texturing of
surfacesforadhesionpromotion, surface planarization for topo-
graphiccontrol inmicroelectronicfabrication.anddepositionof
thin filmsby ablationof bulk precursors. Several of these appli-
cations willbe discussed later in the article.

Ablation Versus Etching
In excimer laser processing the terms ablation and etching are
often used interchangeably, but there are discernible physical
differences even thoughasimilarexperimental apparatus isused
forboth techniques (see Fig. 1).Ablation refers tomaterialbeing
ejectedby the sole interaction of the high-intensity laser pulse
withthematerial.Ablation is usuallydescribed in termsofphysi-
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Table 2. Examples ofMaterials Etched by
Excimer Laser Radiation and

the Listed Chemical
:I EtchRate Fluence

Material x (nm) Chemical AI
(mJIcmz)( pulse)

I
aluminum 308 Clz 1000 500

Brz (liq.)
500

Copper 308
(Almln) -

Copper
Ciz248 100 200

Molybdenum 193 NF3 0.2 60

Tungsten 193 COFz 0.5 80

c-slllcon 308 Clz 0.1 300

Poly-silicon 193 NF3 0.5 250

Gallium
HB,193 20 20

Arsenide I

Gallium
HNO:!248 1 20

Arsenide

Indium
CH31/Hz248 5 600

Phosphide

Glasa 248 CFzBrz 1 1000

Pyrex 193 Hz 1500 500

processed. Etchingcan bea more controlledtechnique than ab-
lation,offering greatermaterialselectivity and lowerlaserinten-
sities. Representative applications include 248 nm etching of
silicon in the presenceof gaseous chlorine, etching ofsilica by
excimerlaser excitationof gaseousCF2Br2, and etching of gal-
lium arsenide using liquid etchants such as KOH, H2S04, and
HN03[3).Table 2 listsmanysubstancesthat havebeenetchedby
excimerlaser radiation [2).

Ablation
Generally, there are two classes of laser ablation mechanisms:
thermal and electronic (or non-thermal). Thermal processes
rely on an intense laser pulse to very rapidly heat a surface at
rateson the order of1010Klsec. Theseprocesses canproduceex-
pansionandvaporization fromsolidandmeltedregions.Hydro-
dynamicexpansion is particularlyapt in ablation of biological

tissue that contains water. Laser heating of the water creates
veryhigh pressuresthat cause the tissue to break[4). Ifmelting
occurs, liquid dropletsmaybe acceleratedfrom the surface by
hydrodynamic sputtering [5). Similarly, "backward" momen-
tum transfer to the molten surfacefrom rapidly escapingparti-
clescan causematerial splatter in a phenomenonknownas the
"piston" effect [6J . Alternatively, the transientlymeltedsurface
maybecomecoolerthan themeltedsub-surface regionsbecause
ofevaporation.Thisnon-equilibriumsituation maycausemate-
rial to explode outwardas the hotter sub-surface region rapidly
expands against the coolersurface [7) .

Rapid heating mayalso cause ablation due to exfoliation or
spallation. In a solidcomprised oflayers ofmaterialswith differ-
ent thermal properties, exfoliation mayresult fromthe thermal
shock occurring when heat attempts to rapidly flow from one
layer to another. Cracking or breakingat this interfacemayoc-
cur. If a mismatch in mechanical properties also exists (at an
air/solidinterfaceforexample), then spallationmayoccur.Rapid
heating ofthe solidwillcause internal tension due to reflection
ofa thermal pressurewave at the interface. If the tensionstress
exceeds the mechanical strength of the material, breakage and
spallationoccurs [8J .

Electronic mechanisms do not principally rely on heating.
Two of these quantum-type processes have been discussed
widely. In the first, laserphotonsexcite(by either singleor mul-
tiphoton absorption) and break the bonds of the solid, causing
ejectionofmaterial [9). In the second, photo-excitation (again,
single or multiphoton) creates electron-hole pairs. Once cre-
ated,the potentialenergyofthe pairmaybecoupleddirectlyinto
kinetic energyofthe atomsvia a radiationless pathway. Theen-
ergizedatoms are able to overcome the surfacebindingenergy,
and material is ejected [10).

Laserablation of a givenmaterial can involve both thermal
and electronic mechanisms. For example, during the interac-
tion of the leadingedge of the laser pulsewith the solid, non-
thermal processes maypredominatebecausesignificantheating
has not yet occurred. As the rest of the pulse is absorbed, the
temperature rises rapidly and thermally activated mechanisms
may commence. It should be noted that laser excitation of a
stronglyabsorbingsolidwillalways result in substantialheating
regardless of the ablation mechanism.Although non-thermal
processes mayoccur, there is no way to "turn-off"the thermal
processes. Which type of process becomes dominant is ulti-
matelydeterminedby the detailedchemistryand physics of the
solid.

2. Schematic depiction oftheevents occurring in polymerphotoablation.
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Excimer-Iaser ablation of organic polymers is particularly
significant [9] . UV photoablation ofpolymers wasdiscovered in
the early1980s byresearchers in both the U.S. and Japan. Since
then, the process has spurred intensescientific and technologi-
calinterest because: 1)littleor nothermaldamage isobserved in
the areasurroundingtheablatedregion,2) largeablationdepths
per pulse are produced, and 3) both spatial patterning and the
ablateddepth can be controlledprecisely.

Polymer ablationdepends on twokeyconditions,asshownin
Fig.2.First the polymer must absorblight stronglyat the laser's
wavelength. Clean, precise ablation usually requires linear ab-
sorptioncoefficients ofat least104cm-1. Second,ablationoccurs
onlyafter the polymer hasabsorbed aminimumenergyperunit
volume, i.e., the laser intensity must exceed a threshold value
[11]. Ablation is easily produced in polymers. DuPont'sKapton,
for instance,willablateat a rateofapproximately 1500Npulseat
a 248nm fluence of0.5 J/cm2using a 20 nsec pulseduration.

In general, the easewithwhichablationcan be initiatedde-
pends upon the thermal, optical, and quantum-mechanical
properties of the solid. Two key factors are the absorptivity and
thermaldiffusivity.Copper, for example, ishighlyabsorbing,but
thick samples still require an incident fluence of 1-2 J/cm2 for
ablationto occur.Thisisbecause the laser-supplied thermal en-
ergy is quickly removed from the irradiated regiondue to cop-
per's high thermal diffusivity. In contrast, thin copperfilms (on
the order of 103 A) on insulatingsubstrateswill easilyundergo
ablationat f1uences of approximately 0.1 J/cm2. Here, the ther-
mal energy is confined in the thin film by the dielectric and is
thus available to produce ablation.

Siliconisalsoa goodexample ofthe importanceofabsorptiv-
ityand thermal diffusivity. Both crystalline andamorphoussili-

con possess very high absorption coefficients at excimer laser
wavelengths.Crystalline silicon, withthermalpropertiessimilar
to that ofcopper, has a 248nm ablationthreshold near 1J/cm2

for thicknesses very much greater than silicon's characteristic
thermaldiffusion length (about3 11mfora 20nsecpulse). Amor-
phous siliconhasa thermal diffusivityapproximately twoorders
ofmagnitudelessthan crystalline silicon'sandwillundergoab-
lationat a 248nm fluence of less than 0.1 J/cm2•

Thermal insulating materials, which havevery low thermal
diffusivities bydefinition, mayor maynot ablateeasily, depend-
ing upon their absorptivity. Si02, for example, is verytranspar-
ent and requires a substantial f1uence prior to ablation (which
makesit a useful UV optical material) . CuCI (cuprouschloride),
in contrast, is highlyabsorbingand requiresonlya mildfluence
to undergoablationat 248nm (2:25mJ/cm2) [12] .

These ideas on absorptivity and thermal diffusivity are quali-
tatively summarizedin Table 3,whichdisplays the relative 248
nm ablation efficiency (depthremoved per incidentf1uence) for
several materials. Those substances that havea largeabsorption
coefficient andsmallthermal diffusivity generally possess ahigh
ablationefficiency.

Etching
Pulsedlaser etching has manyof the samephysical interaction
mechanisms as laserablation. But laseretching requiresan ac-
tive mediumto be in contactwith the solidsincechemical reac-

0.1
:J
Q.....-s
::
~
~ 0.01w

•••

0.001 -'-----....~.......--~
0.01

3. Etchrateversus incident fluence for chlorine etchingof crystalline
silicon at 248 and308nm. In the high fluence regime (I), the etch
mechanism is dominated by surface melting. The low fluence regime
(Ill) is dominated by lowtemperature photochemical processes. Re-
gime II is transitional between thermalandnon-thermal effects.
Reprinted withpermission from: W. Sesselmann, E.Hudeczek & F.
Bachmann, Journal of Vacuum Science & Technology, Vol. 7,No.5,

p1284-12941989. American Vacuum Society.

107



tions serve to initiate the laser material removal process. The
input energyrequired to initiate these reactions can berelatively
small, soetching isoften chosen over ablationwhenever it isde-
sirable to minimize the thermal loadingon the system-assum-
ing an appropriate chemicalsystem can be found.

Laser etchingoccurs in the following steps: 1)formation ofa
reactive chemical species; 2) reaction of these species with the
surface to fo rm products containing the substance to be etched;
and3) removal of those products from the surface. The excimer
laser mayplaya role in anyor all of the steps, andmaydo sovia
thermalor non-thermal means.

Metals, semiconductors, and selected insulators have all
been etched using excimer lasers in conjunctionwith an appro-
priatechemical.Becausehalogens(F, CI ,Br, I) react rapidlywith
many substances, pure halogen gas or gaseous molecules con-
taining a halogen atom are commonly used as the etchant
chemical.Anextensively studiedsystem isexcimerlaser etching
ofcopper in the presence ofchlorine gas[13J.TheClzspontane-
ously reacts with copper to form aCuClx complex having a very
low room-temperature vapor pressure. Excimer laser photons
remove the CuClx layer through non-thermal photodesorption,
and thus produceetching.Becausehalogenatomsdiffusedeeply
into polycrystallinecopper, largeetch rates ofup toseveralhun-
dredNpulsecan be achieved.

Etching ofa crystalline siliconusing Cl2vaporproceeds at a
much slower rate (:s1 Npulse)since onlysurfacemonolayers of
SiClx can form [14] . Figure3 depicts an etch rate curve for sili-
con and the evidence for thermal and non-thermal etching re-
gimes. Fluorine-containing compounds can produce silicon
etch rates as high as severalNpulse.

Weaklyabsorbing insulators such asquartz undergo etching
only at relatively high f1uences (hundreds of ml/crrr ) and at
small etch rates of no more than 1Npulse [15J . Such low etch
rates are usuallya clear indication that the chemicalinteraction
is limited to just the top surface layers.

Engineering Aspects
Semiconductor processing, microelectronic device fabrication,
and treatment of human vision problems, offe r some of the most
excitingapplicationsofexcimer laserablationandetching.But,as
with any engineering effort, there exist a number of issues that
must be addressed prior to the successful implementation of an
excimer laser processing tool.Ideally,an excimer laserablationor
etching techniquewould possess the following attributes:

• Relatively low pulse f1uences producing large removal
rates.

• Use of near-UV wavelengths (308 or 351 nm) for simpler
optical requirements.

• For etchingsystems, process initiation byphoto-activation
ofa surface-absorbed species for the highest possible spa-
tial resolution. (Gas or liquid phase photoactivation will
permit diffusionofthe reactivespecies andmaylower reso-
lution.)

• Volatile products to avoid redeposition and debris forma-
tion.

• Highmaterial selectivity (the ability to ablate or etch one
material in the presence of a secondmaterial.)

• Ablation andetchingproducts, and etching reactants, that
are non-toxic and safe for handlingand disposal.

As expected, fewmaterials possess even a majority of these
qualities. In addition, the excimer laser must fulfill require-
ments of its own, such as long gas lifetimes, reliable operation,
pulse-to-pulse output energy stability, and spatially uniform
beam intensities. With the increasing demand for "industrial"
systems,excimer lasersmeetingmanyofthese requirementsare
nowoffered commercially.

Efficient material removaldepends on the characteristicsof
the material to be processed. The absorption spectrum of the
material is one of the chief factors in assessing ablation effi-
ciency. For etching applications, the spectrum of the chemical
medium must also be considered. If the excimer laser wave-
length matches a region ofstrongabsorption, therewill be effi-
cient coupling of light to the solid. Weakly absorbing materials
will be difficult to etch or ablate at acceptable rates or quality.

Once light is absorbed, the chemistry and physics of the pro-
cess must be such that an acceptable removal rate is achieved.
This rate can be determined by a plot of depth of material re-
moved per pulse versus incident f1uence (such as Fig. 3). The
rate usually increases with increasing f1uence if all other pa-
rametersare held fixed. Detailsof rateversus f1uenceallows one
to choose a suitable operating f1uence that will maximize the
amount ofmaterial removedwithout causingsubstrate damage.
Similarly, there is a tradeoff concerning laser repetition rate.
Maximizing the amount of material ablated or etched per unit
timewithout inflicting unacceptable heating levelson the sub-
strate requirescarefuloptimization. Commercialexcimer lasers
can fire at several hundredpulsesper second, enough to induce
intense time-averaged heating under the proper conditions.

The fate of the removed materialmust be considered. Asig-
nificant fraction of the etched or ablated products usually ends

4. Direct, high-resolution patterning (approximately 1Jimlinesand
spaces)ofsurfacesby excimer laser image projection using astandard
Kohler illuminationsystem anda lOxUVmicroscope objective. a)a

partially fluorinated organicpolymersynthesizedbyplasma deposition
from C'2F4 feedgas; b) crystalline copper etchedusing Cl; vapor.
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up on the processed suriace. on the vacuum-cellwall. or on the
cell window. There are very few materials that provide volatile
etchor ablationproducts that leave the surfacefreeofdebris. Ex-
ceptions are fluorineetchingofsilicon andablation ofpolyimide
in the presenceofhelium gas [16]. Usuallythe process designer
must select a suitable post-laser cleaning step. This may be as
simple aswashing the surfacewith an appropriate solvent.or as
complex as plasma-ashing the surface in the case of polymers.

Finally, the toxicity level of the chemical by-products is al-
ways an issue. Gas-phase products may be poisonous and must
be exhaustedviaan appropriatevacuum system. Solid products
mayalso be unsafe, requiring strict handling procedures.

Patterning Technology
Oneofthe greatadvantages ofusingdirected light forprocessing
is that the beam can be patterned. For materials that can be
etched or ablated with acceptable quality. direct patterning of
the surfaces is feasible. This type of "resistless" processing can
offer enormous savings in cost and time overstandard pattern-
ing techniques such as wet-chemical or plasma etching that re-
quire photolithographic processing 11i ).

Excimerlaser patterning is almost always performedUSIng a
masking technique. either projection or proximity, rather than
byscanning a focusedbeam.One reason isdue to the high diver-
gence and poor coherence of the laser. with the resultant poor
focusing characteristics.Asecond reason is the lowdutycycleof
the laser- only about lO,4(rfJ . Lastly, parallel processing is sim-
plymore efficient than serial processing.

The highest resolution yet obtained by excimer projection
ablation is 0.13 urn lines and spaces in hard carbon films [171.
This is impressive, but it was accomplished under controlled
laboratory conditions and does not represent achievable indus-
trial manufacturing resolutions. More realistic are feature sizes
of 111m or greater.which can beproducedover fie ld sizes of1-2
cm2. Figure 4 displays high resolution. excimer laser projection
patterning in both a metal and a plastic. In the past few years

5. Via hole created byphotoablationofKapton-tupe polyimide at 308
nm. The film thickness is 5 11m, andthe diameter is approximately

10011m. The siliconsubstrate can beseen in the open via.

6'. Shown are twomethods for direct excimer laser patterning ofcon-
ductivemetal lines. a) In subtractive etching, a thin film isdeposited
and then patternetched usingtheexcimerprojectiontechnique. b) In
the LIFT method, a thinmetal film ona transparent substrate isab-
latedusingpatterned laser light. The pattern is transferred to a target

substrate inproximity to the ablated film.

high-resolution patterning has alsobeen achieved by interfero-
metricmethods.Thismethodhas producedfeaturesizesofsub-
100nm in a polymermaterial [18) .

Applications

Microelectronics
Thereare a variety ofmicroelectronicapplicationsthat can util-
ize excimer laser ablation and etching. Among the most
straightforward is the creation ofviaholes, i.e., small openings
(1-100urndiameter)that are usually fabricated in dielectricma-
terials to permit electrical connections betweenmetal films on
either side of the dielectric. Insulators such as quartz, polymers,
andsilicon nitrideoften serveas the dielectricmaterial.Figure5
displays a via opening fabricated in the organic polymer
polyimide. Excimer lasers can provide clear and sharp fabrica-
tion of vias. and imageprojection technology can create a pat-
tern ofviasoveran entire surface in just oneexposure cycle [19) .
Ofcourse, via fabrication can be expanded to accommodate the
manyscientific needsforsmall holesinmetalfilms, such asnoz-
zles and apertures for electronbeams.

Amore intriguing application is the patterning of electrical
circuitry by subtractive etching/ablation, or by the laser-
induced-forward-transfer (LIFT) technique, a shown in Fig. 6
[20) . Insubtractiveetching,patternedexcimerlaserlight isused
to spatiallyetch a thin film of deposited metal to create the de-
sired pattern of conductive lines. LIFT accomplishes the same
goal by ablating a thin metal film in the desiredpattern offofa
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7. SEMphotographs ofan excimer laser strippedwire. a)Lowmagni-
fication view showing entire0.5mm striplength. b)High magnifica-
tionviewdisplaying the interface between thestrippedmetalandthe

remaining plastic insulation.

transparent substrate and having the material deposit onto a
nearby target substrate. The fidelity of the pattern can be re-
tained to a resolutionof 10-20 11m in the transfer process.

Pulsed Laser Deposition
The concept behind pulsed laser deposition (PLD) is simple
enough.An excimer beamisfocused ontoa targetwiththe result
that a high flux of ablated material is directed onto a nearby
deposition substrate. Depending upon a variety of conditions,
adherent and high-quality films can be achieved with growth
rates that mayapproach 0.5 11m perminute. PLD isan oldtech-
nique that has been studied since the development of high-
power lasersover30yearsago [21J.Theresurgence ofinterest in
this method in recent years is clearly due to its successin pro-
ducinghigh-quality thin films ofYBCO High-T, superconduc-
tors. Excimer lasersare the current laserofchoice forPLD since
the ultraviolet emissionprovides increased ability to break up
the target into its constituent atomsand molecules, and for its
ability to penetratesurface plasmas formed during the ablation.
Bothof these attributes are necessary to form high-quality de-
posited films. Otherimportantqualities ofexcimer laserPLD in-
clude "congruent" evaporation, and the ejection of ablated
material into a very narrow angular distribution toward the
deposition substrate. The former permits deposition of films
with the correct stoichiometry, while the latter allows for rela-
tively efficient deposition rates (21).

Particlegeneration is a problematic feature of PLD that is
difficult to solve. During the process, particles ranging in size
from0.1 to 5011m maybedeposited, causingdegradationofthe
growing films. Various techniques have appeared to combat
particle generation (21). Variations in thickness uniformity
also presents problems for PLD. Due to the forward-directed
nature ofthe ablationplume,there is inherent non-uniformity
in the way films are deposited. Researchers have resorted to
beamscanning, target rotation, increasing the target to sub-
strate distance,anda hostofother measuresto producefilmsof
more uniform thickness.

ThesuccessofPLD growthofsuperconductors hasspurreda
renewed interest in depositing films ofother substances.Avari-
etyofsubstances andmaterials have beendeposited bythis tech-
nique: PZT and other ferroelectrics, barium titanate (BaTi03),
zinc ferrite (ZnxFe3.x04), alumina (AI203), silica (Si02), amor-
phicdiamond, boronnitride(BN), andmetaloxides suchasMgO
and ZrO [2, 22J.

Micromachining
Most people are familiarwiththe ability oflaserstodrill,cut,and
weldbulkmaterials, and for theseapplications high power C02
and YAG lasers are ubiquitous. Yet there exist an increasing
number ofapplications wherethe layer-by-layerablationaspect
ofexcimer lasersproves ideal formachiningoperations. Particu-
larlyamenable are applications inwhichsurface features in the
1-100 11m rangeare required. Theshort pulsedurationcoupled
with the ultraviolet output results in a minimal heat-affected
zone.Thisleads to excellent edgedefinition anda highdegree of
precision. YAG andC02infrared lasersare usually notcapable of
precision edgedefinition on a small scale. Intricate patterns of
holes, lines, curved areas, etc., can be fabricated byan excimer
lasermachiningtool.The polyimide-via-ablationprocess men-
tionedabove isbut oneexample oflasermicromachining.Other
polymermicromachining applications includefabrication ofop-
tical fiber alignmentslots, patterningoftotal internal reflection
mirrors in optical waveguides, and creationofother waveguide
devices (2).

Wirestripping
Compared to mechanical, thermal, electric, or chemical means
of removing plasticinsulationfromsmalldiameterwires, laser
removal offers precision andspeed without the necessity ofcon-
tactingthematerial. Utilizing the techniqueofexcimer laserab-
lation of organic polymers, 248 nm removal of polyurethane
wireinsulationproceeds withmuchhigherprecision andclean-
linessthan does pulsed COzlaser wirestripping (23). Thestrong
UV absorption ofmostpolymer insulatorspermitslayer-by-layer
removal, while the short pulse duration minimizes heat flow.
Experiments performed on small-diameter magnet wire (-50
11m) have demonstrated the high quality of this technique. Fig-
ure 7 displays the highspatial precision and cleanliness ofexci-
mer laserwirestripping.

Corneal Sculpting
The success of excimer laser processing of synthetic polymers
and plastics hasopened up intenseresearchinto ablation ofbio-
logical materials. Excimer laserradiation, in particular, the 193
nm ArF laser, has produced precise, clean incisions in the cor-
nea,skin,andaorta (24).These resultssuggesta potential surgi-
cal role for the excimer laser, and several companies nowoffer
commercial excimer lasersproperly modified foruse in medical
environments.

The use of excimer lasers for photorefractive keratectomy,
more popularly known as cornealsculpting, holdsconsiderable
interest for people whoweareye-glasses or contact lenses (25).

110



Cornealsculpting has been used to correct severeastigmatism
in individuals, but it is in the correction of ordinary myopia
(nearsightedness) and hyperopia (farsightedness) that excimer
lasersculptingholdsits biggestpromise.Myopia existswhen the
corneacurvestoo sharply,focusing the light raysin front ofthe
retina so that distant objectsappearblurred.Whenthe cornea is
too flat, hyperopia causesthe light raysto focus behind the ret-
ina.Thisresults in nearby objects beingblurred.Formyopia, the
193nm laseris usedto precisely ablatethe central portionofthe
cornea, slightly flattening its curvature. In hyperopia, the laser
would hone away the periphery ofthe lens to increase the curva-
ture. Inorderto properly perform this surgery, the pulse-to-pulse
energy variationmust bevery small,and the beamintensitymust
bespatially tailoredto provide the correctablationpattern on the
lens.Needless to say, such requirementsmakemedical excimer
laserscostly. Butthe optimismthat surroundsa techniquepoten-
tially capable of freeing millions of people from having to wear
corrective lenses morethan outweighs the costfactor. In the U.S.,
FDA approval of this techniqueoccurredin 1995.

James Brannon is a member ofthe researchstaffat the IBM Al-
madenResearch Center in San Jose, California.
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aser beams,
part icularly those from UV lasers, can
cut , etch , and deposit mater ials in ways
not previousl y considered po ss ible .
Among the be st example s of these
opt ical techniques for manipulating
materials propertie s are those developed
for fabr ic ating advanced sol id-state
electronics circuits and devices [I] . Here,
the ultrasmall dimen sions of th e
individual devices and the complexit y of
the material s assembly pr ovide an

unparallel ed challenge to the fabricat ion
engineer.
This challenge has inspired many new

te chn iques over the la st de cade ,
including immediately practical methods
for drilling in printed circuit boards-the
first appl icat ion of excimer lasers on a
pr oduct ion line [2]. More subtl e
fabr icati on techniques arepromised for
the future. Optically patterned epitaxy,
for example. may allow direct growth of
laser or optical-device structures [3].

*Thiswa1< wassupportOO bytheDefenseAdvanced Research Projects AfP'CY/Air Fon:e OfficeofScientificResearch.
theAnny Research Office. andThe Semiconduct... Research Corporation

Reprinted from IEEE Circuits and Devices Magazine. Vol. 6. No. 5, pp. 25-31. September 1990.
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Laser processing has generally been
based on initiating a phase change or a
chemical reaction that modifies the struc-
ture or chemical composition of a solid
surface. Rapid heating of an insulator or
metal, for example, can melt the surface
and cause a desired reflow or smoothing
of the surface texture . In semiconductors,
laser heating can anneal or cause a dopant
to be incorporated in the heated area.
Among the many possible chemical opera-
tions are deposition of thin films, gas-
phase etching, and even electrochemical
deposition or etching in solutions. These
reactionscan be driven either thermo- or
photochemically.
Three general fabrication procedures are

used in laser processing. In the first (Fig.
Ia) , a laser is focused to a single spot on
the substrate to be worked. This spot can
be rastered across the wafer to generate a
pattern, a procedure termed direct writing
because the spatial location of the pattern
is not determined by a preexisting mask.
Direct writing is relatively slow because
each pixel must be generated serially and
the processing speed is low. Nonetheless ,
it is an ideal approach for making custom
or discretionary changes.
Focused laser beams are also the basis

for nonplanar processing (Fig. Ib), which
typically uses equipment very similar
tothat used for direct writing . Nonplanar
processing is essential when the topogra-
phy of the substrate to be processed is so
variable that a fixed-focus optical system
can not be used. Forming via holes in a
silicon wafer is a good example . Here, the
typical wafer thickness (about 250 11m) is
much greater than the depth of field for a
typical optical system. But with a simple
focused laser beam , one can compensate
for changes in the height of the structure
by smoothly adjusting the height of the
lens above the substrate during processing
[4).
For both of these focused laser-proces-

sing techniques , a cw laser is generally
preferred because it allows the highest
number of pixels to be processed per unit
time. If a pulsed laser is used instead, its
average power is severely limited because

1. Thereare three types of commonly used
laser chemical processing. Direct writing
(a) rasters a narrowly focused laser beam
across the substrate. Non-planar
processing (b) is similar, but has provision
for varying the beam 's focus when
topographic changes in the z direction
exceed the beam's depth of field. In laser-
projection processing (c), a wide -area
beam is projected onto the surface. A
beam that is prepatterned with a mask can
produce direct patterning of the substrate.

the single-pulse energy cannot exceed the
threshold for air breakdown.
In a third technique , a large-area beam is

projected onto a surface. If the beam is
prepatterned with a mask, direct patterning
of the substrate is possible . Without a
mask. there is uniform, i.e., flood, illumi-
nation . Because of the large area being
illuminated, pulsed lasers (such as excimer
lasers) can be used efficiently. Laser pro-
jection processes many pixels in parallel ,
and so it is compatible with conventional
semiconductor fabrication . In fact , since
patterning is done directly with the laser
beam . this type of processing can be
thought of as resistless lithography .
What makes laser sources useful in these
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fabrication techniques? For the focused-
beam techniques , the laser's very high
brightness is key. With a simple lens sys-
tem a laser source can project an optical
flux into a micrometer-sized spot that is
many orders of magnitude greater than
that from a conventional source . This
higher flux translates into a
correspondingly higher processing rate,
and also makes possible processes that
rely on nonlinear phenomena, such as
surface melting.
A second useful characteristic is the short
pulse length available from many types of
lasers. The short pulses can strongly irradi-
ate a substrate, yet only heat its surface.
This makes it possible, for example , to
melt only the upper layer of a semiconduc-
torwafer.
Third, lasers generally make better ultra-

violet light sources than do lamps in terms
of average power, monochromaticity, and
intensity. UV wavelengths are essential
formany materials processing techniques
because I) they can dissociate molecular
bonds in gases and condensed molecules
by a simple single-photon-absorption pro-
cess that produces no heat; 2) conversely,
they can produce very controlled ablative
processing because of the short absorption
depths common in solid materials at UV
wavelengths [5) . (In la ser-induced
ablation, energy is deposited in the
substrate faster than thermal conduction
can remove it from the directly irradiated
volume. When this energy is sufficient to
vaporize the volume, ablation occurs . A
short absorption length, which is typical of
UV light, allows well-defined ablation at
modest laser energy).
Finally, laser beams are highly collimated
and travel in straight lines . Therefore,
lasers are convenient sources for coupling
to a remote target.
The development of laser processing has

been accelerated by a substantial research
effort in the fundamental science of laser-
surface interactions . This basic research
has pointed out, for example, the physical
limitations on proposed processing tech-
niques and has suggested ways of improv-
ing existing methods of processing. This
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2. In laser planarization, the laser beammelts a surfacemade uneven by processing (a),
and surfacetension restores theplane surface(b), evenover a high-aspect-ratio deep via.

For designers of ASICs and other custom
chips, an important challenge is to develop
flexible methods that permit rapid
customization of the upper-level
interconnection " wires. " If such
techniques were available, they could also
be used for limited repair of IC metalliza-
tion when failures could be corrected in
the upper levels of the interconnects. Both
ofthese areas of interconnect technology
have now been addressed by laser
techniques.
Many of the problems encountered when

fabricating high-density interconnects are
associated with the topography of the chip
surface. In particular, because we require
highly conducting lines of small transverse
dimension, the line cross-section must be
thin but "tall." Further, these lines must be
formed by depositing metal within their
patterned high-aspect cavities in layers of
insulating material. The interconnects are
typically formed by blanket deposition on
the patterned insulator. But the structures
are extremely difficult to fill by conven-
tional means, which often leave the cross
section half-filled or containing voids,
particularly at the bottom of the structure
(Fig. 2a). Even after a successful deposi-
tion has been made on the patterned, thick
dielectric, the surface is left with a "hilly"
topography. Any attempt to do high-
resolution lithography on such a surface
will be limited because of the short depths
of field obtained with high numerical-
aperture optics . Therefore, the surface
must be planarized after deposition and
prior to lithographic patterning.
These problems can be resolved by rece-

ntly-developed laser techniques [6,7]. In
one of these techniques, a short-pulse laser
does transient melting of a substrate con-
taining a conventionally deposited metal
film (Fig. 2a). If the laser pulse is short
enough and the optical energy is absorbed
in the top layers of the deposited film, then
the optically induced melting will be con-
fined to the upper layer. After melting, the
surface tension on the molten surface will
establish a uniform horizontal plane, even
filling features in the surface such as high-
aspect vias and trenches (Fig. 2b). (This

GOLD

GOLD

advanced VLSI chip fabrication. The main
difficulty for designers of standard
memory and logic chips is developing
processes that allow multiple levels of
metallization separated by dielectrics
films, along with interlevel conducting
vias . To prevent unacceptable resistive
losses in the interconnections, highly
conductive noble metals or copper must be
used . Unfortunately, these metals are
difficult to pattern in fine-line geometries.

interaction of research and practical devel-
opment has produced a variety of success-
ful techniques that are impressive in their
own right, and also serve to illustrate the
powerful capabilities of laser processing.

Laser Metallization for VLSI
Packing electrical interconnects at suffi-
ciently high density to accommodate large
numbers of on-chip devices is one of the
most crucial and challenging areas of

114



planarization process is best achieved with
nonrefractory metals like gold and aluminum
that have moderate melting points.) The laser
planarization process also improves other
characteristics, such as metal-dielectric
adhesion and grain size. Laser planarization
has been achieved with several laser sources,
but the excimer laser is the most promising
because of its large-area beam and significant
pulse power, which allows single-pulse
planarization . Excimer lasers are also
attractive because their ultraviolet light
couples comparatively well into most metals.
And with short pulse lengths available from
most commercial excimer lasers, it may be
possible to planarize metals on top of
polymeric materials, which have low
threshold for thermal damage.

Pulsed heating to
dope and activate

UV excimer laser

3. In laser doping of silicon , a UV-Iaser pulse photodissociates a gas or an adlayer dopant
and simultaneously melts the silicon surface . The dopant diffuses into the melted surface.

Ultrashallow Doping
The rapid heating associated with a strong-
ly absorbed, nanosecond laser can be used
for other forms of processing. As silicon
IC technology advances , device
dimensions shrink not only laterally, but
also in the direction normal to the surface.
While current research suggests that laser
chemistry may provide a useful route to
controlled growth of ultrathin oxides (less
than or equal to IQQ1\), it is clear that
rapid surface heating with excimer lasers
is already a practical method for forming
ultras hallow doping regions in silicon. It
would be an attractive alternative to the
current method, a complex, multistep, ion-
implantation process.
Only several years ago, Deutsch and his
coworkers at Lincoln Laboratory discov-
ered that highly doped, ultrashallow re-
gions could be formed with exposure to
only a few pulses from an excimer laser
[8]. An ultraviolet laser beam was used to
produce transient near-surface melting
(Fig. 3) . When this is done , a gas
atmosphere photodissociation, thermal
cracking of the gas , or surface-adsorbed
molecules can supply doping atoms for
incorporation into the solid . (Suitable
precursor molecules include phosphorous
trichloride and diborane.) Incorporation of
the dopant atoms then proceeds by
diffusion into the liquid .

Deutsch and his coworkers used this
doping process to make large-area p-n
junctions for solar cells . Subsequently,
Sigman and his group at Stanford showed
that the shallow. highly doped reg ions
formedwith the addition of a modest low-
temperature annealexcellent source-drain
contacts for a MOSFET circuit [9]. They
have modeled and characterized the
technique to the point where it forms a
viable alternative to ion-implantation in
modern IC production.
A critical challenge to perfecting the

Stanford group 's technique was the devel-
opment of a compatible surface masking
proces s. which is needed because an
unpatterned exposure was used for the
doping process . Without a proper process
margin for the laser exposure. melting or
ablation of the mask occurs . Recently.
Sugioka and Toyoda have shown that
patterned doping in GaAs is possible with
the use of a projected patterned laser
beam . Such an approach would further
simplify the laserdoping process.

In-situ Processing
Processing advanced VLSI chips relies
increasingly on doing multiple processing
steps in a single vacuum envelope. This
approach, called "in-situ processing," at-
tempts to eliminate atmospheric transfer
steps. thus reducing airborne-introduced
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impurities . Some degree of patterning
typically is among the semiconductor
fabrication operations that must be per-
formed . Unfortunately, lithography pro-
vides at present the sole method of pattern-
ing in IC fabrication . And since lithogra-
phy is based on a sequential set of aqueous
operations. it is not useful for vacuum
operation. Fortunately, laser-projection
processing provides an alternate, resistless
approach to patterning. In addition, the
low -temperature and ion-free nature of
laser chemistry also provides processing
advantages which that may be useful even
for flood exposure.
Patterned projection processing has been

demonstrated for several of the techniques
already mentioned; in particular, patterned
laser doping of semiconductors and pat-
terned deposition of aluminum for
metallization [II, 12]. Another example of
laser projection patterning is patterned
etching of GaAs , a process first
demon strated by irradiating a GaAs
sample with ultraviolet light in a cell
containing halide gases [13] . The pattern
was defined by desorption of adlayers of
product molecules, typically gallium or
arsenic halide from the surface. Once these
were removed, the surface was bare and
more easily attacked by etchant atoms .
Recently, this approach has been carefully
refined and operated in an in-situ MBE



DIELECTRIC

Writing With a Focused Beam
By using a tightly focused laser beam, one
can initiate and control a micrometer-scale
chemical-reaction zone. Depending on the
details of the reaction chemistry, this pro-
cess can be used to dope, etch, or deposit
on the substrate. Used in conjunction with
a scanning system, the focused beam can
provide a set of microscopic "tools" for
circuit processing.
Repair is one of the most elementary

operations to be done in conjunction with

loss in manufacturing yield carries a heavy
financial penalty.
Excimer laser processing has had signifi-

cant impact on the manufacture of MCM
and MCM-like packaging. Perhaps the
most important result has been in the etch-
ing of the organic materials used in many
package designs. At ultraviolet wave-
lengths, precise submicrometer-defined
etching can be obtained by high-power
ablative removal of the polymeric material
[5]. While the exact details of the ablative
mechanism are still being explored, the
basic approach is to couple sufficient ener-
gy into the molecular surface prior to
thermal diffusion. Molecular bonds are
then broken and the material is removed
by supersonic ejection. Ultraviolet wave-
lengths are particularly effective because
the ultraviolet absorption depth in
polymeric compounds can be extremely
short, approximately hundreds of
angstroms at 193 nm in polyimide; thus
the threshold for ablative decomposition
can be achieved with relatively modest
incident fluence (see the accompanying
article by James Brannon.) This debris
from the ablative process generally
appears as gaseous products. Excimer-
laser ablation provides a simple, dry
method of patterning interlayer dielectrics.
Pattern definition can be achieved either
by patterning the laser beam or by using a
proximity mask. An important issue to be
resolved is that during ablation of
dielectrics some carbonaceous debris is
generated. This debris forms particles that
may reduce the yield of subsequent pro-
cessing steps.

l\tETAL
INTERCONNECT

METAL
INTERCONNECT

increase the interconnection density and
signal speed between chips. The MCM is
an intermediate step between the older
printed-circuit board and the as yet-to-be-
realized wafer-scale integration.
Fabrication of MCMs, however, is ex-

tremely challenging because they are pro-
duced from alternating layers of normally
incompatible materialstypically, metals
such as copper and dielectrics such as
ceramics and polymers. These modules are
now being patterned at dimensions ap-
proaching those used in integrated circuits,
yet their total surface area is
approximately one order of magnitude
greater than that of most IC's. Further,
unlike most integrated circuits, the
modules rely heavily on the use of a third
dimensiondepth into the packageso
dimensional tolerances must remain
constant over significant changes in the
"z" dimension. Finally, the complexity and
size of MCMs significantly increases the
cost per unit-approximately two orders
of magnitude greater than the chips-so a

MOL~~CULES IN GAS PHASI':

' ../

4. A multichip module (MCM) package can be repaired by laser. A break in a surface
interconnect can be repaired by deposition (top). A second approach first removes the
polyimide dielectric (solid beam, bottom). The break in the interconnect is then filled
(dotted beam, bottom).

Electronic Packaging
An important trend in integrated
electronicsis the adoption of multichip
module (MCM) packages; i.e., a carrier
that holds the bare chip and permits their
interconnection via multiple layers of
dielectric and metal thin films [15]. These
packages, which have been used in
mainframe computers for many years,

laser-processing system [14]. With this
system, monolayers of etched product can
be removed in one laser pulse, allowing
very precise etch definition. In addition, it
is possible to regrow material over the
etched area.
Another series of experiments has used

patterned laser illumination to define re-
gions for selective epitaxial growth [3].
Here, laser light is used to dissociate a
single molecular layer adsorbed on a singl-
-e-crystal substrate. Since the laser-induced
chemistry only occurs where the beam
impinges on the solid surface, the crystal
growth is patterned by the laser light.
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5. Laser liquid etching can produce an etch of smoothly varying depth.

AIGaAs

GaAs d

Outlook
The development of new laser-processing
techniques have heightened the interest in
industrial UV laser sources. For
example,techniques for generating intense
CW ultraviolet light for laser direct

tion layer for gate arrays. In addition, a
series of such photoresist operations has
been used in conjunction with an inter-
leaved stack of spin-on polyimide layers to
produce a semicustom MCM by a group at
General Electric Laboratories [18]. In
addition, laser direct writing of metal
using direct deposition of a metal film
from an organometallic precursor can be
used as an alternate method for ASIC
connection. It can also be used effectively
as a design tool for prototyping both GaAs
and silicon integrated circuits [17, 19].
Because focusing of a laser is extremely

simple, it is easy to adjust the focal point
in order to deal with gross changes in
surface topography. Thus, lines of constant
width have been written on the beveled
edges of chips positioned on a silicon
wafer substrate [20]. This technology
makes an all-silicon MCM possible.
Focused-laser processing has also been

used to produce devices for integrated
optical devices in lithium niobate and III-
V materials [22]. One method uses a form
of aqueous laser microelectrochemistry to
etch features in 111-V materials such as
GaAs and InP [22]. As a result of the
microscopic laser-beam diameter very
high local etch rates have been obtained,
allowing etching to be done over large
areas of the chip. When UV radiation is
used for etching, very-high-aspect-ratio
vertical walls can be formed on the etched
features [23]. Thus far, laser
microelectrochemistry appears to be an
extremely useful method for making
custom-waveguide structures for routing
light signals across a semiconductor chip.
Further, the ability to vary the etch rate as
the beam traverses the semiconductor
surface provides a useful fabrication tool
for making low-loss, integrated, vertical
and horizontal optical tapers and compact
couplers (Figs. 5, 6).

Depending on the technology envisioned,
either refractory metal (for fired ceramic)
or noble metal (for polyimide-copper)
must be used as the repair material.
Generally, the resolution requirements are
easily metlines typically approximate I
mil. However, step coverage over the
broken lines imposes a real challenge on
the deposition technology.
Laser writing for generalized use in

integrated circuits (or MCM manufacture)
has also been demonstrated and commer-
cialized [17]. In this case, as in electron-b-
eam writing, writing speed limits the
extentof processing. However, the
unparalleled ability to make computer-
controlled or discretionary operations
makes this approach extremely useful for
custom or low-volume circuits.
Laser writing is most easily demonstrated
in systems with chemical gain. Thus, laser
writing in resist has been used as a com-
pact tool for producing the final metalliza-

SCANNING
DIRECTION...

laser writing. It is important in mask-mak-
ing, integrated circuits, and packaging, as
well as in fabricating some active-matrix
liquid-crystal displays. Since repair
typically involves a modest total processed
area, even relatively slow writing
processes can be utilized. Laser repair has
long been a critical element in
manufacturing masks and IC's because of
the cost of the individual component or the
otherwise unacceptably low
manufacturing yield. Processing with
focused-laser-controlled reactions adds an
important new element to repair opera-
tions because low-temperature non-
thermal operations become possible, as
does simple additive deposition [16].
Instruments for both IC and mask repair
are commercially available.
The recent growth in the use of sophisti-

cated multichip modules for packaging has
spurred interest in package repair. since
the cost of each module is so high (Fig. 4).
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6. These aossections compare standard and laser, trench-defined parallelopticalwave-
guides (left). Coupling in the laser-written structure canbeachieved by reducing thedepth
of thecentraltrench to allowleakage of theevanescent waveguide modes (right).

writing are constantly being improved.
The industrial use of excimer lasers to
ablate holes in epoxy boards has
demanded development of an improved,
reliable excimer-laser tool to insure
adoption on the production line. The
existence of such truly industrial tools will
enable widespread uses of lasers in solid-
state electronics manufacturing.
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an
Thanks to developmental gains in the
PSM technology, optical lithography
is poised to cut fmer feature shapes and sizes

B.l. Lin

O ne area in which semi-
conductor technology
has made significant

progress pertains to the increase in packing
density and chip size . Lithography has been
the key among the many technologies re-
quired for such scaling , because it facilitates
early down-sizing of experimental devices
and aids the development of other down-
sizing technologies.More important, lithog-
raphy is used in every masking step, and thus
it has a signific ant impact on the cost of
semiconductor manufacturing . Although
exotic techniques such as the direct writing
of e-bearns have been used to fabricate ex-
ploratory devices , optical lithography
remains the workhorse of the industry be-
cause of its production readiness and
economy. X-ray , e-beam, and ion-beam
techniques have been explored for decades.
but none has been able to keep up with the
pace of packing density and chip size or to
show feasibility in building complete func-
tioning circuits. Fortunately . phase-shifting
mask technology is now at hand to propel
optical lithography to the next level of
performance.

Many avenues have been pursued to im-
prove optical microlithography. It is not dif-
ficult to see from the Rayleigh equation on
resolution,

The depth of focus inevitably decreases
when Aor NA is changed to improve reso-
lution. With A= 248 nm, NA = 0.6, and k:=
±O.5. the DOF becomes ±O.34 11m. Values
of DOF smaller than that are not usable ,
because of resist thickne ss, focus sensing
errors , device topography, chucking error
and absence of wafer flatness . Some other
techniques have been pursed to improve the
resolution and preserve the DOF (or even

that A. the actinic wavelength; and NA, the
numerical aperture of the imaging lens, have
to be reduced and increased, respectively, to
improve resolution. The latter has started
from 0.17 . through 0.28. 0 .35. 0.45, 0.55 ,
and is approaching 0.6; while the former has
been reduced from the mercury g-line of 436
nrn, briefly to the 405 nm h-line , then 365
nrn i-Iine, and the KrF excimer laser
wavelength of 248 nm. Even exploratory
works on the 193 nm ArF excimer laser
wavelength have been pursued . Using a k,
value of 0.8, which is commonly accepted
for manufacturing practice . a resolution of
0.3 11m can be reached by stretching Ato 248
nm. and NA to 0.6. This is the feature size
that can support manufacturing of 64M-
256M DRAMs and l6M-64M SRAMs .
However. the depth of focus (DOF) follows
the Rayleigh equation on DOF. i.e..

AW=kl -
NA (I)

DOF=b~
- 1NA"

(2)

improve it) for optical lithography. None of
these techniques rely on decreasing the
AlNA ratio. Some , such as reducing stray
light and vibration, restore lost contrast.
Removing reflections in the photoresist
layer reduces the large exposure latitude to
manageable ones, because optical inter-
ference in the resist film induces a large
variation in the exposure intensity .
Proximity corrections facilitate a common
exposure-defocus window for an arbitrary
combination of small feature sizes and
shapes .

However, the phase shifting mask (PSM)
technique, as well as illumination optimiza-
tion, can improve the contrast of the optical
image to improve the resolution and DOF.
The potential improvement is a reduction of
k; by between 0.15 and 0.3, with a tolerable
reduction in k2. That is, the DOF can be
maintained at ±0 .3411mwhile the resolution
is improved to 0.18 11m, with A= 248 nm,
NA =0.5, k; = 0.35 and k: = ±0.35, assuming
that the other improvements have already
reduced the usable k, from 0.8 to 0.65.

Operating Principles
Phase shifting masks take advantage of the
interference effect in a coherent or partially
coherent imaging system to reduce the spa-
tial frequency of a given object, to enhance
its edge contrast, or to achieve both. This
technique results in a combination of higher
resolution, larger exposure latitude, and
larger DOF. The shifting of phase is ac-

Reprinted from IEEE Circuits and Devices Magazine. Vol. 9. No.2, pp. 28-35, March 1993.
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reduces the spatial frequency of the electric
field so that it is less inhibited by the lens
transfer function and forms a higher-contrast
amplitude image at the wafer plane. When
this electric field is recorded by the
photoresist, only the intensity, which is
proportional to the square of the electric
field amplitude, can be recorded. Hence, the
reduced spatial frequency is doubled back to
the original frequency but the image has
much more contrast. Edge contrast is also
improved because the electric field must
pass through a zero to -1 amplitude, which
assures a zero intensity at the wafer.

1.The phase shifting layer introduces a difference in optical path. Here, the difference is 1J2.

This is the thickness required to induce a
1t shift. Because one popular phase shifter,
SiOz, has a refractive index of approxi-

Usually, a phase shift of 1t is desirable,
not only because the maximum difference in
amplitude, namely from 1 to -1, is achieved,
but also because this is the region of the sine
wave where amplitude differences are least
affected by small phase variations. In other
words, acoss/as is minimum at S =1t, under
which conditions Eq. 3 yields,

Attenuated Phase Shifting (Att PSM)
The Att PSM is another PSM approach that
applies to arbitrary mask layouts. It can be
implemented on either a transmissive mask
or a reflective one. The dark areas of the
mask can be phase shifted to 1t, but with an
attenuated amplitude to prevent producing

Subresolution-Assisted Phase Shifting
(SA PSM)
The Alt PSM method demonstrates the
potential of phase shifting. However, it re-
quires closely packed patterns to be effec-
tive. In actual circuit layouts there are many
situations where critical dimensions are suf-
ficiently far away from any adjacent patterns
to provide phase shifting. In order to provide
phase shifting for isolated openings such as
contact holes and line openings, subresolu-
tion phase shifters are introduced (Fig. 2c).
The dimension of these phase shifters is
below the resolution limit of the optical im-
aging system, thus, images cannot be
printed. Their sole function is to enhance the
edge contrast of the pattern of interest.

Rim Phase Shifting (Rim PSM)
SA PSM and Alt PSM are still limited by the
inability to provide phase shift to opaque
patterns. Rim PSM (Fig. 2d), overcomes
such a problem and can be applied to an
arbitrary mask layout. Here, phase shifting
only takes place at the rim of the mask
patterns. The center of the patterns is block-
ed by the absorber to prevent large areas of
negative amplitude from producing bright
areas where they are supposed to be dark.
Again, bright areas result from negative or
positi ve field ampli tudes because the
photoresist can only detect intensity which
is proportional to the square of the electric
field. Note that edge contrast enhancement
is now the sole imaging improving function
of these phase shifters.

PSM Approaches
There are many ways to introduce the phase
shifters to the mask pattern. Their configura-
tions and working principles will be dis-
cussed as follows. Reference of these
approaches can be found in [1].

Alternating Phase Shifting (ALT PSM)
This system is characterized by phase
shifting every other element in a closely
packed array. The Alt PSM approach is
shown in Fig. 2b, in comparison to the
binary intensity mask (BIM) in Fig. 2a. In
the former case, the electric field
amplitude is -1 at the shifted areas on the
mask. This -1 amplitude effectively

mately 1.5, a is now approximately equal to
the actinic wavelength. Note that the phase
shift can be any odd number of 1t, i.e.,
(2m+l)1t, wherem=O, 1,2, ... and that phase
shifting is relative. The extra higher refrac-
tive index material can be viewed as the
phase shifter, or the lower refractive index
air path can be considered as such. For
simplification of discussion, the extra layer
is often called the phase shifter unless
specifically defined otherwise. The imaging
improvements due to PSM can be easier
understood by examining each individual
phase shifting approach.(3)

(4)Aa=---
2(n-l)

8 = 21t~(n -1)A

complished by adding an extra patterned
layer of transmissive material on the mask
(Fig. 1). As light propagates through the
substrate and the extra layer, its wavelength
is reduced (from that in air) by the refractive
index of the substrate and the extra layer. If
we compare the optical path through the
extra material, and the path without it, there
is a difference of (n-l )a, where n is the
refractive index of the extra layer, and a is
the layer's thickness. The phase difference,
8, is
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too much light in these areas (Fig. 2e) . The
negative amplitude provides the desired im-
provement in image edge contrast, and the
attenuation prevents the negative amplitude
from becoming too large and subsequently
exposing the resist.

Unattenuated Phase Shifting (Utt PSM)
Transparent phase shifters can also be used
to improve the optical image without having
to use a mask absorber. The transparent
characteristics can be taken advantage of in
spatial frequency doubling, or to make an
opaque line image from the phase shifted
edge (edge PSM) as shown in Figs. 4f, and
4h, respectively . Sometimes the phase
shifted edge is covered with an absorber
stripe (Fig. 2i) to reduce the dependence on
the edge profile for narrow images and to
control the linewidth of larger images. This
covered edge (CED) PSM is not an Utt PSM
but shares the same working principle as
edge PSM. Packing CED PSM closely
returns the structure to All PSM .

Small phase shifter patterns in Utt PSM
become opaque patterns because the opaque
edges of these patterns are not resolvable
from each other. Hence, as shown in Fig. 2g,
small opaque features can be formed by this
sub resolution Utt Psm (SU PSM) and large
opaque areas can be synthesized with many
SU features .
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Pros and Cons of PSM Approaches
Alt PSM
The All PSM is the only known PSM ap-
proach that can achieve k; =0.35 for closely
packed patterns . The DOF is also very im-
pressive at such low k), Therefore, much
attention has been given to this approach.
However, one should be aware of the fol-
lowing characteristics:

Electk FieldonWater

--------.~ I ---..l..,.- - - -

( I) Requirements of reflection-control-
led resist systems:Even though the exposure
latitude is improved by All PSM at low ki,
it is still smaller than that given by unshifted
systems with high k.) , and cannot support the
large exposure variation caused by multiple
reflections in the resist , as previously dis-
cussed . A resist system is required that sup-
presses multiple reflections in the resist,
such as a top-surface imaging or multi-layer
resist system . Otherwise, the critical dimen-
sion control tolerance cannot be maintained.

(AI SU PSM

--~, ,.- - - -
• I
\ '

IntensttyonWaler

\I

,--s.-=2> ..1

(f) FreqU8f1CV doubling usillQUnPSM

(h) EdAe PSM (I) CEDPSM

2. Binary intensity mask and PSMs. BIM (a), All PSM (b), SA PSM (c), Rim PSM (d), Att
PSM (e), frequency doubling using Utt PSM (f), SU PSM (g), edge PSM (h), CED PSM (i).

(2) Unwanted dark lines with light-field
mask: Alt PSM works best with dark-field
masks where the absorber background
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can cover the phase shifter edges. In a light-
field mask, the phase shifter edges become
unwanted opaque images because they are
edge phase shifted , just as edge PSM (Fig.
3).

D Chrome

D Unshifted Opening

D Shifted Opening

Uncovered Edges of
Phase Shifters Form
Unwanted Dark Lines,

1

,
LFAIt

PSM

DF Alt
PSM

3. Unwanted dark lines in a light-field Aft PSM.

(3) The mask grid size has to be smaller,
causing problems in high pattern count, thus
high data volume.

(2) Mask writing requires resolution
much higher than that of 81M.

SAPSM
SA PSM can readily be combined with Alt
PSM to improve the image of isolated open-
ings, but its limitations are:

(I) The resolution potential is not as high
as Alt PSM; the minimum printable kl is
larger than 0.5.

(4) It is mathematically impossible to
achieve perfect alternation for arbitrary 2-
dimensional layouts .

(3) Uneven phase shifting because of
non-uniform packing: When the distance
between line edges becomes different, the
phase shifting improvement becomes non-
uniform . At large distances, the improve-
ment can be completely lost.

(4) Much room is required; an area
approximately 0.4 - 0.6 AlNA to either side
of a feature has to be reserved for SA phase
shifters, making a total extension of 1.6
AlNA in either x or y.

RimPSM
Rim PSM applies to any arbitrary layout and
is most effective for line and hole openings.
Unlike Alt and SA PSM, se lf-a ligned
fabrication of rim PSM is possible , making
a second aligned mask writing unnecessary.
However, its limitation s are:

(I) Exaggerated proximity effect; that is,
feature s of different shapes and sizes do not
share a common exposure window . Even
though each individual feature has a large
exposure-defocus latitude, none exists for
combination of features when proximity ef-
fects are severe.

A
V I Utt PSM

~

Phase Shifter
Utt PSM

/

[OJ~
/

hrome Rim PSM

~

DJ Rim PSM

4. A comb ination of rim PSM and Utt PSM (Courtesy by K. Nakagawa et al., Fujitsu Ltd.) The
combination scheme (a); 0.3 J.!m resist word lines on WSi, kr = 0.41 (b); 0.35 J.!m holes on
Si02, kr = 0.48 (c).

(2) Much room is requ ired .Feature open-
ings have to be larger than the desired image
by at least 0.2 AlNA and each rim is of the
order of 0.15-0.2 AlNA, making a total ex-
tension of 0.5-0.6 AlNA in either x or y.

(a) The combination scheme (c) O.351!m holes on Si~
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3LR Alt PSM

Phase Shifters

(3) Improvements of line-space pairs at
low k1 are negligible.

(4) The linewidth variation is extremely
sensitive in size variation of the rim shifter.

Aft PSM
Similar to rim PSM, the Att PSM is most
effective for line and hole openings, applies
to arbitrary patterns, can be self-aligned, has
proximity effects, and needs larger openings
that the desired images. However, it is better
than rim PSM in all aspects; Namely, the
DOF is larger, exposure dosage lower,
proximity effects less significant, and the
extra room required per feature is ap-
proximately 0.1 IJNA instead of 0.5-0.6
IJNA.

The difficulties with Att PSM are:

5LR Alt PSM

~1lI:: --.Ia ...1lI::---.-...
Etch Stop Layer

3LR Alt PSM

l===~I(e)
Ill:: -.:IIiI ...IJIIIIIIII:---.-...XL: ::IIIIJI XL: ::IIIIJI

Repair Layer

(d) ~ _

CRV Alt PSM

(a) [ Jr--l-- -. -- ~
Absorber

2LR Alt PSM

5. Crossection of CRV and MLR PSMs. CRV Alt PSM (a). 2LR Alt PSM (b). 3LR Alt PSM
structure to facilitate repair (d). 2LR becomes 3LR PSM to introduce etch stop layer (c).
3LR PSM becomes 5LR PSM to introduce etch stop layer (e).

(I) The mask blanks are not commercial-
ly available at large quantity and guaranteed
quality.

(2) New absorber patterning processes
may have to be developed.

(3) Perfect repair of defects at the pattern
edges is difficult. However, Att PSM lends
itself to less defect-prone fabrication processes.

Resist

6. Fabrication of AIt, SA, and CEO CRV PSMs.

o«PSM
Utt PSM can best be used in combination
with rimPSM (Fig. 4). In fact, exploratory
64M DRAM circuits have been fabricated
with such a combination [2]. Its improve-
ments on small opaque features is better than
rim PSM, and it automatically results from
the diminishing absorber areas as the feature
size gets smaller for opaque features.

However, composing an entire mask
using SU PSM is not practical. Similar to SA
PSM, the subresolution elements can be ex-
tremely burdensome in terms of pattern
count and high resolution mask making.

Edge or CED PSM are desirable when
the layout is looped because one single
edge form by a phase shifter cannot self-
exist. However, when the circuit does not
call for loops and edge PSM is used, an
additional masking level is required to cut
the loops.

It is not obvious that a single PSM ap-
proach can best deal with specific patterns.
In order to accommodate an arbitrary
design, the proper combination of ap-
proaches (composite PSM) is inevitable. In

u

After 2nd Exposure
I 1..-1--------.

After Chromium Delineation

Ready for 1st Exposure

After Nitride Delineation
,......----~----r'L-J U
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Resist

Substrate
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7.A self-aligned fabrication processforCRVrimandUttPSMs.

8. Repairing a double-7t MLRPSM.
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the foreseeable future, more and better com-
binations can be expected.

Fabrication ofCRVPSM
With a uniform quartz etching process, the
PSM can be carved from a conventional
chrome-on-quartz substrate for HIM.Figure
6 shows the fabrication steps for Alt, SA,
and CED PSMs. All the chrome patterns are
delineated conventionally, followed with an
aligned second exposure which opens the
areas designed for phase shifting so that the
quartz can be etched to the desired thickness
for phase shifting . The alignment need not
be extremely precise because the edge of the
phase shifters is covered by chrome patterns.

For the simple Att PSM consisting of a
single layer of attenuated phase shifter that
satisfies both the 1t-shift and the attenuation
requirements, the single exposure, develop-
ment and etching steps are similar to those
of HIM. When the transmissive absorber
does not provide the desired amount of
phase shift, it is etched first, and is followed
with self-aligned etching of the quartz sub-
strate to produce the CRY Att PSM. No
second-level exposure is needed . Fabrica-
tion of the CRY Utt PSM is even simpler.
One starts with an uncoated quartz blank,
images with resist and etches the quartz into
the depth for a 1t-shift .

Many different methods can be used to
fabricate the CRY rim PSM. It is preferable
to adopt a self-aligned process to avoid the

PSM Fabrication, Repair and Inspection
The fabrication process is strongly depen-
dent on the type of PSM chosen, the avail-
ability of a uniform phase-shifter etch
process , the choice of phase shifter materi-
als, alignment capability of a second-level
exposure, and the repair requirements. Two
major substrate types are now considered.
First, there is the carved PSM (CRY PSM),
with which the phase shifter is part of the
quartz substrate (Fig. 5). Phase shifting is
produced by selectively removing a prede-
termined thickness of quartz to facilitate the
optical path difference.

Second, there is the multi-layer PSM
(MLR PSM), which has a substrate con-
taining a separate phase shifting layer and,
most likely, an etch stop layer. An additional
layer to the so-called 2LR PSM has been
proposed to facilitate PSM repair [3). If the
phase shifting layers cannot be differentially
etched with respect to the quartz substrate,
additional etch stop layers have to be used,
resulting in 3LR and 5LR PSMs, as shown.
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9. Functional PSM inspection.

need of an aligned second exposure. In Fig.
7, the absorber and the desired thickness of
phase shifter is delineated just as in the case
of a CRY Att PSM. before the resist etch
mask is stripped, an isotropic chrome etch
creates the undercut in chrome to expose the
phase shifter rim [4]. Stripping the resist
completes the process.

Fabrication ofMLR PSM
A straightforward way to design a MLR
PSM is to have a separate phase shifter
between the absorber and the quartz sub-
strate (Fig. 5b). The phase shifter materials
must have a high etch selectivity with
respect to quartz. Except for Utt and Att
PSMs, etch selectivity from the absorber to
the phase shifter is also required. If no such
phase shifter ia available, an additional etch
stop layer has to be inserted, resulting in the
configuration shown in Fig. 5c. The fabrica-
tion steps are similar to those in of the CRY
PSM, except that the tight uniformity
tolerance of the etch process is now relaxed.
The tradeoffs are lower yield and higher cost
of substrate manufacturing.

For most PSM approaches, it is
preferable to have the absorber above the
phase shifter. Not only does this allow the
CRY configuration, but is also permits the
mask blank to be fabricated at the blank

manufacturer and saves the mask maker the
task of depositing a defect-free phase shift-
ing layer in a less suitable environment.
There are also optical advantages in reduc-
ing scattering and multiple reflections
caused by variation of the refractive index
and imperfect interfaces, However, the
shifter-on-absorber configuration is suitable
for the Att PSM. Here, the absorber serves
as an inherent etch stope for the phase shifter
either during fabrication or repair.

Repairing PSMs
Except for the shifter-on-absorber Att PSM
and Utt PSM, the absorber is not covered by
any other layer, and the repair of missing or
misplaced absorber is similar to repairing
BIM. However, when a focused gallium-ion
beam is used for repair [5], the gallium ions
implanted into the mask substrate cause
transmission loss. The subsequent gallium
stain removal process may induce phase
shifting errors. Laser repair is not suscep-
tible to staining but the edge definition ac-
curacy has to be improved in order to repair
defects at critical areas. In either case, a
differential etching process to remove the
phase shifter against chrome and vice versa
has to be developed. The lack of an additive
process for phase shifter may be overcome
by taking advantage of the fact that a shift of
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2n is equi valent to a e shift. Therefore, sub-
traction can be used to create the equivalent of
addition. However, light scattering from a
shallow edge is different from that for a deep
edge. Repairing a missing phase shifter defect
by etching the location to shift 2n can leave
dark lines at the boundary.

With either existing focused ion beam or
laser repair equipments, only the defect edge
can be viewed. The capabilities to evaluate
the amount of phase shifting and to detect
the etch end point are .needed. One has to
overcome these deficiencies of the repair
equipment or has to avoid repair by develop-
ing low-defect fabrication processes.

MLR PSM alleviates the problem of repair
end-pointing, just as it does the etch end point
problem in fabrication. The layers may be
configured to facilitate PSM repair. The repair
steps of adouble rt-shifter configuration [3] are
shown in Fig. 8. This further trades off ease of
repair with cost and difficulties in substrate
manufacturing.

PSM Inspection
In additional to inspecting defects similar to
BIM, the inspection of PSM defects include
missing or misplaced phase features, place-
ment and acuity of phase shifter edges, and
phase errors. Existing equipment can in-
spect, with little modification, phase shifter
edges not covered with the absorber. This is
possible despite the inability ofeither bright-
field or dark-field illumination to tum phase
changes into detectable intensity changes;
any uncovered phase shifter edge scatter
light to change the intensity there.

In order to measure the amount of phase
shift and the errors hereof, some means to
convert phase information into intensity in-
formation has to be used. Phase contrast
imaging or interference contrast can convert
phase distribution into intensity distribution
to be detected.

Ultimately, a functional inspection can
benefit PSM inspection, and perhaps even
PSM repair. An example of functional
viewing is shown in Fig. 9, where a small-
field IX objective using the actual imag-
ing wavelength is the key component. The
NA of this objective is nX less than that of
a nX stepper lens to simulate the mask side
of the imaging process. The projected
image is now nX larger than the wafer
image, which makes it easier to examine.
Care should be taken to ensure that the il-
lumination mimics the actual partial
coherence and pupil distribution.
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Tolerances
In addition to substrate transparency, ab-
sorber edge location, smoothness, and
opacity in BIM, the variation of phase and
tranm issivity of the phase shifter are of con-
cern with PSM . For Utt and rim PSM , the
edge location, profile, and smoothness of the
phase shifter are additional concerns. The
tolerance of the se parameters has to be
evaluated separately and interactivel y to
specify the mask writin g, measurement, in-
spection, and repair equipments, as well as
the mask fabrication processes.

Consider an example for the Alt PSM
approach operating at k;=0.5 (Fig. 10). The
normalizedDOF, k2. is evaluated as a func -
tion of phase shift and transmission of the
phase sh if te r. Assume a ± IO percent
tolerance of the minimum feature size at an
exposure latitude of 10 percent, which can
be supported by a reflection-controlled resist
system such as top-surface-imaging or
multi-layer resists.When a single layer resist
system is used, the exposure latitude re-
quirement increases to 30 percent. Using an
anti -reflection coating with the resist sys tem
reduces the latitude to 20 percent. Then, one
evaluates his particular DOF requ irement,
which consis ts of such factors as wafer flat-
nes s, chucking errors, res ist thi ckness,
topography, focu ssing errors, and lens field

curvature. Typically, a ±O.5 urn DOF is
required.An ultimateDOF goal of ±O.35urn
has been proposed . The tolerance can now
be determined using Eq . 2 for a gi ven set
ofAand NA. Even though the actual tolerance
has to be determined by the particular PSM
approach, the linewidth tolerance and the ex-
posure latitude requirements of a best, worse
and medium case is given here for Alt PSM.A
more detailed treatment of Alt PSM tolerance
can be found in [6].

(I ) At k I = 0.5 , and a DOF requirement
of ±0.5 urn, A= 248 nm, and NA = 0.7, the
min imum feature size attainable is 0.18 um
from Eq. I. If the exposure latitude require-
ment is 10 percent, the tr an smi ssion
tolerance is 15 percent and the phase toler-
ance is ± I0 percent. When a resist sys tem
other than top-surface-imaging or multi -
layer resists is used , the tolerance becomes
tighter because the exposure latitude is much
larger than 10 percen t.

(2) Atkl =0.35, and a DOFrequirement
of ±I urn, A= 365 nm, and NA = 0.5 to make
0.26 urn minimum feature s, the transmis-
sion tolerance is 10 percent and the pha se
tolerance is ±2 °.Tightening the transmi ssion
tolerance to zero onl y relaxes the phase
tolerance to ±3°.
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(3) At kl =0.35, and a DOF requ irement
of ±0.5 urn, A = 248 nrn, and NA = 0.5 to
make 0.18 urn minimum features, the tran s-
mission tolerance is 5 percent and the phase
toler ance is ±5".

Summary
The potential, workin g principle s, and ap-
proaches in phase shifting masks have been
shown. The tradeoffs ofeach approach, then
fabrication, inspection, repair , and toleran-
ces have been discussed . It is feasible to use
the phase shifting technology to impro ve
opti cal lithography to 0.18 urn feature size
with kl =0.35, A=248 nm, and NA =0.5.
Further resolution improvements are still
possible, but much development is required
to making phase shifting masks a manufac-
turing reality. CD
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The first integrated circuit. a phase shift oscillator. Courtesy of Texas Instruments.

Advanced Lithography
for ULSI

J. Bokor, A. R. Neureuther, and W. G. Oldham

Progress in lithography has always
been the key pacing item in the
drive toward smaller transi stors,
higher chip density, high speed,

and increased performance. In the early
1970s, contact and proximity printing were
used to print the first large scale integrated
(LSI ) circuits with feature size in the 10
micron range. In 1975, the Perkin-Elmer
projection aligner was introduced, an event
that can be viewed as the birth of pract ical
optical projection lithography and the very
large scale integrated (VLSI) circuit. Today,
high performance steppers, using ultraviolet
light and the world's most advanced optic s,
are being used to manufacture 64 Mbit
DRAMs and advanced microprocessor s
with minimum feature sizes of 350 nm.

On numerous occasions during this 20+
years of history , the apparent limits of optics
have been identified, and a halt to the pro-

gress in opt ical lithography has been pre-
dicted to be imminent. However, the reports
of the death of optical lithography have con-
sistently been exaggerated (apologies to
Mark Twain). The tremendous commercial
incenti ve for continued improvement of lC
technology has been the dri ver for a series
of innovations in optics that have time and
again overcome the predicted limit s. What' s
more, increasingly powerful computers
made possible by the improvements in IC
technology have played an important role in
the progress in optics, via sophisticated
computer aided lens design . Another note-
worth y factor in the development of ad-
vanced lithography optic s ha s been
improved metrology for characterizin g lens
aberratio ns using optical interferometry
techniques.

From today' s perspective, we see that
lens technology has advanced to the point

where lithographic feature sizes equal to, or
even smaller than, the wavelength of the
light used in the stepper can be achieved in
production. How far optical lithography can
go from here depends both on how short a
wavelength is possible and how close we can
come to the absolute limit of diffraction. In
this article, we will examine the current
thinking on these question s, and discuss
what might happen if and when optical li-
thography really can no longer be used.

Characterizing Optical Performance
Figure I shows a schematic diagram of the
optical system in a lithography stepper.
Crit ical parameters for lithography are the
minimum printable feature size, S, and the
focus range over which the image is ade-
quatel y sharp (depth of focus, DOF) of the
projection lens. These depend in tum on the
numerical aperture, NA, of the lens and the

Reprinted from IEEE Circuits and Devices Magazine. Vol. 12. No . I. pp. 11-15. January 1996 .
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(low k]) and depth of focus (high k2) are
being investigated using what are collec-
tively referred to as "resolution enhance-
ment" techniques. These enhancements
include modified illumination, phase-shift-
ing masks, and in-lens filtering. Each delib-
erately emphasizes the high spatial
frequency components that form the image.
This process may be thought of as wavefront
engineering to improve image fidelity at the
wafer.

Producing sharp images of small features
in projection printing is analogous to gener-
ating a crisp strike of a snare drum in a sound
system. The highest frequency sound waves
are best at resolving the strike of the drum,
just as the most off-axis waves in a projec-
tion printer (which, when they interfere at
the wafer plane produce the highest spatial
frequencies in the image) are best at resolv-
ing a small feature. The sound system is
fundamentally limited by the highest fre-
quency it passes, and so, too, is the projec-
tion printer. While the total bandwidth of a
sound system may be limited, improvement
in overall fidelity is possible by emphasizing
certain sub-bands of the allowed frequencies
using a graphic equalizer.

The resolution enhancement techniques
in optical lithography are basically different
approaches for implementing equalization,
in that they emphasize off-axis rays (high
frequencies) relative to near-axis waves
(low frequencies). The modifications to the
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Wavefront Engineering
Methods for making significant practical
improvements in the working resolution

2. Optical lithography trends over 25 years, andprojected continuation over the next 10years,
illustrating the contributions to progress from wavelength reduction, increase of numerical
aperture (NA) and the kl parameter.

S=kIA/ NA

DOF = k2A / (NA )2

actinic wavelength, A, and for diffraction
limited (ideal) optics are described by the
simple relations:

Li thographic
feature size is set
by the resolution,
so further reduc-
tion of feature size
could be obtained
by reducing kt , re-
ducing A, and/or
increasing NA. As
shown in Fig. 2, all
three strategies
have been pursued
simultaneously in
the past, and are
projected to con-
tinue for the fore-

1. Schematic diagram of an optical projection printing system showing seeable futur~ . ~e
. . . . severe reduction In

the source of illuminstkm, the ccltection of the source rays by the
. . . DOF associated

condenser lens, the mask which to convey Its pattern diffracts rays at . .
I d h . . I h' h . With this trend be-new ang es, an t e proiecuon ens, W IC collects ray out toamaximum .

acceptance angle and focuses them onto the wafer. comes a fornudable
problem, owing to
the fact that real wa-

fers are not perfectly flat to begin with, and
deposition and etching of thin films creates
topography on the wafer surface. To cope
with this problem, planarization of the wafer
across the image field must be used. Re-
duced DOFalso puts additional demands on
the precision of the stepper focusing system.

where k] and k2 are empirical constants
(both in the range of 0.5 to 1.0). They can be
theoretically calculated under special condi-
tions. For example, Lord Rayleigh showed
that the resolving power of microscope ob-
jectives is described by these equations with
k] = 0.61 and kz = 1. These values are
commonly referred to as the "Rayleigh
limit." In practical lithography, k] and k: are
generally dependent on a large number of
tool, resist, and process parameters, the type
of pattern being imaged, as well as the re-
quirements of the shape and allowed size
range of the developed resist profile . A k]
value of unity and a k2 value of 0.7 were
achieved within a few years after the high-
volume introduction of optical projection
lithography. Steppers used in production to-
day use the 365 nm "i-line" produced by
mercury vapor lamps, and have NA as high
as 0.65. Using k]= 0.6, a resolution of 350
nm is achieved in production. Further im-
provement of k] down to below 0.5 may be
expected in the future with improvements
owing to reduction of aberrations, improved
resists, and resolution enhancement meth-
ods including the use of phase masks.
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4. Comparison of a scanning electron micrograph of a projection printed resist image with the
design layout. emphasizing important differences such as line end shortening.

3. Filtering functions versus spatial frequency utilized by the resolution enhancement tech-
niques of modified illumination, phase-shifting masks, and in-lens filtering to emphasize high
frequencies.

Process Related Effects
The resist reaction to the incident image and
the pattern transfer process must be consis-
tent with creating well defined resist profiles
and device features . In effect, the optics

value for the minimum kl is 0.25 (half of the
minimum period) . But this is for a very
simple and systematic pattern. The basic rub
in practice is that designers want and need a
richness of layout pattern sizes, types and
orientations. In fact, enhancing the resolu-
tion of minimum sized features actually de-
grades features about 1.5 times larger. While
a slight improvement in resolution for the
small feature types is useful, the more sig-
nificant gains will come from IC designers
and lithographers working together to estab-
lish restricted sets of layout pattern shapes,
which will benefit from resolution enhance-
ment techniques to a greater degree .

Modified
~ illumination

o Frequency'.o

,
o

Lens
C pture

Convention
Hlumlnation

Binary
Mak

herently interacts with the light from the
desire feature which, in tum, affects the
feature size and even feature location. Very
elegant edge movement and intensity calcu-
lation schemes have been introduced based
on singular value decomposition methods
from communication theory to speed up the
OPC process from what was once thought to
be years to a few hours per square mm.

How much farther is it possible to en-
hance image properties, and what kind of
difficulties are being encountered? The ulti-
mate resolution of an optical system is re-
lated to the smallest spatial period (one full
line and space) that can be printed by inter-
fering two laser beams at the extreme off-
axis angles through the lens, and
corresponds to 0.5 IJNA. While the sharp-
ness of the interference nulls might be used
to make one feature type (line or space) 2 to
5 times smaller than the other, the average

spatial frequency spectrum that they intro-
duce are depicted in Fig. 3. The horizontal
axis, labeled frequency, describes the spatial
frequency, and is high for off-axis rays and
low for near-axis rays. In modified illumi-
nation, such as quadrupole illumination , the
high frequencies are increased and the low
frequencies are reduced by simply blocking
unwanted rays before they strike the mask.
The mask, which diffracts the incident light,
is assumed to be periodic . It basically acts
like a mixer and shifts the source energy into
weighted copies at each of the diffracted
orders . This mixing of the source spectrum
with the mask means that for particular com-
binations of the pattern period and the off-
axis illumination, a very dramatic emphasis
of the high frequencies can be obtained.
Modified illumination is now available on
commercial steppers and can enhance both
k; and k2 for certain geometries.

Adding a phase-shifting function to the
normally on-off properties of the mask in-
creases its ability to mix more of the energy
up to high frequencies . In fact, a 180 degree
phase-shift between alternate openings on a
periodic mask can even eliminate the energy
remaining in the low frequencies . The use of
phase-shifting masks (PSM) has been re-
viewed recently [I] . A weak form called
attenuating PSM, which uses a single layer
of 6-10% transmitting material with 180
degree phase shift, is ready for production
use at a kl of about 0.5. Another form of
weak PSM using edge (rim) shifters is also
emerging. Also under investigation is a
strong PSM approach in which alternating
openings are given phases differing by 180
degrees (known as the Levenson mask) with
potential for kl of about 0.4.

An in-lens filter can also produce a simi-
lar effect by attenuating the near-axis low
frequency components. In-lens filtering is
difficult to implement with existing expo-
sure tools because it requires access to the
pupil plane of the projection printer. Thus
far, it is receiving attention only at the labor-
atory level.

Other improvements include optical
proximity correction (OPC) . The task of
OPC is to precompensate the layout features
on a mask to help counteract nonideal effects
in mask making, imaging, resist processing,
pattern transfer, and so on. For example, in
imaging at high resolution , the low pass
filtering of the lens results in a spatial
spreading of the light at low intensity levels
into neighboring features . This spillover co-
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5. Schematicdiagramof an EUV lithographysystemshowinga laser-plasma sourceof 13nm
radiation, a 2-mirror condensersystem, a reflection maskwithpatternedabsorberon top,and
a simple2-mirrorprojectionsystem that images themaskabsorberpattern onto the wafer.

deliver a sine wave approximation to the
openings in the mask and the chemistry must
then convert these sine waves into square
resist profiles. An important final step is the
pattern transfer of the resist profile into the
device structure . A discussion of many of
the resist material and related etching issues
can be found in [2] and [3]. There is a very
complex interrelationship between the li-
thography exposure tool, the resist material,
its processing, and pattern transfer.

Integrating knowledge of resolution en-
hancement effects, optical proximity ef-
fects, resist dissolution, and pattern transfer
into an overall view point which spans both
IC design and process development is one
of the principle challenges in extending the
limits of optical lithography. For example,
Fig. 4 compares a scanning electron mi-
crograph (SEM) of a printed resist image
with the initial mask pattern. The resist pat-
tern in the SEM differs significantly from
the design, especially in that the terminating
line is foreshortened . The foreshortening in
this particular example is particularly severe
because both the optics and the resist proc-
essing contributions add. While IC design
and process development have been suc-
cessfully partitioned through the introduc-
tion of design rules, the savvy designer still
looks over the fence to find out what can be
exploited and what should be avoided.

Towards Shorter Wavelengths
Intense research is underway to continue to
reduce the actinic wavelength for lithogra-
phy. The wavelength region below about
300 nm is generally referred to "deep UV"
(DUV). Efficient, powerful, ultraviolet
lamps that operate in the DUV are not avail-
able . Fortunately, gas-discharge pumped
excimer lasers offer high powers at a selec-
tion ofDUVwavelengths, including 248 nm
and 193 nm.

A serious issue for DUV optics is the
severely restricted choice of transparent op-
tical materials. Fused silica is the optical
material of choice because of its homogene-
ity and its desirable combination of me-
chanical and thermal properties, allowing it
to be polished to high perfection. It is suit-
able for use at 248 nm, and probably at 193
nm. However, below 193 nm, absorption in
fused silica becomes prohibitive . Refractive
optical systems made from only a single lens
material have large chromatic aberrations ,
requiring special efforts to narrow the
linewidth of the laser source. This task adds

complexity and expense to the laser source,
and tends to reduce the available power. The
mostly-reflective approach of reduction
step-and-scan optics, pioneered by Silicon
Valley Group in the commercial Micrascan
system, is far more color tolerant. A signifi-
cant effort is underway to explore 193 nm
lithography with such a system.This optical
system incorporates some fused silica
elements .

One of the important issues that still must
be addressed is that radiation damage of the
fused silica is caused by long-term exposure
to 193 nm radiation. This damage takes sev-
eral forms, including enhanced absorption
due to the formation of color center defects,
and radiation induced densification (com-
paction), which can induce lens aberrations.
Efforts to develop formulations of fused sil-
ica that are more resistant to radiation dam-
age are in progress.

Another very challenging problem in the
DUV is the loss of transparency in photore-
sist materials . IC manufacturing today is
based on "volume exposure" of resists, i.e.,
nearly uniform exposure throughout the full
resist thickness of about I micron. Wet de-
velopment of the resist material results in
nearly ideal vertical walled patterns that can
be used to precisely transfer the desired pat-
tern into underlying regions through etching
or implantation processes. A resist thickness
of about I micron is required for many of
these pattern transfer operations. Special re-
sists have been developed in recent years
which have acceptable transparency at 248
nm, but the problem is significantly more
difficult for 193 nm. If the combination of
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wavelength and resist chemistry do not per-
mit adequate transparency, it is still possible
in principle to perform pattern transfer with
resist thickness exceeding the absorption
depth. Such a process is called "surface im-
aging," since the image forming region is
shallow compared to the full resist thick-
ness. After chemical treatment, typically us-
ing an organo-silicon compound, the
exposed region is differentiated from the
unexposed regions because it contains 10-
15%silicon. The exposed and treated silicon
containing regions are then used as an etch
mask for an anisotropic plasma etching step,
thus transferring the pattern into the full
thickness of the resist. Excellent, vertical
resist wall profiles can be achieved, suitable
for subsequent high definition pattern trans-
fer. The combination of chemical treatment
and plasma etch step is known as "dry de-
velopment." Surface imaging chemistry is in
its infancy, and such processes will undergo
much further development before they are
widely used in manufacturing.

Research on the properties of optical ma-
terials in the ultraviolet suggests that 193nm
is close to the short wavelength limit for
refractive optics . Absorption becomes too
high at shorter wavelengths . If we project to
an NA of 0.75, and a k} of 0.5 using resolu-
tion enhancements, we arrive at a resolution
of 130 nm. With a kz of 1.2, the depth of
focus will be only 400 nm, which will put
significant demands on wafer planarity, as
well as stepper engineering. Nevertheless,
many workers in advanced IC lithography
believe that this is a plausible, even likely
scenario. Chastened by the history of overly



pessmustic estimates in this field, most
workers are now reluctant to ever count out
optical lithography.

Beyond Ultraviolet Optics
What about 100 nm and beyond? A funda-
mental question some are asking is whether
100 nm lithography will ever be needed. The
issue here is whether the cost of the entire
IC manufacturing process at such fine fea-
ture sizes can be low enough so that the
increased functionality can be delivered at
an attractive price. We remain optimistic
that CMOS technology will advance to the
100 nm generation and beyond. The market
for semiconductor electronics is exploding
and may be expected to continue to grow for
quite some time. World-wide competition to
supply this market will be a tremendous
incentive for innovation. In fact, just re-
cently, Japan's MITI (Ministry for Interna-
tional Trade and Industry) announced its
new Super Advanced Electronics Technol-
ogy Program, with one of its goals being the
development of technology for making cir-
cuit patterns less than 100 nm.

The question is how to do the lithography
for 100 nm and smaller feature sizes. While
history shows that it is dangerous to count
out the continued extension of optical li-
thography, the wavelength limit for refrac-
tive lenses is 193 nm; hence, by the time we
reach 100 nm features, it seems clear that
something new will be needed.

A number of options are presently under
investigatation at various laboratories. The
logical evolutionary path is to continue to
scale optical projection lithography to
shorter wavelength. This entails moving to
all-reflective optics. Incrementally shrink-
ing the wavelength into the vacuum ultra-
violet (VUV) range (100-200 nm) would
only be effective if the NA of the reflective
optical projection system could be made as
large as the ultimate 193 nm lenses, perhaps
as high as 0.75 or so. It appears to be an
extremely difficult challenge to design a
purely reflective system that can also meet
stringent distortion requirements over the
large field size needed for IC lithography.

However, a short wavelength optical
projection system might be realized by mak-
ing a somewhat larger jump in wavelength,
down to 13 nm, the extreme ultraviolet
(EUV) region of the spectrum. Significant
effort in the US, Japan, and Europe is in
progress on EUV lithography [4]. Figure 5
shows a schematic diagram of such a sys-
tem. The primary reason this particular
wavelength is attractive is that optical coat-
ing technology using Si/Mo multi-layer
films has been developed that can yield rela-
tively high reflectivity at normal incidence
for this wavelength. Reflectivity slightly
higher than 65% at this wavelength has been
demonstrated, and could conceivably be im-
proved to 70 percent. At this wavelength,
feature sizes less than 100 nm can be
achieved using an NA of only 0.1, and 4X
and 5X reduction optical designs involving
only 3 or 4 mirrors that also meet projected
distortion and field-size specifications have
been reported. The proposed light source is
a radiating hot plasma heated by a high
power pulsed laser. An interesting new fea-
ture in this technology is the introduction of
a reflection mask. Since transparent optical
materials are unavailable, the idea is to use
a flat reflector as a mask blank, with a pat-
terned absorber film on top of the mirror
coating. Preliminary experiments at AT&T
Bell Laboratories, Sandia Nationallaborato-
ries, and NTT laboratories in Japan have
demonstrated better than 100 nm resolution
over small fields using prototype 2-mirror
optics.

There are significant difficulties that
must be overcome before practical EUV
lithography can be realized. One of the most
difficult is that, in order for a reflective
optical projection system to achieve diffrac-
tion limited performance, each of the mirror
surfaces must be figured with an absolute
accuracy of a small fraction of the operating
wavelength. For A = 13nm, the required
surface figure accuracy is less than 1 nm,
which is well beyond the current state of the
art in terms of measurement, let alone fabri-
cation technology. However, this challenge
has stimulated a great deal of innovation in
the areas of optical fabrication and metrol-
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ogy recently, and there has been tremendous
progress towards meeting the requirements.

Research is also being conducted on a
number of other approaches for lithography
at 100 nm and below. Earlier predictions of
the death of optical lithography gave birth to
several technologies, which have by now
been under investigation for many years,
including x-ray proximity, direct-write e-
beam, projection e-beam, and ion-beam li-
thographies. More recently, dramatic
advances in micro-electromechanical
(MEMS) technology have inspired a whole
new set of ideas for patterning based on
massively parallel scanning arrays. Some of
these include arrays of electron beams, x-ray
beams, and proximal probes (atomic force
microscope-type tips). All of these ap-
proaches represent a significant shift away
from the optical projection paradigm. Each
has advantages and disadvantages, as well
as very vigorous proponents and doubters.
At this point, it is unclear which of the
contending solutions for 100 nm lithogra-
phy and beyond will make it into production.
These are certainly exciting times for re-
search in advanced lithography. CD
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Phase-locked Laser
Arrays Revisited

An Updated Review of Phase-locked Arrays
of Semiconductor Diode Lasers

Dan Botez and Luke J. Mawst

1. Types of overall interelement coupling in phase-locked arrays: (a) series coupling (near-
est-neighbor coupling . coupled-mode theory); (b) parallel coupling.

At the time the original review article [I]
was written, three major types of phase-
locked arrays had been investigated: evanes-
cent-wave coupled , diffraction -coupled,
and Y-junction coupled (see Fig. 5 in [I)).
Up to 1988 the results were not at all encour-
aging: maximum diffraction-limited, single-
lobe powers of'« 50 mW or coherent power s
(i.e.. fraction of the emitted power contained
within the theoretically defined diffraction-
limited-beam pattern) never exceeding 100
mW. Thus, the very purpose of fabricating
arrays (to surpass the reliable power level of
single-element devices) was not achieved .
The real problem was that researchers had
taken for granted the fact that strong near-
est-neighbor coupling implies strong overall
coupling. In reality, as shown in Fig. l ,
nearest-neighbor coupling is "series cou-
piing," a scheme plagued by weak overall
coherence and poor intermodal discrimina-
tion [2). Strong overall interelement cou-

I n January 1986 a review article on
phase-locked arrays of diode lasers was
published in this magazine. Now, more
than a decade later , major break-

throughs have occurred, both in theory and
experiment, that have allowed phase-locked
arrays to meet their promise of reliable, high-
continuous-wave (CW) power (= 0.5W) op-
eration in diffraction-limited beams as well
as multiwatt (5-10 W) near-diffraction-lim-
ited peak-pulsed-power operation.As an up-
date to the 1986 article, this article describes
a corrected picture for the array modes, ar-
rays of antiguides and the concept of reso-
nant leaky-wave coupling, and relev ant
recent results.

Overview
By comparison with other types of high-
power, co herent semiconductor-based
sources ("broad area"-type master oscillator
power amplifier (MOPA), unstable resona-
tor), phase-locked arrays have some unique
advantages: graceful degradation; no need
for optical isolators; no need for external
optics to compensate for phasefront aberra-
tions due to thermal-and/or carrier-induced
variations in the dielectric constant ; and,
foremost, intrinsic beam stability with drive
level due to a strong, built-in, real-index
profile. The consequence is that, in the long
run, phase-locked arrays are bound to be
fund amentall y more reliable than either
MOPAs or unstable resonators.

• • •

(a)

• •

piing occurs onl y when each element
equally couples to all others (so-called "par-
allel coupling") [2]. In turn, intermodal dis-
crimination is maximized and full coherence
becomes a system characteristic. Further-
more, parallel-coupled systems have uni-
form near-field intensity profiles, and are
thus immune to the onset of high-order-
mode oscillation at high drive levels above
threshold.

Parallel coupling can be obtained in eva-
nescent-wave-coupled devices, but only by
weakening the optical-mode confinement,
and thus making the devices vulnerable to
thermal- and/or injected-carr ier-induced
variations in the dielectric constant. For both
full coherence and stability it is necessary to
achieve parallel coupling in structures of
strong optical-mode confinement (i.e., built-
in index steps ~ 0.0 I). As shown below, only
strongly guided , leaky-wave-coupled de-
vices can meet both conditions [3-5]. A sta-

•

Reprin ted from IEEE Circuits and Devices Magazine. Vol. 2, No. I , pp. 25-32 , November 1996.
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2. Modes at array at periodic real-index vari-
ations: (a) index protile; (b) in-phase evanes-
cent-wave type ; (c) out-at-phase
evanescent-wa ve type; (d) in-phase leaky-
wave type; (e) out-at-phase leaky-wave type.
Respectivepropagation constants are ~ 1, ~2,

~-1 and ~-2.

ble, parallel-coupled source is highly desir-
able for systems applications since it has
graceful degradation; that is, the failure or
obscuration of some of its components does
not affect the emitted beam pattern. Further-
more, it has been recently shown both theo-
retically (6) and experimentally (7) that, by
contrast to series-coupled systems, parallel-
coupled systems are fundamentally stable
against coupling-induced instabilities.

In 1978 Scifres et al. (8) reported the first
phase-locked array: a five-element gain-
guided device. It took eight years before
Hadley (9) showed that the modes of gain-
guided devices are of the leaky type. Gain-
guided arrays have generally operated in
leaky, out-of-phase (i.e., two-lobed) pat-
terns with beamwidths many times the dif-
frac tio n limit due to poor intermod al
discrim ination. Furthermore, gain-guided
devices, being generated simply by the in-
jec ted-carrier profile (Fig. Ia in [1)), are
very weakly guided and thus vulnerable to
thermal gradients and gain spatia l-hole
burning. The first real-index-guided, leaky-
wave-coupled array (i.e., the so-called an-

tiguided array) was realized in 1981by Ack-
ley and Engelmann (10) While the beam
patterns were stable, the lobes were several
times the diffraction limit, with in-phase and
out-of-phase modes operating simultane-
ously due to lack of a mode-selection
mechanism. Positive-index-guided arrays
came next in array research (1983-8). In-
phase, diffraction-lim ited-beam operation
could never be obtained beyond 50 mW
output power. Some degree of stability
could be achieved in the out-of-phase opera-
tional condition such that, by 1988, two
groups [II , 12) reported diffraction-l imited
powers as high as 200 mW.

In 1988 antiguided arrays were resur-
rected and, right from the first attempt, re-
sea rc hers obta ined close to 200 mW
diffract ion-limited in-phase operation [3].
Hope for achieving high coherent powers
from phase-locked arrays was rekindled, al-
though there was no clear notion as to how
to controllably obtain single-lobe operation.
The breakthrough occurred in late 1988with
the discovery of resonant leaky-wave cou-
pling [4], which allowed parallel coupling
among array elements for the first time, and
thus the means of achieving high-power,
single-lobe, diffraction-limited operation.
The experimental coherent powers quickly
escalated such that to date, up to 2 W has
been achieved in a diffraction-limited beam
[13), and up to 10 W in a beam twice the
diffraction limit (14).

Array Modes Revisited
As shown at the top of Fig. 2, a monolithic
array of phase-coupled diode lasers can be
described simply as a periodic variation of
the real part of the refractive index. Two
classes of modes characterize such a system:
evanescent-type array modes (Figs. 2b and
c), for which the fields are peaked in the
high-index array regions; and leaky-type ar-
ray modes, for which the fields are peaked
in the low-index array regions (Figs. 2d and
e). Another distinction is that while evanes-
cent-wave modes have effective-index val-
ue s between the low and hig h
refractive-index values, leaky modes have
effective-index values below the low refrac-
tive-index value [5, 15). For both classes of
modes the locking condition is said to be
"in-phase" when the fields in each element
are cophasal, and "out -of-phase" when
fields in adjacent elements are a 1t phase-
shift apart.
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As described in the original paper, eva-
nescent-type modes were the first to be ana-
lyzed, simply because it could be assumed
that they arose from the superposition of
individual-element wavefunctions, and thus
could readily be studied via the coupled-
mode formalism [16, 17). While coupled-
mode th eory proved quite use ful in
understanding early work on phase-locked
arrays, it has severe limitations: it does not
apply to strongly coupled systems, and it
does not cover leaky-type array modes.
Ironically, control of leaky modes turns out
to be the key for high-power, phase-locked
operation. Thus, after many years of use,
coupled-mode theory has suddenly become
obsolete as far as the design and analysis of
high-power coherent devices is concerned.

One major reason why leak y array
modes had been overlooked for so long is
that they are not solutions of the popular
coupled-mode theory. The other reason is
that for few-element (up to five) arrays,
leaky modes play a minor role since they are
very lossy [15]. However, for high-power
devices (10 or more elements), leaky-mode
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3. Schemat ic respresentation at real-index
antiguide: (a) index profile ; (b) ray-optics pic-
ture (aR is edge radiation loss coefficient) ; (c)
near-field amplitude profile (A 1 is the leaky-
wave periodicity in the lateral direction).



4. Schematic representation of modern types of arrays of (closely spaced) antiguides: (a)
practical way of fabricating arrays ofclosely spacedantiguides; (b) complimentary-self-aligned
(GSA) array type [15J; (c) self-aligned-stripe (SAS) array type [13, 14,29, 30].

where d is the antiguide-core width , &I is
the lateral refractive-index step, n is the av-

and can be thought of as a radiation loss [28J:

leaking outwardly with a lateral wavelength
AI (Figure 3c) [4, IS]:

(a)

the fundamental mode ~o/k is below the
index of the core . The quantum-mechanical
equivalent is thus a quasibound state above
a potential barrier. By contrast, the quan-
tum-mechanical equivalent of the funda-
mental mode in a positive-index guide is a
bound state in a potential well. Whereas in a
positive-index guide, radiation is trapped
via total internal reflection , in an antiguide ,
radiation is only partially reflected at the
antiguide-core boundaries (Fig . 3b). Light
refracted into the cladding layers is radiation

Arraysof Antiguides
and Resonant Leaky-wave Coupling
The basic properties of a single real-index
antiguide are shown schematically in Fig. 3.
The antiguide core has an index, no.lower
than the index of the cladding , n I. The index
depression, &I, is (\ -2) X 10- 3 for gain-
guided lasers and (2-5) X 10- 2 for strongly
index-guided lasers . The effective-index of

operation is what ensures stable diffraction-
limited-beam operation to high drive levels .

Evanescent-type array modes are of im-
portance only when the modal gain in the
high-index regions is higher than the modal
gain in the low-index regions . Many work-
ers [18-20J have shown that excess gain in
the high-index array regions generally fa-
vors oscillation in the evanescent out-of-
phase mode, in close agreement with
experimental results . There is, however , one
major limitation : the built-in index step, &I
has to be below the cutoff for high-order
(element) modes [19, 21]. For typical de-
vices, ~n ::;5 X 10-3. In turn, the de~ices are
sensitive to gain spatial hole burning [22J
and thermal gradients .

Leaky-type modes are favored to lase
when gain is preferentially placed in the
low-index regions [4, 23, 24]. Unlike eva-
nescent-type modes there is no limitation on
&I; that is, no matter how high &I is, the
modes favored to lase comprise fundamen-
tal element modes coupled in-phase or out-
of-phase. This fact has two important
consequences. First, one can fabricate sin-
gle-lobe-emitting structures of high-index
steps (0.05-0.20), that is, stable against ther-
mal- and/or carrier-induced index vari-
ations . Second, it becomes clear why
predictions of coupled-mode theory that ex-
cess gain in the low-index array regions [19,
21] favor the in-phase evanescent-type
mode have failed. That is, the so called
net-gain-between-elements approach to ob-
tain fundamental-mode operation (see Fig.
5b in [I]) was flawed . The reason is simply
the fact that leaky modes could not be taken
into account when using coupled-mode
analysis . Ironically, the very array structures
proposed by Streifer et al. for in-phase mode
operation [19], when analyzed using exact
theory by Fujii et al. [25]. were found to
primarily favor operation in an out-of-phase
leaky mode. To analyze both array-mode
types, for a given structure, one has to use
either exact theory [15,24,25] or the Bloch-
function method [23, 26, 27].
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5. Near-field amplitude profiles in resonantly coupled arrays: (a) in-phase resonant mode; (b)
out-of-phase resonant mode; m is number of interelement near-field intensity peaks. (After
(5].)

l:?' TlIbIe 1, Performance to date of strong Index-antlgulded arrays

Drive condition Maximum power

DL' Narrow beam

CW 0.5 W 1 W; 1.7 DL

Pulsed 2.1 W 10 W; 2.0 DL

'DL =diffraction limited

(CSA) stripe array [15] (Fig. 4b); and the
self-aligned-stripe (SAS) array [13, 14,29,
30] (Fig. 4c). In CSA-type arrays preferen-
tial chemical etching andMOCYD regrowth
occur in the interelement regions. For SAS-
type arrays the interelement regions are
built-in during the initial growth, and then
etching and MOCYD regrowth occur in the
element regions. A most recent approach,
which does not involve regrowth, is the for-
mation of low-index, high-gain regions via
preferential Zn-diffusion disordering of a
superlattice upper cladding layer [49].

Owing to lateral radiation, a single an-
tiguide can be thought of as a generator of
laterally propagating traveling waves of
wavelength Al (Fig. 3). Then, in an array of
antiguides, elements will resonantly couple
in-phase or out-of-phase when the interele-
ment spacings correspond to an odd or even
integral number of (lateral) half-wave-
lengths (1..112), respectively (see Fig. 5). The
resonance condition is

", no n, "0 ", "0 n,

erage index value, Ais the vacuum wave-
length, and I is the (lateral) mode number.
For typical structures (d = 3 urn, dn = 2-3 x
10-2) at A=0.85 um, typical AI and oe
values are 2 um and 1DO em-I, respectively.
Since aR ee (l + Ii, the antiguide acts as a
lateral-mode discriminator. For a proper
mode to exist, aR has to be compensated for
by gain in the antiguide core [28]. Single
antiguides have already been used for quite
some time in CO2 "waveguide" lasers.

Historically, the first ar rays of an-
tiguided lasers were gain-guided arrays [8]
(Figure la in [1]), since an array of current-
injecting stripe contacts provides an array of
(carrier-induced) index depressions for
which the gain is highest in the depressed-
index regions. While for a single antiguide
the radiation losses can be quite high [28],
closely spacing antiguides in linear arrays
significantly reduces the device losses [3-5]
since radiation leakage from individual ele-
ments mainly serves the purpose ofcoupling
the array elements.

The first real-index antiguided array was
realized by Ackley and Engelmann [10]: an
array of buried heterostructure (BH) lasers
designed such that the interelement regions
had higher refractive indices than the effec-
tive refractive indices in the buried active
mesas. Since the high-index interelement

regions had no gain, only leaky array modes
could lase. The device showed definite evi-
dence ofphase locking (in-phase and out-of-
phase) but had relatively high
threshold-current densities (5-7 kNcm2

)

since the elements were spaced far apart
(13-15 urn), thus not allowing for effective
leaky-wave coupling .

For practical devices the high-index re-
gions have to be relatively narrow (1-3 urn),
which is virtually impossible to achieve us-
ing BH-type fabrication techniques. Instead,
one can fabricate narrow, high-effective-in-
dex regions by periodically placing high-in-
dex waveguides in close proximity (0.1-0.2
urn) to the active region [3-5, 13] (see Fig.
4). In the newly created regions the funda-
mental transverse mode is primarily con-
fmed to the passive guide layer; that is,
between the antiguided-array elements the
modal gain is low. To further suppress os-
cillation of evanescent-wave modes an opti-
cally absorbing material can be placed
between elements (Fig. 4a).

The first closely spaced, real-index an-
tiguided array was realized by liquid-phase
epitaxy (LPE) over a patterned substrate [3].
Devices made in recent years are fabricated
by metal-organic chemical vapor deposition
(MOCYD) and can be classified into two
types : the complimentary-self-aligned

s=rnA, /2
m = odd resonant in - phase mode (2)
m = even resonant out - phase mode

.25W

L i .J
-10" 0" 10
MgIe (Degrees)

6. Lateral far-field beam pattems at several
power levels for a resonant array with a
monolithic Talbot filter. A diffraction-limited
beam is maintained above the 2 W output
power level. (After (13].) ·D.L. =diffraction
limited
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7. CW operation of optimized 20-element ROW array: light-current characteristic and lateral
far-field patterns at various power levels. Beam pattern is diffraction-limited up to 0.5 W.

RelevantRecent Results
In pulsed operation, 20-element devices
have demonstrated diffraction-limited
beams to 1.5Wand 10.7 times the threshold
[37], and to 2.1 Wand 13.5 times the thresh-
old [13] (Fig. 6). At the 2.1 W power level
only 1.6 W is coherent uniphase power and
the main lobe contains l.15 W (so-called
"power in the bucket"). Actually, close to
100% of the coherent power can be garnered
in the main lobe by using aperture-filling
optical techniques [38].The fact that diffrac-
tion-limited beams can be maintained to
very high drive levels is a direct conse-
quence of the inherent self-stabilization of
the in-phase resonant mode with increasing
drive level [39].

When carrier diffusion is taken into ac-
count [40], it has been shown that for de-
vices with dn == 0.025, the adjacent mode
reaches threshold (i.e., multimode operation
starts) at more than seven times the threshold
of the in-phase mode. Furthermore, if the
index step is increased to '" 0.16, the effect
of gain spatial hole burning is negligible,
such that one can achieve single-un-phase)-
mode operation to drive levels> 15 times the
threshold, powers of » 3 W, in beams with
== 70% of the energy in the main lobe [40].

In CW operation, one is limited by ther-
mal effects . The best result in a purely dif-
fraction-limited beam is 0.5 W CW from a
20-element device of 80 urn-wide aperture
(Fig. 7). For 1000 um-Iong devices with HR
and AR facet coatings (98 and 4% reflectiv-
ity), slope efficiencies of 48-50% are ob-
served and the power conversion efficiency
reaches values in the 20-25% range at 0.5 W
output. Preliminary lifetests at 0.5 W CW
output show room-temperature extrapolated
lifetimes in excess of 5000 h [4IJ . Thus the
prediction of the original article [I J (see
"Conclusion" section) has been fulfilled.

Recently, by using large-aperture (120
urn), 20-element structures of 5 to I ele-
mentlinterelement width ratio, we obtained
[42]1 W CW operation in a beam 1.7 times
the diffraction limit (Fig. 8). Close to thresh-
old (0.1 W) the beam is diffraction limited,
and 75% of the energy resides in the main

tion can be achieved by employing intra-
cavity Talbot-type spatial filters [34, 35]. It
was in fact a 20-element array with Talbot-
type spatial filters [36] that allowed , in 1990,
the "breaking" of the I W coherent-power
barrier for monolithic semiconductor diode
lasers .

3.02.5

-100 0- 1
Nge(Depta)

nant arrays of antiguides are called resonant-
optical-waveguide (ROW) arrays [5]. As
expected for paralleled-coupled devices,
ROW arrays have uniform near-field inten-
sity profiles [15]. and maximum intermodal
discrimination 15.15].

Intermodal discrimination is provided by
three effects : modal overlap with the gain
region [15, 24], the so-called f-effect [15,
321:edge radiation losses [151;and interele-
ment loss [15. 331. Typical values for the
discrimination between the (fundamental)
in-phase mode and the next (high-order)
array mode are 10-15 cm'l for lO-element
arrays 1151. Further intermodal discrimina-

1.5 2.0
DCCurrent, A

1.00.50.0
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0.2

0.0
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where s is the interelement spacing . Typical
s values are I urn, Then , for in-phase-mode
resonance, Al = 2 urn. The lateral resonance
effect in antiguided arrays is quite similar to
the 2nd-order Bragg resonance in DFB-type
structures [31]. In fact a resonant antiguided
array is a lateral complex-coupled 2nd-or-
der DFB structure.

When the resonance condition is met, the
interelement spacings become Fabry-Perot
resonators in the resonance condition [5J.
Then each element can equally couple to all
others, thus realizing, for the first time, the
dream of researchers in the phase-locked-ar-
ray field : parallel coupling (Fig. 1b). Reso-
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8. CW far-field patterns of 20-element ROW
array with 5 um-wkie elements and 1 um-
wide interelements at various power levels.
(After [42J.)

lobe. The I W value represents the highest
CW coherent power achieved to date from
any type of fully monolithic diode emitters
(i.e., without phase-correcting optics) .

The results presented so far are for AI-
GaAs/GaAs structures (A = 0.84-0 .86 11m).
Antiguided arrays have also been made from
strained-layer quantum-well material (A =
0.92-0.98 11m) in both the CSA [43] and the
SAS-type array configurations: InGaAs/In-
GaP/GaAs [14] and InGaAslAIGaAs/GaAs
[29, 30) . Reson ant devices were achieved
only with the CSA configuration, and pro-
vided I W pulsed diffraction-limited-beam
operation [43] . From SAS-type devices Ma-
jor et al. (30) have demonstrated stable and
efficient CW operation to 0.5 W in a beam
1.5 times the diffraction limit.

Nonresonant devices typically have
beams 2 to 3 times the diffraction limit. First
ofall, the in-phase mode has a raised-cosine-
shaped envelope and thus gain spatial hole
burning is nonuniform across the device
causing mode self-focusing [39,40], similar
to evanescent-wave coupled devices [22].
Then adjacent modes can readily reach
threshold and the beamwidth increases to 2

to 3 times the diffraction limit. The combi-
nation of the in-phase mode and one or two
adjacent modes uses the available gain effi-
ciently , thus not allowing other modes to
come in. This explains why stable beams can
be maintained to very high drive levels and
peak powers: 5 W to 45 times the threshold
from 80 urn-wide aperture devices [36], 10
W from 200 um-wide aperture devices [14]
(Fig . 9), and 11.5 W from 185 pm-wide
aperture devices [44]. Particularly notable is
the achievement of a beam pattern 2 times
the diffraction limit with 6W in the central
lobe [14] (Fig . 9) from an AI-free structure
(A. = 0.98 11m).

Bloch-function array analysis has been
recently extended [45, 46] from infinite-ex-
tent arrays to finite-extent arrays. Analytical
formulae can then be obtained for the reso-
nant-array-mode loss [45] intermodal dis-
crimination [46], and near- and far-field
patterns [47]. Thus, we have now a complete
analytical model that should allow for
straightforward device design .

Finally it has been found both theoreti-
cally [6,7] and experimentally [7] that ROW
arrays do not suffer from the coupling-in-
duced instabilities that generally plague se-
ries-coupled devices such as
evanescent-wave coupled and Y-junction
coupled arrays . Quiescent behavior up to
0.45 W cw power and 3.4 times the thresh-
old, in near diffraction-limited beams , has
been recorded from ROW arrays with neg-
ligible interelement loss [7]. (Too high a
value for interelement loss causes saturable-
absorption-induced self-pulsations) [7] .
This is the fir st time that a phase-locked
array has been found to be temporally stable
to substantial powers and drive levels above
threshold. Li and Erneux [6] have shown
that the intrinsic stability of ROW arrays is
due to parallel coupling.

Conclusions - A Decade Later
Arrays based on coupling of positive-index
guides , although not successful for high-
power coherent applications, may still be of
use. One application could be controlled
beam steering . For instance, one could cre-
ate a phase ramp across the aperture of an
evanescent-wave-coupled array by simply
tailoring the injected-carrier profile. By
varying currents through separate contact
pads, the beam pattern could then be made
to shift controllably.

It is now apparent that positive-index-
guided devices were just one stage in array
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development. What has finally made phase-
locked arrays a success has been the discov-
ery of a mechanism for selecting in-phase
leaky modes of antiguided structures. Paral-
lel coupling in strong index-guided struc-
tures has allowed ROW arrays to reach
stable diffraction-limited operation to pow-
ers 20-30 times higher than for other array
types . This finally fulfills the phase-locked
arrays promise of vastly improved coherent
power by comparison with single-element
devices. Table I summarizes the best results
to date .

__....__062

P BW
1-27 ..

--.......... 0.62

P .. 11 W
I 4.5

9. Pulsed far-field patterns of 40-element an-
tiguided array of AI-free (A = 0.98 pm) diode
lasers. The beam is 2.0 times the diffraction
limit up to 34 times the threshold (10 W).
(After [14J.)



In the future, for edge-emitting coherent
arrays, the eventual limitation may just be
thermal; that is , just as for incoherent de-
vices, maximum emitting apertures would
be 400-500 urn wide. Thus, the projected
maximum diffraction-limited CW powers
are in the 3-5 Wrange. Beyond 5 W, one will
have to resort to 2-D surface-emitting ar-
rays. A 2-D surface-emitting ROW array has
already been demonstrated [48]. Interunit
coupling occurs via resonant leaky-wave
coupling, while radiation outcoupling is re-
alized via 45° micromachined turning mir-
rors. Preliminary results from nine-unit
arrays are quite encouraging: 3.9 W with
45% visibility and 6 W with 33% visibility
[48]. For a very large number of units (~100)

there is always the concern that the device
may operate in several mutually coherent
regions and thus, to control hundreds of
emitters, a master oscillator (i.e., injection
locking) may be required. All in all we fore-
see that 2-D ROW arrays will eventually be
capable of CW coherent powers of the order
of 50 W.

Further Reading
In-depth reviews of work on monolithic
phase-locked diode-laser arrays can be
found in the article: D. Botez, "High-power
Monolithic Phase-locked Arrays of An-
tiguided Semiconductor Diode Lasers,"
Proc. Inst. Elec. Eng. Part J, Optoelectron-
ics, vol. 139, pp. 14-23, Feb. 1992.~ and in
Chapter I of the book Diode Laser Arrays
eds. D. Botez and D.R. Scifres, Cambridge
University Press, Cambridge, July 1994.

Dan Botez is the Philip Dunham Reed Pro-
fessor of Electrical Engineering and Direc-
tor of the Reed Center for Photonics at the
University of Wisconsin-Madison. Luke 1.
Mawst is an Assistant Professor at the Uni-
versity of Wisconsin-Madison, where he is
involved in the development of semiconduc-
tor laser structures using the InGaP-based
material system. C&D
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Quantum Well Semiconductor Lasers Are
Taking Over

Amnon Yariv

Fig. 2. (a) Density of statesfunction vs. energy of a quantumwell laser.
Occupied states are shown at bottom. (b) Optical gain vs. photon energy
corresponding to (a) .

nati on) is added coherently to the optical wave. The active
region is about 2000"\ thick in a conventional SCL, while it
is between 50"\ and 100"\ in a QWL. Such thin layers, corre-
sponding to - 7-15 atomic layers, are grown exclusively using
the techniques of molecular beam epitaxy (MBE) and metal
orga nic chemical vapor deposition (MOCVD).
The electrons and holes in such thin layers displa y quan-

tum size effects . This is another way of saying that the
electron-in-a-box (or hole-in-a -box) confinement energies,
familiar from our first quantum mechanics course, due to
the confinement of the carriers in the extremely thin active
layer is large compared to kT at room temperature . This
leads to major qual itative differences in the energy distri-
bution of the electrons and holes and thus to major mod-
ification of all the basic optical properties of these new media .

This new state of affairs is illustrated in Fig. 2. The stair-
case -like fun ction depicts the density of available electron
states, i.e ., the number of available states per unit area-
per unit energy of the quantum layer. The steps at £1and
£2 and beyond are the signature of the two-dimensional
nature of the confined carriers. The smooth curve shows
for comparison the density of states of a bulk semiconduc-
tor crys tal. Note the lack of discontinuous steps in the bulk
case . We can think of the density of states curve, Fig. 2(a),
as the profile of a bathroom sink conta ining the electron
fluid . The injection current I plays the role of the input
wa ter stream, while spontaneous electron-hole recombi-
nation, which removes electrons (and holes), takes the place
of the bottom drain hole. At a given current I all th e elec-
tron states up to some uppermost level EF (the quasi-Fermi
level) are filled up in the same way that the he ight of the

(b) Gain(a) Density ofStates

EIeclron Enetgy
(JouIeI)

-- r-

Ga1.xAJxAs P l.!
GaAsactive region

Ga1.yAlyAs N T

Abstract

f ig. 1. The basic layered structure of a heteros tructure GaAsIGaAIAs
semiconductor laser.

Semiconductorquantum well lasers arecharacterized by confinement of
the electrons and holes to extremely thin (- 70A) regions. This leads to
major and important improvement in all the operating characteristics of
these lasers compared to conventional semiconductor lasers - specifically,
to more than an order of magnitude reduction in threshold current and a
much narrower spectral width.

Judged by economic impact, semiconductor lasers (SCLs)
have become the most important class of lasers. This is due
mostly to the key role they play in two areas of technology:
compact disc players and long distance optical fiber com-
munication. [1] Auspicious as this beginning is, it pales in
comparison to what the futu re holds for these lasers. The
state of affairs is probably not very different from those
early days in the 1950s when the discrete transistor took its
first tentative steps . Mos t of the app lications today still de-
pend on a single, relatively bulky and inefficient current-
guzzling SCL. Already on the drawing boards are plans for
new computer interconnect (within and between boards)
circuits that will employ thousands of monolith ic SCLs with
the ir associated electronic circuits, grown and fabricated on
singl e crystals of GaAs, InP and related semiconductor al-
loys.
SCLs will also figure in new applicatio ns ranging from

two-dimensional display panels and erasable optical data
storage, and invade new domains such as medical, welding
and spectroscopic applications that are now the cap tives of
solid state and dye lasers.
The main reason behind this major surge in the role played

by SCLs is the join t progress in material growth technolo-
gies and the theoretical understanding of a new gene ration
of SCLs - the quantum well lasers (QWLs). In what follows
we will describe some of the recent progress th at has led
to the se developments.
The main d ifference between a QWL and the conve n-

tional SCL is mostly in the thickness t of the active regio n
(See Fig. 1). The active region of a semiconductor laser is
the reduced energy gap layer into which the electrons and
holes are injected from adjacent, higher gap 11 and pre-
gion s, respectively. These electrons and holes are induced
to recombine by the laser ligh t field . The energy released
by this process (a photon for each electron-hole recombi-

Reprinted from/EEE Circuus and Del'ice l M(/g(/~ine. Vol. 5. No.6. pp. 25-28. November 1989.
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Fig. 3. Light output versus current curve for a 250!J.m long buried
GRIN-SCH single QW laser with (a) high reflectivity dielectric coated
cleaved facets, (b) uncoated cleaved facets. Both curves are for the same
laser.

water level in a sink with a drain depends on the input
flow rate.
It turns out from basic laser theory [2] that a plot of the

density (per unit area per unit energy) of filled electron
states vs. electron energy (at some current 1) mimics the
plot of the optical gain vs. photon energy of the same sem-
iconductor medium. (This is not surprising-having more
electrons of a given energy translates into more induced
power due to these electrons, which is added to that of the
inducing optical wave and thus to a larger optical gain .)
Such a curve is shown in Fig. 2(b). It follows immediately
that because of the very flat nature of the bottom of our
"sink," the maximum gain becomes available at very small
input (injection) currents. And here lies one of the main
advantages of the QWL-large gains at small currents. This
effect becomes somewhat less dramatic than the figure in-
dicates if one allows for rounding off due to finite temper-
atures and collison processes, but it still plays a key role.
Semiconductor lasers with QW active regions exploiting
this consequence have recently [3]been demonstrated with
threshold currents as low as 0.55 ma which is over an order
of magnitude less than typical commercial lasers . The ex-
perimental data is given in Fig. 3. The low threshold cur-
rent is due not only to the large differential (ilglilI) gain, but
also to the major reduction (X40) in active volume that oc-
curs when one switches from conventional active regions
(t.:?400A) to quantum wells (t< 100A). This reduces in a
proportionate manner the number of electrons in the active
region . This threshold current is sufficiently low that in
many practical situations the laser may be considered by
the optoelectronic designer as a thresholdless device con-
verting, in a proportional manner, current to coherent light.
This makes it possible to eliminate most of the optical power
monitoring and much of the optical power stabilizing cir-

cuitry used in conjunction with present day lasers. These
constitute a major stumbling block to the development of
integrated optoelectronic circuits (IOECs). We can extend
the same basic reasoning to "quantum wire" lasers in which
the carriers are confined in two dimensions and the active
region has cross-sectional dimensions of - 100 x 100 A.
A theoretical analysis indicates that lasers with threshold
currents well below 0.1 ma should be achievable .ll] At-
tempts to fabricate such wires are now underway in a num-
ber of university and industrial laboratories.
The main loss mechanism of conventional SCL media is

due to free carrier absorption by the injected electrons and
holes . The resulting modal absorption coefficient, i.e., the
absorption coefficient of the laser beam, is proportional to
the total number of electrons (or holes) per unit length,
along the direction of propagation, of the active region. It
follows immediately that the QWL with its greatly reduced
active volume contains proportionately fewer electrons and
holes and thus is far less lossv than conventional lasers.
One of the most important consequences of the greatly re-
duced loss has been the reduction of the spectral line-width
of SCLs employing quantum wells (See Fig. 4.)
The spectral (Hz) width of the laser output is limited by

spontaneous emission to a limiting value of [5]

= ~EL (al - (l/L)/nR) (-lIL) (lnR)n sp (1+ aZ)(dv)/aser 87TP
(1)

where the photon energy is Eu Vg is the group velocity, P
the output power at one of the facets nsp in the spontaneous
emission factor [5]which in most lasers is between 1.5 and
2.0. The modal absorption coefficient is IX; and the ampli-
tude-phase coupling factor is a . [6] In the limit a; < <(lIL)
InR and R>=l the dependence of (L1v)/aser on R is propor-
tional to (1-R)2 so that one would expect the linewidth to
approach zero in the limit of R-+l ; however, nsp limits the
reduction since it increases exponentially as the threshold
current density decreases. [5] Values of (L1v)/aser < IMHz
are requi red in today's coherent optical communication
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ing current is increased, reflecting the gradual filling up of
the density of states (our "sink" ) profile of Fig. 2. At suf-
ficiently high currents, the electrons begin to occupy the
second quantized level E2• Fig. 5 shows calculated gain vs
wavelength plots of a QW medium with the pumping cur-
rent as a parameter. Of special interest is the extremely
wide, nearly flat spectrum that is obtained at certain current
levels. These characteristics are reminiscent of those of dye
lasers , which are used mostly in applications that require
tuning the output wavelength of a laser over a large range.
It follows that QWLs are capable of similar wide tuning
ranges. A plot of optical power vs. X. of a GaAs QWL em-
ploying an external grating as the wavelength selecting ele-
ment is shown in Fig. 6. (9) The tuning range spans -11
percent of the center wavelength. The prospect of replac-
ing , in some applications, dye lasers with their very small
efficiencies (-0.1 percent) and large areas (-1 m-) with a
matchbox sized device operating near 50 percent efficiency
is real and challenging.
The main challenges facing the QWL designer at the mo-

ment includ e:
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1. the mode and coherence control ot high power wid e
area laser s including laser arrays,

2. single channel lasers with mode-controlled multiwatt
outputs,

3. monolithic tuning of QW lasers,
4. producing lasers with lth<0.1 ma,
5. ever shorter wavelengths (important for optical desk

computer data storage and video and audio disks of
enhanced capacity).

The level of research on QWL at universities and indus-
try here and abroad guarantees continued progress in this
field and an increase of the pace at which these new upstart
lasers will replace the ir older brethren.
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systems and such valu es are most easily obtainable with
advanced QWLs.
The narrow linewidth of the QWL benefits also from a

reduced value of the a parameter. Theoretical analysis [5,6)
backed by recent experiments indicates that in QWLs, val-
ues of a in the range of 2-3 are obtained as agains t a - 5-6
in conventional SCLs.
The low losses as well as the excellent uniformity of the

epitaxial QW material has been pursued in obtaining effi-
cient high power from QWLs. Scientists at Spectra Diodes,
Inc. have recently reported semiconductor laser arrays based
on GaAs/GaAIAs, with cw power output exceeding 40
watts(!) [7) Even more impressive are the conversion effi-
ciencies-wall plu g power to optical power output- ex-
ceeding 50 percent. Differential quantum efficiencies, which
are a measure of the ultimate achievable values, exceed 80
percent.
Since many of the applications envisaged for the QWLs

involve high speed data streams , their modulation fre-
quency response is of major concern. Recentl y K. Lau and
collaborators of ORTEL Corp oration determined experi-
mentally that the se lasers are extraordinarily fast with re-
sponse times shorter than 19 psec reported .[8]
The last unique feature of QWL whic h we will de scribe

has to do with their tunability. The QW medium, when
pumped by sufficiently high currents, can pro vide optical
gain over a large range of optical wavelength s. This range
(the "gain bandwidth" of Fig. 2(b)) increases as the pump-

Fig. 5. Theoretical optical gain vs. photon energyat different injection
currents.
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Organic-on-Inorganic Semiconductor
Heterojunctions: Building Block for the Next

Generation of Optoelectronic Devices?
s. R. Forrest

Organic Semiconductor Thin Film

Back electrode

Ohmic Top Contact (Metal or Indium
Tin Oxide for transparent electrode)

Inorganic semiconductor substrate

"""""""""""""""""" ",

der Waals dipolar attraction. Hence, the materials are
somewhat soft (as compared to Si, for example), and can
thu s be layered without inducing strain onto a variety of
semiconductor subs trates. Thus , the organic/inorganic
semiconductor growth process need not be limited by the
constraints of lattice-matching. This restriction imposes ex-
tremely narrow boundaries on the particular inorganic
semiconductors that can be combined without inducing large
strains , and hence lattice defects. However, no such con-
strain t exists for organic-on-inorganic (0 1) semiconductor
material combinations.
In th is pap er we describe 01 devices employing thin lay-

ers of crystalline molecular semiconductors commonly used
as richly colored dye pigments. These films form rectifying
heterojunction cont acts when deposited onto the surfaces
of ino rganic semiconductor substrates. The resulting de-
vices are extremely simple to fabr icate, and the ir electronic
propert ies are often similar to thos e obtained using pains-
takingly processed, ideal inorganic semiconductor devices .

Fig. 1: Schematic cross-sectional view of an organic-on-inorganic semi-
conductorheterojunction device.

For many year s, hope has been extended that organic
materials have potential in active electronic device appli-
cations. Although this promise has remained largely un-
fulfilled, it has developed out of the realization that the
variety of organic compounds with a wide ran ge of both
optical and electronic properties is unlimited, with several
thousand compounds being read ily available . The source
of the disappointing performance of organic materials comes
from several sources. Among the most important draw-
backs of organ ic materials are: 1) Many compounds tend
to have unstable chemical or electrical propert ies. This in-
stability can be exacerbated by exposure to adverse envi-
ronments such as humidity or high temperature. 2) Organic
sem iconductors are difficult to dope with trace impurities
in order to alter their majority carrier type. 3) The mobilities
of electrons and holes are generally low at room tempera-
ture. Mobilities of s; 1 cm-/v-s are typical of many organic
semiconductors. 4) Good crystallinity, or long ran ge crys-
talline ord er, are difficult to achieve.
In spite of these difficult ies, cons iderable progress has

been made in the last decade in realizing practical, active
electronic and optoelectronic devices wh ere an organic ma-
terial forms an integral part of the device structure. One
promising approach employs an organic film that is layered
onto the surface of a conventi onal inorganic semiconductor
substrate such as Si, GaAs, or InP to form an insulating or
conducting layer that cont rols the distribution of electric
fields and hence the transport of charge within the device.
An attractive feature of such devic es is that the composition
of the organic film can be altered only slightly to effect large
changes in its optical and electronic propertie s. Further-
more, the cohes ive forces that bind molecules within these
organic semiconductors are due to the relat ively weak Van

Abstract
We describea new class of optoelectronicdevices utilizing thin films of

stable crystal/ine organic semiconductors layered onto inorganic semicon-
ductor substrates. The electrical propertiesof these devices aredetermined
by the energy barrier at the heterojunction contact between the organic
and inorganicmaterials, and in many ways aresimilar to ideal diffused-
junction inorganic semiconductor devices. The organic materials can be
layered onto semiconductor substrates without inducing large strains in
either material, hence aI/owing for a wide rangeof material combinations
with a similarly broad rangeof optoelectronic functions to be realized. As
examples, we discuss high bandwidth photodetectors and field effect tran-
sistors made using organic/inorganic semiconductor beterojunciions. In
addition, wediscuss how theoptical andelectronicproperties of theorganic
films can bemodifiedby irradiation with energetic electron and ion beams.

Introduction

Reprinted from IEEECircuitsandDevices Magazine,Vol. 5, No.3, pp. 33-37,41, May 1989.
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PTCDA
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Fig. 2: A unit ceIl of PTCDAasviewed alongtwoorthogonal directions.
Inset: Structural formula for PTCDA.

Indeed, the 01 semiconductor heterojunction appears to be
an advantageous combination of many of the properties of
both organic and inorganic materials, and hence may open
many new opportunities for fabricating optoelectronic de-
vices whose applications extend well beyond those acces-
sible to conventional semiconductor devices currently being
investigated.

01 Semiconductor Device Operation

spacing in the stacking direction is small (3.2 A for PTCDA,
for example). The valence, hybrid s-p orbitals of such mol-
ecules form rings that lie parallel to, and slightly above the
molecular plane. Hence, the electronic orbitals from two
adjacent molecules in a stack overlap to a considerable de-
gree, resulting in the delocalization of the electrons in the
stacking direction. This leads to a relatively high charge
mobility in a direction perpendicular to the molecular plane.
On the other hand, mobility from stack to stack along the
molecular planes is considerably lower since no extensive
orbital overlap exists in that direction.
In the case of PTCDA, the stacking direction is approx-

imately perpendicular to the substrate surface plane. Fur-
thermore, under appropriate deposition conditions, a single
crystalline sheet of this material can be formed on the sub-
strate surface. However, under most circumstances, poly-
crystalline films are produced with typical grain sizes on
the order of 5000 A. It has been observed that grain bound-
aries produce a significant resistance to charge flow, but
given the typical grain size, charge propagating perpendic-
ular to the thin film plane does not encounter such grain
boundaries. When we combine the limitations on mobility
due to the intrinsic stacking habit of the molecules, along
with grain boundary effects, it is observed that the con-
ductivity transverse to the film plane can be several orders
of magnitude higher than that parallel to the plane. Hence,
charge is constrained to flow only directly below the ohmic
contact pad that therefore defines the 01 diode area with-
out any necessity of further confinement of the structure
by subsequent patterning. This feature of the device makes
it extremely simple to fabricate as compared with conven-
tional semiconductor device processing.
Deeper understanding of the charge transport mecha-

nisms in 01 heterojunction diodes can be derived from the
energy band diagram for a metallPTCDNp-Si device shown
in Fig. 3. Here it is shown that PTCDA is a relatively large
band gap (2.2 eY) semiconductor whose "valence-like" band,
or highest occupied molecular orbital (HOMO), is offset
from the Si valence band maximum by an energy, 6 Ev =
0.5 eY. The " conduction-like" band, or lowest unoccupied
molecular orbital (LUMO), is then offset from the Si con-
duction band minimum by 6 Eg - 6 Ev = 0.6 eY, where 6 Eg

Fig. 3: Energy banddiagram of PTCDAshowing a thin interfacial layer
of thickness, 8,,, and a bandoffset potential of 4>,.. Inset: The density of
statesat an 01 heterojunction.

Figure 1 shows a schematic cross-sectional view of a typ-
ical 01 heterojunction rectifier. To fabricate this device, a
purified sample of a crystalline molecular semiconductor,
such as 3,4,9,10 perylenetetracarboxylic dianhydride (or
PTCDA, see inset, Fig. 1), is loaded into a vacuum system
equipped for thermal evaporation. Typically, 50A to 2000A
of the organic material is then deposited by sublimation in
vacuum onto the clean surface of a semiconductor sub-
strate. Many different p- or n-type semiconductors such as
Si, Ge, GaAs, InP and HgCdTe can be used in 01 device
structures. Ohmic contact is made to the organic thin film
by deposition of the appropriate metals (such as indium or
titanium) through a shadow mask that defines the contact
pad. Ohmic contact is also made to the entire substrate
surface by metal deposition.
To understand how charge is transported in crystalline

molecular semiconductors, Fig. 2 illustrates a unit cell of
PTCDA as viewed along two crystal axes. It is apparent
that the molecules form stacks where the intermolecular
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Fig. 4: Forward current-voltage characteristics of a PTCDNp-Si diode
for various PTCDA layer thicknesses, d. Inset: Bipolar current-voltage
characteristics of a PTCDA/O.5 Il-cm p-Si diode.

100

.10V
80 A 1Vi o 0.7V

~60
c
.!!
u- 40-w
E
:J- 20c
0
:J
0

500

01 Photodetector

Fig. 5: External quantumefficiency of an ITO/PTCDN p-Si detector.

Given these rectifying characteristics, several optoelec-
tronic devices can be demonstrated that utilize the many
properties made available by the large family of molecular
compounds. In Fig. 1 the schematic cross-section of an 01
photodetector consisting of a transparent indium tin oxide
(ITO) contact pad that was sputter-deposited onto the or-
ganic thin film surface is shown. The PTCDA layer for this
dev ice was 2000 A thick and was deposited onto a p-Si
substra te. The device I-V characteristics are similar to those
in Fig. 4, except tha t ava lanche breakdown accompanied
by photocurrent multiplication occurred at 60 V, consistent
with the lower resistivi ty of the particular Si substrate used .
In Fig. 5 is shown the quantum efficiency of the de tector
as a function of wavelength and reverse bias . At wave-
lengths longer than 1.1 urn, absorption in the Si substrate
vanishes due to the band edge cutoff at this energy. At
shorter wavelengths, photons are absorbed in the depletion
region in the Si bulk beneath the 01 contact. Electron-hole
pairs created by the absorption process are su bsequently
separated by the electric field and are collected at the con-
tact terminals. At even shorter wavelengths « 6000A), the
red PTCDA film becomes absorbing, and hence photons
can no longer penetrate to the electric field region in the
Si. The voltage dependence of the quantum efficiency is a
result of the long absorption lengths of near-band-edge
photons in Si. At low voltages, the electric field extends
only a short distance from the 01 he terojunction into the
Si bulk, and hence photons not absorbed in the high field
region have a larger probability of generating electron-hole
pairs tha t recombine before they can be collected. As the
bias is increased, the region of non-zero electric field ex-
tends further into the substrate, thus allowing for a larger
fraction of the photogenerated carriers to be collected. A
maximum quantum efficiency of 85 percent was observed
for this diode, although higher efficiences should be attain-
able if the thickness of the organic layer and the ITO contact
are adjusted to the appropriate thickness for an antireflec-
tion coating.

1.21.0

Horiz. Scale: toV/Div.
Vert. Scale: 2OfLA/Div.

0.4 0.6 0.8
V (VOLTS)

0.2

= 1.1 eV is the energy band gap differ ence between the
two semiconductors. This energy band diagram implies that
charge is injected into the organic film from either the metal
contact or the inorganic semiconductor substrate, and then
is thermionically emitted over the energy barrier at the het-
erojunction contact. Transport across the thin film itself is
limited eithe r by its internal resistance or by space charge
build-up, depending on the current densi ty and the density
of free carriers in the unbiased organic film.
Due to the nearly symmetrical barriers at the valence and

conduction band edges, and also due to approximately equal
mobilities for electrons and holes within the organic films
(although for many organic mat erials such as PTCDA, the
hole mobility is somewhat larger), such 01 heterojunction
contact diodes can be made on both p-type and n-type
subtrates with only minor differences in performance.
The bipolar room temperature cur rent-voltage (I-V) char-

acteristics of a typical InlPTCDAip -Si 01 diode are shown
in the inset of Fig. 4. The overall characteristic is similar to
that of an idea l diffused p-n Junction p-Si diode. A detailed
examination of Fig. 4 indicates that the maximum current
that can be achieved under forward bias is limited by the
film thickness (d), with the current at a parti cular forward
voltage scaling as d \- a behavior characteristic of spac e
charge limited transport. At lower forward voltages, the
current rises exponentially du e to thermionic emission over
the valence band offset barrier at the 01 heterojunction .
Under reverse bias, the dark cur rent is limited by leakage
processes occurring in the SI substrate, and at 240 V, ava-
lanche breakdown occurs in the substrate .

Irv'PTcDA!O.sn -em p- Si
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Speed of response to fast 0.8 urn wavelength optical pulses
was also measured for this diode, and it was found that
diffusion through the organic film provides a fundamental
transient response time limit of 5 ns. However, for a diode
with an organic film thickness of 50-100A, the rise and fall
times can be as short as 100 ps, allowing for the use of 01
diodes in high bandwidth applications.
The refractive index of PTCDA has been found to be

between 2.2 and 2.3 in the near-infrared wavelength region
that is of interest in optical communications. Thus, it is
possible to use these films as waveguides, provided that
bulk and surface scattering losses can be made sufficiently
small . Interest in such guides arises largely from the po-
tential to combine optical (waveguides) and optoelectronic
(e.g., photodiodes) structures in a single monolithic chip
using the 01 heterojunction. To reduce scattering losses,
the films must have extremely smooth surfaces with fea-
tures that are small compared to the wavelength of the
guided waves. It has been found that very smooth surfaces
can be obtained by depositing the organic material onto
substrates that have been cooled to below 100oK. Deposi-
tion at higher temperatures results in the formation of un-
acceptably rough surfaces that result in a large outcoupling
of guided light.

01 Field-Effect Transistor

A second interesting device is the "OISTR", or Organic-
on-Inorganic Semiconductor Transistor shown sChemati-
cally in Fig. 6.Here, an organiccontact was used to replace
the conventional gate contact in a metal-semiconductor gate
field-effect transistor (or MESFET) . This latter structure has
unacceptably high gate leakage currents when fabricated
using InP and related compounds for the channel material.
For this particular device, after the channel and contact
layers were formed by Si implantation into a semi-insulat-
ing InP substrate, a SiN, etch mask was deposited and
patterned to form the gate region. Using etchants that ex-
pose (111) crystallographic planes, a groove was formed in
the substrate as shown in Fig. 6, with the top opening only
1 urn wide. By deposition of the organic material (N, N'
dimethyl-3,4,9,10 pereylenetetracarboxylic diimide) and the
gate metal through this opening, a short (1 urn) gate was
formed without the use of wet chemical processes and pho-

j,' n+-lnP Contoct loyer
n - InP Chonnel loyer

orgonic film

Semi-Insuloting InP Substrote

Fig. 6: Schematic cross-sectional viewofa DIME-PTCDI/lnP transistor,
or OISTR.
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Fig. 7: Resistivityasafunction of ionbeam dose for several organic thin
film semiconductor materials.

tolithography that can lead to potential damage of the rel-
atively soft crystalline organic film.
This device exhibited transconductance values compa-

rable to similar InP FET structures, along with a gate leak-
age current approximately 20 times less than has been
observed for conventional InP MESFETs. More important,
however, was the observation that the drain current char-
acteristics of these devices were stable with time, exhibit ing
none of the slow drift in transconductance and saturation
current typical of insulated gate transistors (or MISFETs)
made using InP as the channel material.

Irradiation of Organic films

One additional aspect of organic thin films is that their
conductivity can be increased by nearly 14 decades when
exposed to high energy ion beams. Figure 7 shows the



dependence of film resistivity on 2 MeV Ar ion dose for
several different crystalline organic materials. The mini-
mum or "saturation" resistivity is roughly independent of
material composition and attains a value of 1-S x 10 -4 n-
cm. This value is approximately that of amorphous metals,
and suggests that the irradiated material is carbonized with
a high density of microscopic graphite crystallites that en-
hance the conductivity to well above that of amorphous
carbon. Both the chemical and optical properties of the films
are changed along with the conductivity. For example,
whereas the sublimation temperature of PTCDA is SOO°C,
the irradiated material is stable to temperatures exceeding
1000°C. Futhermore, at relatively small ion (or electron) doses
of 1013 em - 2, the material begins to lose its brilliant natural
color and begins to darken, suggesting a concomitant change
in index of refraction. Thus, irradiation with energetic par-
ticle beams provides a means to directly "write," into the
organic thin film, gratings and other optical devices, along
with very fine electrical interconnects. When we combine
this feature along with the waveguiding and active opto-
electronic properties of these materials, a considerable ar-
ray of device functions can potentially be integrated onto
a single chip.

Fig. 8: A conceptual view of an organic-on-inorganic semiconductor
wavelength multiplexer array.

Future Prospects

As a " gedanken" device that utilizes many of the diverse
features of or heterojunctions, consider the wavelength
multiplexer shown in Fig. 8. Here, light of several different
wavelengths is edge-coupled from a multi-wavelength laser
array into a matching array of organic waveguides. To form
the guides on a semiconductor substrate, the high index of
refraction organic material is deposited onto a lower index
dielectric buffer layer consisting of, for example, SiO l or
SiN,. The array of guides all intersect, at a 90° angle, a
similar organic guide. At each waveguide intersection is
inscribed, by direct e-beam or ion beam writing, Bragg re-
flection gratings, each tuned to the wavelength incident
from the waveguide array into a given intersection. The
effect of these gratings is to bring all of the various wave -
length signals into a single coaxial path that is then effi-
ciently coupled into an output transmission fiber. Since the
efficiency of each grating depends on its length, we expect
there to be some leakage of light from the incident lasers
into extensions of the waveguides beyond the grating re-
gion . In these extensions, the dielectric buffer layers are
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removed, hence allowing for the absorption of light into
the semiconductor substrate. By placing an electrical con-
tact pad over the absorption region, a highly efficient high
bandwidth array of photodetectors can be formed that can
be employed to monitor the laser output light in such a
way that intensity stabilization of the lasers can be achieved
over a broad operating temperature range.
Such a device illustrates only one of the many ways in

which organic thin films can be used in devices that per-
form a variety of optoelectronic functions. The excellent
electronic properties of the 01 heterojunction, coupled with
the ease with which these devices can be fabricated without
regard for the constraints which lattice matching between
contacting materials places upon conventional inorganic
semiconductors, makes the former materials a worthwhile
subject of investigation. However, as in the case of all new
semiconductor materials, there are still a considerable num-
ber of problems to be solved before they can be seriously
considered for use in real systems. For example, at present,
means for passivating or diodes so that they are stable
under many different environmental conditions have not
been established. Furthermore, due to the relative softness
of these materials, application of the photoresists needed
in wet processing of semiconductors will undoubtedly
damage the crystalline films. Hence, dry processing tech-
niques and patterning to only 1 or 2 IJ.m need to be devel-
oped . As exemplified by the OrSTR, one means of forming
small structures is to first form patterns in a semiconductor
substrate, then "replicate" these small dimensions in the
organic material by directional vacuum deposition of the
organic material onto the preformed patterns. Finally, ro-
bust and reliable means for contacting the organic films
must be established.
In spite of the difficulties that remain, it appears that

crystalline organic thin film semiconductors present both a
challenge and a promise for a new generation of versatile
optoelectronic components to the device engineer.
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Semiconductor Optical Amplifiers
Cadi Eisenstein

Abstract
Semiconductor optical amplifiers are emerging as important compone-

nets in many optical communication. switching. and signal processing
systems. An overview of semiconductor optical amplifier characteristics
and their potential applications is presented.

Introduction

Recent demonstrations of high performance semicon-
ductor optical ampli fiers, and the successful incorporation
of such amplifiers in laboratory-type systems, have ad-
vanced the prospects for practical use of these important
devices in future optical communication, switching, signal
processing, and oth er optical sys tems. The research on
semiconductor optical amplifiers is curr entl y driven by the
needs of optical fiber communications systems. [1-3] There-
fore, most reported devices are made of InGaAsP and op-
erat e in the 1.3-1.55 urn wavelength range, which is the
wavelength window where optical fibers have their most
favorabl e properties: minimum loss at 1.55-~m and zero
dispersion at 1.3-~m. There have also been reports of AIGaAs
operating at - 0.85 urn.

pro vides the feedba ck required for laser oscillations. In an
amplifier, the reflectivity (feedback) has to be eliminated so
that oscillations are prevented and single-pass gain, some -
times called traveling-wave operation, is obtained .
The reduction of facet reflectivity is most often achieved

by depositing a dielectric anti-reflection coating film. [4]
Other, less comm on, meth ods to reduce the reflectivity are
tilting the waveguide direction with respect to the facet [5J
or adding a non-guiding region, of a few urn length, be-
tween the waveguiding region and the diode facet (window
struc ture). [6] It is the lack of a mature technology to reduce
the facet reflectivity that is principally responsible for the
lag in the development of practical semiconductor optical
amplifiers behind the deve lopment of sophisticated laser
diodes. Recent advances in dielectric coating technology
have led to a proliferation of high quality research devices
and consequently, to many important experiments that have
confirmed most previously developed theoret ical mod els
and predictions regarding the per formance of the se ampli-
fiers. The ava ilability of practical sem iconductor optical am-
plifiers and the ir emergence as routine components
incorporated in various systems is expected in the next few
years.

Fig. 1 Schematic representation of a semiconductor optical amplifier.

The optical amplifier shown schematically in Fig. 1 con-
sists of a laser diode with both its facet reflectivities reduced
to very low levels . The device contains several epita xially
grown layers. The most important is th e active region into
which carr iers are injected from an external bias source.
The injected carriers are confin ed to the active region be-
cause it is surrounded by layers of material with higher
energy band gaps. If a sufficient number of carriers are
injected, then an optical signal impinging on the active re-
gion will induce stimulated emission and consequently be
amplified . The active region also serves as the core of a
waveguide in which the light, propagatin g along the device
as it is amplified, is confined . In a semiconductor laser, the
end facets are cleaved perpendicular to the waveguide. The
semiconductor-air interface forms a 35 percent mirror which

Characteristics of Semiconductor Optical
Amplifiers

The most common way to use a semiconductor optical
amplifier is shown in Fig. 1. The device is electrically driven
by a dc bias (in some cases it may have an ac drive) and
has optical input and output ports consisting of optical fi-
bers coupled to the amplifier waveguide. A weak op tical
signal Pi" is injected into the amplifier and emerges at the
output as a larger signal with added noise, P"'<I = GPi" +
P""i«" The amplifier provides gain G over a large band-
width. As long as it operates in the linear regime, it is
practically transparent to the wavelength, modulation for-
mat and frequency, as well as the power of the input signal.
The overall small-signal gain spectrum of an optical am-

plifier is very broad (approximately 4000 GHz) and is de -
termined by the semiconductor material properties. The
broad gain function is modulated by Fabry-Perot modes
resulting from the finite residual reflectivities of the ampli-
fer facets. The gain spectrum of an amplifier with single-
pass small-signal gain g, length L, and facet reflectivities R,
and R, is [7,8]

G(f) = kg(1 -R))(1-Rz)

(1-gyRIRz)2+4gYRIR2sinz [21T~nL ]

with k being the total coupling loss, c the velocity of light
in vacuum, f the optical frequ ency, and n the effective ind ex
of refraction in the amplifier waveguid e. The modulation
of the gain has a period determined by the ampli fier length.
For typical lengths of 250-500 urn in the wavelength ran ge
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Fig. 2 Measuredgain spectrum of a semiconductor optical amplifier.

of 1.3-1.5 lim, the spacing between peaks is 50-150GHz so
that there are approximately 30-100modes within the over-
all gain bandwidth of the amplifier. The depth of the gain
modulation is determined by the product gy'RIRz• The
idea l amplifier has zero reflectivity and no gain modulation .
Practical amplifies have some residual facet reflectivity hence
a finite gain modulation. An examination of the expression
for the gain reveals the requirement for the very low re-
flectivities. For example, if a net gain of 20 dB is required
and the total coupling losses are approximately 10 dB, then,
if a 3 dBgain modulation is acceptable, the reflectivity must
be 2 x 10- 4• If a 1 dB gain modulation is required, the re-
flectivity has to be 5 x 10-5 •
The most common method to achieve low facet reflectiv-

ities is by high quality anti -reflection coating. The para-
meters of an anti -reflection coating film matched to a laser
waveguide are different from the conventional quarter
wavelength film. Several theoretical designs of antireflec-
tion coating films for laser facets [9) as well as experimental
demonstrations of reflectivities on the order of 10-4 have
been published [3,10-12) by researchers from AT&T Bell
Laboratories, CNET, NIT, and BTRL. Fig. 2 shows a 4000
GHz wide measured noise spectrum (which is proportional
to the gain spectrum) of an amplifier operating near 1.3
lim. The figure also shows, in detail , the gain and gain
variations (which are ± 1 dB) of one Fabry Perot mode.
The corresponding facet reflectivities in this device are
3 x 10-4 • The dielectric coatings are processed with electron-
beam or thermal evaporations or by RF sputtering. The
most common materials are SiOx' ZrOx' SixNy, PbOjSiOy '

all of which are non-stoichiometric materials having an in-
dex of refract ion that can be adjusted using the deposition
conditions. The film thickness is usuall y controlled by so-
phisticated in-situ monitoring techniques. [4,10] Ot her
methods to obtain low reflectivities are tilted laser wave -
guides [5) or window structures (6) in combination with
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simple anti-reflection coatings . Such amplifiers have re-
cently been demonstrated at Bellcore, AT&T Bell Labora-
tories, Imperial College London, STLResearch Laboratories,
and NEe.
The single-pass small-signal gain g is a very weak func-

tion of optical frequency. [7) Its value is determined by the
amplifier material, structure, and driving conditions. In a
given optical frequency range, it has the general form [7]

g = exp{L[TgiN-NJ-Tall -azL}

in which L is the amplifier length, go is a linear gain coef-
ficient which is a device parameter, Nois the carrier density
required for transparency, N is the carrier density in the
active region which is related to the drive current, T is the
mode confinement factor which is determined by the am-
plifier waveguiding characteristics, and a l and az are op-
tical losses in and out of the waveguiding region,
respectively. The dependence of the gain on r, the wave-
guide confinement factor, gives rise to a major problem
with most semiconductor optical amplifiers, namely, the
dependence of the gain on polarization. Since to date most
amplifiers have been obtained by anti-reflection coating of
conventional semiconductor lasers, and since the confine-
ment factor in injection lasers is significantly larger for light
polarized in the junction plane (TE) than for light polarized
in the orthogonal polarization (TM), most amplifiers have
a polarization-dependent gain. To overcome this adverse
property of amplifiers, new gain structures with more sym-
metric waveguides are now being designed and proces sed,
with very promising results [3] obtained in several labora-
tories such as CNET and AT&T Bell Laboratories . In am-
plifiers with low reflectivities, the gain g may be as high as
30-35 dB for a 500 lim long device . The usable gain is re-
duced by coupling losses that are typically 3-5dB per facet.
Significant advances in permanent coupling of fibers to the
input and output of amplifiers have been reported by BTRL.
For large input signals, the amplifier gain is reduced due

to nonlinear effects. If the gain is compressed due to a
strong input pulse, it takes a finite time to recover to its
initial value. If a second pulse arrives before the gain has
fully recovered, it will experience a reduced gain and cause
errors in a communication system. The gain recovery time
is determined by complicated carrier dynamics which have
relatively slow time constants. Measurements of gain re-
covery time in semiconductor optical amplif iers have re-
cently been performed [13) at AT&T Bell Laboratories. The
shortest measured times are on the order of 100 ps. The
nonlinear gain compression also limits the output power
that can be extracted from a semiconductor optical ampli-
fier. The maximum output power can be increased by re-
ducing the gain recovery time .
Sem iconductor optical amplifiers generate amplified

spontaneous emission noise wh ich is added to the ampli-
fied signal. This noise is spread over the bandwidth of the
gain spectrum (several thou sand GHz) . In general, most of
this noise can be filtered out using opti cal filters such as
gratings, passive or active Fabry-Perot etalons, electro-optic
filters, etc. In coherent sys tems, the filtering is an inherent
part of the detection mechanism. The noise bandwidth after
filtering can be as narrow as the bandwidth of the infor-
mation carried by the modulated optical signal. The impa ct
of the added noise depends on the amplifier application.
The noise and amplified signal are detected simultaneously
and generate a mixed noise current which may affect the
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detection sensitivity. There are two major types of mixing
produ cts . [7,14) For low amplifier inpu t power, the main
mixing pro duct is due to bea ting between different por tions
of the noise spectrum and is called spontaneous-sponta-
neous beat noise. For large amplifier input signals, the
dominant noise is du e to bea ting between the signal and
the spontaneous emission noise and is the favorable mode
of operation. The effects of the amplifier noise on a system
are usually character ized by the degradation in signa l to
noise ratio due to the amplifier. This degradation (usually
called the noise figure F) is equal to 3 dB for an idea l am-
plifier. In any practical amp lifier F>3 dB. For high qua lity
amplifiers, operating un der hig h gain conditions , F- 2 11 . /..

The factor " ./. is a device parameter called the population
inversion para me ter which is equal to the ratio of sponta-
neous to stimulated tran sition rates in the amplifier. The
effective noise figure of a prac tical amplifier equals F plu s
the input cou pling loss. The lowest noise figure for an am-
plifier to date was reported by NTT to be (excludi ng the
coupling loss) F = 5.2 dB (corres ponding to " 'J' = 1.65)
under the condi tion of 20 dB gain.[IO!

Applications of Semiconductor Optical
Amplifiers

The list of potenti al applications for semiconductor op-
tical amplifiers is very lon g. The most commonly suggested
and experimentally investigated application s are described
below .
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Non-Regenerative Repeater

In long-haul optical tran smission sys tems, repeater spac-
ing is determined by either fiber dispersion or fiber loss. In
the latt er case, a linear optical amplifier can be used to
compensa te for the loss and thereby avoid the need for
complicated regenerative repeaters. Such in-line amplifiers
have been demonstrated in systems using either direct or
cohe rent detection schemes. The number of amplifiers that
can be cascaded is limited by the accumulation of amplifier
noise and by fiber dispersion. Using four optical amplifiers
placed approxima tely every 70 km, AT&TBell Laboratories
research ers have transmitted a 1 Cb/s signal over 310 km
in a direc t det ection sys tem [15] and 400 Mb/s over 370 km
in a coherent sys tem.[16) The main advantage of in-line
amplifiers is in multi-channel, wavelength division multi-
plexed (WDM) sys tems. In such sys tems, a sing le amplifier
can ampl ify simultaneo us ly all channels. In contrast, con -
ventional WDM sys tems require a demultiplexer, a rege-
nerator for each channel and a multiplexer at each repeater.
The two types of WDM-system rep eater are illustrated in
Fig: 3. ~he advantage of the simple in-line amplifier repea-
ter ISquite dramatic, particularly when the number of chan-
ne!s is la~ge. A variety of laboratory-type WDM sys tems
uSing a Sing le optical amplifier have been demonstra ted .
Most notabl e is a ten-channel coherent sys tem experiment
operating at 'A = 0.85 urn performed at the Heinrich Hertz
Institute [17] and a four channel, densely spaced coherent
sys tem operating at 'A = 1.3 urn demonstrated at AT&T
Bell Laboratories. [18) Simultaneous amplification of a multi-
wavelength signal may cause crosstalk between the chan-



nels . [18-20] This crosstalk results from non-linear effects
such as four-wave mixing, intermodulation distortion, and
gain saturation. It can be minimized by increasing channel
spacing, limiting the input power to the amplifier, and by
using frequency shift or phase shift keying rather than in-
tensity modulation as the data encoding scheme.

Optical Receiver Pre-Amplifier

Optical receivers usually employ either PIN or APD pho-
todetectors in conjunction with an FET. The largest gain-
bandwidth demonstrated for an InGaAs APD is - 70 GHz .
For bandwidths of up to a few GHz, the most sensitive
receivers employ InGaAs APDs. However, for wider band-
widths, the APD gain bandwidth is not sufficient and a fast
PIN photodetector in combination with an optical pre-am-
plifier [1] (which may have up to 20 dB gain with a band-
width of - 4000 GHz) is preferable. A typical input stage
of a receiver employing an optical pre-amplifier is shown
in Fig. 4. High efficiency coupling to the amplifier input is
of paramount importance in this application, and the re-
ceiver requires a filter to eliminate the wideband amplifier
noise . Experimental demonstrations of receivers with sen-
sitivities that are higher than the best reported APD based
receivers for comparable bandwidths have been reported.

General Optical Gain Block

Semiconductor optical amplifiers can be inserted in var-
ious systems to compensate for losses of optical compo-
nents and for splitting losses in networks. For example,
researchers at Ericsson Telecommunication Research Lab-
oratory have demonstrated the use of an optical amplifier
to compensate for the losses of a LiNbO) optical circuit.
Semiconductor optical amplifiers are also used as the gain
element in linear or ring configuration external cavity las-
ers.

Narrow Band Tunable Amplifiers

Advances in tunable single-frequency laser diodes such
as DFBand DBRlasers (which incorporate a built-in grating
section for frequency selection) have led to experiments
with devices which combine the functions of filtering and
amplification. These amplifiers, which also generate less
noise than wideband amplifiers, have been incorporated in
WDM systems where they serve as active demuitiplex-
ers .[25] Researchers at CNET, NEe, and Bellcore have re-
ported a variety of experiments with such narrow band
amplifiers. The operation of a narrow band amplifier as a
tunable active filter (with gain) for WDM demuitiplexing
applications is shown schematically in Fig. 5.
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Fig. 4 Schematic ofanoptical receiveremploying a semiconductor optical
preamplifier.
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Examples include a 10 GHz receiver reported by research-
ers from BTRL [1] as well as 4 Gb/s and 8 Gb/s receivers
demonstrated at AT&T Bell Laboratories. [11,21] 40

~ (1)

Power Amplifier and Amplifier/Modulator

Power amplifiers and amplifier/modulators are placed in
optical transmitters. Power amplifiers may be used to com-
pensate for losses due to optical components such as ex-
ternal LiNb03 modulators, wavelength or time multiplexers,
power splitters, etc. Power amplifiers have been demon-
strated in conjunction with a coherent transmission system
by BTRL [22] and in an 8-Gb/s optical time division multi-
plexed experiment performed at AT&T Bell Laboratories.
[23]Researchers from Bellcore have used a power amplifier
to compensate for signal splitting losses in a subcarrier mul-
tiplexed video distribution system. [24] The limiting factor
in power amplifiers is usually gain and power saturation.
Amplifier/modulators speeds are determined by the mod-
ulation bandwidth of the amplifiers, which are limited by
carrier dynamics to several GHz. The main attraction of
amplifier/modulators lies in the potential to monolithically
integrate them with the laser source . Amplifier/modulators
operating in conjunction with short pulse lasers have been
demonstrated at AT&TBell Laboratories.
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Fig. 5 Structure andtransfer functionofa narrow band tunableamplifier
operating as a WDM demultiplexer.

Bi-Stable Amplifiers
Under some conditions, the amplifier non-linear char-

acteristics may be used to perform useful functions. Optical
amplifiers which exhibit bi-stab ility have been used to dem-
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Fig. 6 Structure and transfer function of a two-section bi-stable optical
amplifier.

onstrate some basic logic fun ction s required for opti cal
proce ssing, switching, and all-optical fully regenerati ve re-
peaters . Bi-stability has been demonstrated in two typ es of
amplifiers . The first is a simpl e unc oated laser diod e op-
erating below threshold (sometimes called a Fabry-Pero t
amplifier). Such an amplifi er has a highly resonant gain
tran sfer function which is very sensitive to the intens ity of
the input signal hence is very non-linear and exhibits bi-
stability . These simple bi-stable amplifiers have been dem-
ons trated at BTRL, GTE, and NTT. A more adva nced bi-
stable amplifier, show n schematically in Fig. 6, employs
two integrated sections . [26] The first perform s a nonlinear
thr esholding functi on by saturable absorption, and the sec-
ond provides gain. This type of bi-stable amplifi er has been
used for switching and pul se shaping by BTRL resea rchers.
The major limitation s of bi-stable amplifiers are relatively
low spee d [27J, difficulties in obtaining largl' extinction ra-
tios, and stability.

Future Trends

Semiconductor opti cal amplifiers are likely to become the
next opto-electronic component to have a significant impact
on optical communication, switching , and signal process-
ing sys tems . It is expected that the designers of future op-
tical sys tems will be able to incorp orate optical amplifiers
int o their sys tems at will, in a manner similar to the way
amplifiers are incorporated in present dav electronic sys-
tems.
Several technologies have to be perfected before practical

semiconductor optical amplifiers become abundant. The first
is a bat ch process to obtain low reflectivity facets . To date,
all reported high quality amplifiers were processed as care-
fully controlled indi vidual devices. Recent advances in high
reflectivity coatings of mirror s, which produ ced commer-
cially available Fabry-Perot etalons having d low loss mirror
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with reflectivities of 99.999 percent, have proven that di-
electric coatings can be controlled to very tight tolerances.
Similar control methods may be employed in a batch process
for anti -reflection coatings on laser diode facets . Other pos-
sibilities include further developments of tilted facet and
window structure s. The second problem which needs to
be addressed is the de sign and fabrication of symmetric
wav egu ide gain structure s that will overcome the unac-
ceptable polarization dependence of the gain . The issu e of
amplifier packaging is already quite well developed with
fiber pig-tailed amplifiers whose packages also includes iso-
lators being made availabl e for commercial use . Finally,
semiconductor optical amplifiers will very likely playa ma-
jor role in integrated photonic circuit s, where they may be
used without the need to anti-reflection coat them and where
coupling in and out of them will be accomplished by well
matched, monolithically integrated waveguides . [28)More-
over, all the necessary optical filters as well as the electronic
dr ive and monitoring circuits will probably be integrated
on the same chip.
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Lasers erfor
Fiber-Optics Users

A bewildering variety of semiconductor lasers are now available.
What properties are important for real-world applications?

by Joanne LaCourse

he volume of information
concerning semiconductor
lasers can be overwhelm-
ing. More than 20 manu-
facturers sell a wide
variety of semiconductor-
lasers in all price ranges,

and the device handbooks grow larger each
year. At every conference we hear of new
advances in laser performance. In all this
"optical noise," it's all too easy for a user to
lose sight of the essentials. And the essen-
tial question is straightforward: Which
semiconductor laser properties are impor-
tant for your application? That's the ques-
tion we will explore in this article, and it
leaves us with a lot of ground to cover. To
narrow the focus, we will concentrate on
lasers with wavelengths between 1.3 and
1.55 urn, the range most applicable to fiber-
optic communications. In this range, light
experiences lower loss in silica fiber; in
addition, 1.3 urn is the wavelength of zero
dispersion, where the refraction index and,
consequently, the speed of propagation are

independent of wavelength.
But why semiconductor lasers? Simply,

they are ideally suited to fiber-optic sys-
tems. Their small size makes it easy to cou-
ple their laser light into the small (....,8 1JIll)
core of a singlemode fiber. They have low
input-power requirements (typically, 50 to
100 rnA at I volt), and an enviable power
conversion efficiency of a few tens percent.
They are rugged, long-lived, compact,
high-speed, and available at the appropriate
wavelengths.

Let's look at some basics. The semicon-
ductor laser is a diode consisting of multi-
ple epitaxial layers grown on an indium
phosphide (InP) substrate (Fig. 1). An
"active layer" (typically indium gallium
arsenide phosphide, InGaAsP) is sand-
wiched between n- and p-type cladding lay-
ers of InP. A bias current applied to metal
contacts provides the active layer with a
supply of electrons and holes, which are
confined to the active layer by the differ-
ence in energy gaps between the active and
cladding layers. When the electrons and

holes recombine, light is generated at a
wavelength determined by the active
layer's energy gap. The relatively high
refractive index of the active layer confines
the light to the vicinity of that layer in
much the same way as light is confined in
the higher-index core of an optical fiber.

The active layer is typically 200 to 500
urn long, with a small cross-section, usually
about 0.2 J..U11 thick and 1 or 2 IJIllwide. In
"quantum-well" lasers, the active layer is a
stack of thin (...., 10 nm) low-bandgap layers
sandwiched between higher-bandgap barri-
er layers. These lasers exhibit some
improved properties over conventional
lasers, including lower threshold currents,
higher output powers, and narrower
linewidths, but they are not yet commer-
cially available at suitable wavelengths.

Different lasers have different charac-
teristics, which mayor may not be suitable
for a specific application (see Meeting
Application Requirements). Let's examine
some of the key properties of semiconduc-
tor lasers. These include power-current

Reprinted from IEEE Circuits and Devices Magazine. Vol. 8. No.2, pp. 27-32, March 1992.
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Current

wavelength lasers delivering as much as
tens of milliwatts of fiber-coupled power.
Pump lasers at these wavelengths are now
available commercially.

1. The semiconductor laser is a diode consisting of multiple epitaxial layers grown on an
indium phosphide (InP) substrate. Light is generated in the active layer when current is
applied to the metal contacts.

Current

Current Modulation

Temperature sensitivity
One unfortunate but unavoidable character-
istic of semiconductor lasers is a decrease
in output power at high temperature. This
condition arises because the threshold cur-
rent rises exponentially with temperature ,
i.e, exp(T/To)' where To is typically 65'C
for l.3-J.UI1 lasers, and 45 'C for 1.55-J.UI1
lasers. Thus, in cases where ambient condi-
tions are subject to change, temperature
sensors and controllers should be incorpo-
rated in the laser module to keep it's tem-
perature constant.

Beam Shape
Unlike the pencil-thin beams assoc iated
with gas lasers, semiconductor lasers have
highly divergent beams, with full angles of
5-25' parallel to the active layer, and 25-
50' perpendicular to it. The divergence is
due to diffraction arising from the small
size of the light-emitting area. The small
size ensures a single spatial lobe, which is
essential for good fiber-coupling efficiency,
linear power-current curve, and minimum
noise . Unfortunately, the asymmetry and
divergence of the beam make coupling the
laser beam to a fiber more difficult, espe-
cially for singlemode fiber. Coupling effi-
ciencies to an as-cleaved singlemode fiber
are about 10 percent, so most packaging
schemes use a len s or lensed fiber to
achieve coupling efficiencies ranging from
25 to 40 percent. Non-fiber-coupled lasers
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2. The output power of a semiconductor laser is modu-
lated by varying the input current.

Output Power
Recommended operating powers of semi-
conductor lasers are usually several milli-
watts. The maximum power is limited by
leakage currents associated
with the act ive layer, and by
internal heating created by the
input curren t. Unlike shorter-
wavelength lasers, these lasers
are not subject to optical facet
degradation , even at high
power. As much as 312 mW
has been obtained from special-
ly designed lasers with antire-
flective coatings on the front
facet and reflective coatings on
the rear facet [2].

Such high output power is
usually not necessary- with
one important exception. An
erbium-doped, fiber-optic
amplifier requires as its power
source 0 .981J.m or 1.48-lJ.m

achieved in quantum-well lasers with high-
reflectivity facet coatings , although the
total output power is less than I mW [I] .
The threshold current is not cr itical for
most application s, but very low threshold
currents offer the bonus of a simpler drive
because no bias current is needed. More
important is the operating current needed
for the desired amount of optical power,
especially for applications with high pack-
ing densities, such as optical interconnects,
where heat dissipation is a concern.

e al

etal

Cladding layer: n-lnP

Substrate: n-lnP

Active layer: InGaAsP
Claddin la er: p-lnP

Contact layer: p-lnGaAsP

Threshold Current
The threshold current of most commercial
lasers is in the range of 5 to 20 rnA.
Approximately one milliampere has been

Power-Current Characteristics
At low bias currents, the laser acts essen-
tially as a light-emitting diode, with little
output power. As the current increases, the
optical gain in the active layer also increas-
es until it equals the optical loss. The bias
current at this point is known as the lasing
threshold current. The device functions as a
laser only at currents above threshold.
Here, the light output increase s more-or-
less linearly with bias current (Fig. 2). The
slope of the power-vs .-current curve
depends on the laser 's length and facet
coating, and can vary from 0.1 to 0.8
mW/mA. Facet coatings are often used to
ensure most of the light is emitted from one
facet. For a fiber-coupled laser, the slope is
smaller in proportion to the fiber-coupling
efficiency.

The optical power is modulated by
varying the laser's drive current (Fig. 2).
The optimum modulation condition (bias
current and modulation depth) are deter-
mined by the power-current curve, and the
requirements of the particular application.
For example, analog systems are sensitive
to the distortion that results if the modula-
tion current reaches below threshold, or
into the nonlinear regions at high current.

characteristics, beam shape, spectra, modu-
lation, noise characteristics, and reliability.
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Meeting Application Requirements
are less costly than fiber-coupled types, but
they are far more difficult to use because
the user is responsible for performing the
optical coupling, as well as for providing
the protection against physical damage.

Optical Spectrum
The simplest laser structure is the Fabry-
Perot cavity, which has cleaved facets at
both ends (Fig. 3, top). Fabry-Perot lasers
emit at resonant wavelengths called "longi-
tudinal modes" (Fig. 4, top). The total spec-
tral width is about 3 nm, and broadens still
further during current modulation.

Single-longitudinal-mode spectra are
achieved by using more complicated struc-
tures. The distributed feedback (DFB) laser
has an internal grating (a layer with period-
ically varying thickness) that preferentially
selects one wavelength (Fig. 3, bottom). In
a typical DFB laser's spectrum the peak
longitudinal mode (determined by the grat-
ing's pitch) is about 30 dB larger than the
other modes (Fig. 4, bottom). DFB lasers
with 1.3-flI11 and 1.55-flI11 outputs are wide-
ly available, although at prices significantly
higher than those for Fabry-Perot lasers.

There is more to a laser's spectrum than
the wavelength of its dominant mode. The
broad spectral width of a Fabry-Perot laser
produces temporal pulse broadening with
increasing distance because of chromatic
dispersion, each wavelength traveling at a
slightly different speed. This characteristic
can be a severe limitation in 1.5-flI11, high-
bit-rate, long-haul systems. Solutions
include the use of DFB lasers or fiber hav-
ing its zero-dispersion point at 1.5 urn
(instead of the usual 1.3 flI11). DFB lasers
therefore permit a larger bit rate-transmis-
sion distance product. DFB lasers also offer
the advantage of lower noise, which is criti-
cal for AM video systems where the need
for a high signal-to-noise ratio sets a severe
limit on allowable noise. DFB lasers are
also essential to experimental applications
where multiple longitudinal modes can't be
tolerated. Among these are coherent sys-
tems, where the signal is recovered by beat-
ing the received power against a local
oscillator; and wavelength-division multi-
plexed (WDM) systems, where a single
longitudinal mode is needed to prevent
crosstalk between channels. DFB lasers are
also critical for experimental wavelength-
division-multiplexed (WDM) systems to
prevent crosstalk between channels.
Channel spacings in such WDM systems

Long-haul, digital systems: Commonly
used by telephone companies, these sys-
tems are optimized by using single-wave-
length (DFB) lasers to minimize dispersion
penalties. If the laser is directly modulated,
low chirp may be desirable (depending on
the transmission distance and fiber disper-
sion).

AM video systems: The commercial sys-
tems installed by cable television compa-
nies must have SNR > 50 dB, which
requires low-noise, high-linearity DFB
lasers. RIN must be less than -150 dB/Hz,
necessitating optical isolators to suppress
reflections. The csa and CTB distortion
must be less than about -60 dBc.
Fortunately, the cost of these relatively
expensive lasers is shared among many
subscribers. (A rival technology- exter-
nally modulated, high-power Nd:YAG
lasers- is also available for these sys-
tems.)

Digital and FM SCM systems: These
commercial and field-trialed systems are
much more forgiving than AM video sys-
tems because they require a SNR of only
16 dB or so. The RIN requirement can be
relaxed to less than -135 dB/Hz. Broadband
SCM systems need high-speed lasers with
a high resonance frequency that is well
above the signal band in order to keep RIN
and distortiondown.

Subscriber systems: Cost and input-
power requirements are the major con-
cerns. Lasers must be inexpensive,
operate reliably under extreme weather
conditions, and consume little input power.
Ruggedized commercial laser modules
are now available that operate from -400 to
+85°C without requiring a thermoelectric

range from a few nanometers to a few hun-
dredths of a nanometer- a channel spac-
ing so small it is usually described in terms
of optical frequency (a few GHz). When
channel spacing is small, these frequency-
division-multiplexed (FDM) systems
require extremely tight frequency stabiliza-
tion.

Linewidtn
A coherent system needs more than just a
single longitudinal mode. That mode must
have a narrow spectral linewidth- less
than 1 percent of the bit rate- for phase-
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cooler (thus reducing power consumption),
but the cost is still a few hundred dollars.
Since this is potentially a very large mar-
ket, researchers are examining new ways
to simplify the packaging and reduce the
cost to a few tens of dollars.

WDMsystems: These laboratory-demon-
strated systems have channel spacings as
small as 1 nm, and currently rely on exper-
imental tunable lasers or preselected com-
mercial DFB lasers for different channels
with temperature tuning for fine control.
Simple dual-wavelength (1.3 urn and 1.5
urn) WDM systems have relatively loose
wavelength requirements.

FDMsystems: These highly experimental
systems can efficiently utilize the huge
potential bandwidth of optical fiber. With
channel spacings on the order of 5 GHz
« 0.04 nm), many channels can be trans-
mitted simultaneously. Unfortunately,
these complex systems place extraordi-
nary demands on lasers. They require
laser tunability and stringent optical fre-
quency stabilization, which has been
achieved only in the laboratory.

Pump lasers for erbium-doped fiber-
optic amplifiers: These devices have
already had a tremendous impact on labo-
ratory research and on systems planned
for installation, and they will play an
increasing role in the future for applica-
tions at 1.5 urn, The required output power
from a 0.98 urn or 1.48 urn pump laser
depends on the amplifier's use as an in-
line, power, or pre-amplifier. Commercial
lasers are available, although they do not
presently offer adequate reliability at very
high power.

shift keying (PSK), a coding scheme that
embodies the signal as a change in optical
phase. Similarly, a linewidth of less than 10
percent of the bit rate is required for fre-
quency-shift keying (FSK). The linewidth
requirements can be relaxed by using
phase-cancellation techniques. Linewidths
are broadened by random fluctuations in
the electron population, which affect the
wavelength through the gain and refractive
index. Linewidths of 10 to 100 MHz are
typical for commercial DFB lasers, but
experimental DFB laser structures have
produced linewidths as narrow as 170 kHz



4. Several longitudinal modes appear in the spectra of
Fabry-Perot lasers , while the dominant mode in DFB
lasers is typically 30 dB larger than side modes.

3. The profile of a Fabry-Perot laser reveals uniform lay-
ers, unlike the intemal grating of a DFB laser.
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highest 3-dB electrical bandwidths
achieved thus far are 24 GHz for a 1.3-J.Ul1
Fabry-Perot laser, and 17 GHz for a 1.55-
J.Ul1 DFB laser [5,6].

The modulation response tends to peak
at the resonance frequency , although the
peak may be flattened by rolloff produced
by electrical parasitics, or by an intrinsic
damping effect arising from interaction
between the photon density and the optical
gain. In the ideal laser, i.e., one having no
electrical parasitics and unlimited power,
the ultimate bandwidth is limited by critical
damping at high power. Recent reports of
very lightly damped quantum-well lasers
suggest that the ultimate bandwidth could
be as high as 70 GHz [7]. There is plenty of
room for improving the 4-to-18-GHz band-
widths available in today 's commercial
devices.

Surprisingly, most broadband optical
systems benefit from using lasers with a
much wider bandwidth than the system
bandwidth. For modulation frequencies
well below resonance, the response is flat-
ter and more efficient; and the relative
intensity noise, distortion, and phase devia-
tion are reduced.

Frequency modulation- a more exotic
format that includes coherent FSK sys-
tems- has been demonstrated only in the
laboratory. Modulation of the optical fre-
quency is achieved by the modulation cur-
rent 's effect on the gain and refracti ve
index. A flat, high-efficiency, wide-band-
width response is desired, but "structure"

Modulation Behavior
Intensity modulation is the most common
type of modulation in today's optical com-
munication systems. One example is digital
pulse-code-modulated (PCM) baseband
systems, in which the laser is directly driv-
en with the baseband signal. In subcarrier-
multiplexed (SCM) systems- another
example of an intensity-modulated sys-
tem- the laser is driven by an RF or
microwave subcarrier modulated by the
message signal. The subcarrier modulation
format can be AM, FM, or digi-
tal.

The important laser property
for these systems is the modula-
tion response (Fig. 5). A flat ,
high-efficiency, wide-band-
width response is preferred. The
bandwidth of most lasers is lim-
ited to a few GHz by electrical
parasitics, which include diode
resistance, capacitance, and
bond-wire inductance. For low-
parasitic lasers, the 3-dB band-
width is normally about 1.5
times the laser's resonance fre-
quency- the frequency at
which energy oscillates between
the electron and photon popula-
tions. The resonance frequency,
and consequently the band-
width, increases with the square
root of the output power. The

Chirp
The linewidth broadens dur-
ing modulation because of
fluctuations in the electron
population. This broaden-
ing, known as "chirp ,"
increases with modulation
frequency and peak-to-peak
power swing. Typical val-
ues are on the order of I nm
(-10 GHz) at a few Gb/s,
although chirp has been
substantially reduced in
experimental, detuned DFB
quantum-well lasers.

For high-bit-rate (Gb/s) , long-haul sys-
tems operating at 1.5 J.Ul1, temporal pulse
broadening due to chirp may limit the bit-
rate-transmission-distance product. On the
other hand, chirp makes frequency modula-
tion of lasers more efficient; consequently,
it can benefit high-speed coherent systems.

DFB laser

Fabry-Perot laser

Wavelength Tunability
WDM and FDM systems require tunable
lasers so the transmitter wavelength can be
placed in the appropriate channels. Lasers
can be tuned over a few tenths of a
nanometer by changing the laser tempera-
ture, but tuning over 10 nm would be pre-
ferred. One approach uses feedback from
an external grating. As the grating is
moved, the lasing wavelength shifts as
much as 80 nm (or more than 200 nm for
special quantum- well lasers) but not con-
tinuously- some wavelengths inside the
tuning range cannot be obtained [4]. This
technique has the advantages of commer-
cial availability and narrow linewidths, and
the disadvantages of high cost and instabili-
ty under current modulation. Excellent
results have also been obtained with experi-
mental multiple-section internal-grating
lasers. The current to one section provides
gain while current to a separate "tuning"
section determines the wavelength .
Researchers have reported tuning ranges of
about 2 nm for continuous wavelength tun-
ing and about 10 nm for discontinuous tun-
ing (including the jumps from one
longitudinal mode to the next) [4].

[3]. The record-breaking results were
obtained by using special grating structures,
increasing the laser length to over one mil-
limeter, and minimizing the electron-
induced change in refractive index relative
to gain, which are achieved by using quan-
tum-well lasers or by "detuning"- adjust-
ing the grating pitch of a DFB laser such
that lasing occurs on the short-wavelength
side of the gain peak. Obtaining narrow
linewidths may also require optical isola-
tors, which transmit light in only one direc-
tion, to prevent reflections from the fiber
back to the laser from exceeding -50 dB.
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Reliability
No discussion of laser properties is com-
plete without mentioning reliability. This is
a particularly difficult area to pin down,
because determining reliability is a time-
consuming task and the results can vary
widely, depending upon the laser's struc-
ture, package, and operating conditions.
Nevertheless, it is an area that has shown
steady improvement.

The laser's intrinsic reliability is deter-
mined by the migration of defects to the
active or current-confining layers. This
migration produces increased optical loss
and reduced radiative efficiency, or
increased leakage currents around the
active layer. Most manufacturers use care-
ful laser design coupled with screening
tests at high temperatures and current to
eliminate lasers that might fail prematurely.

modulation current drives the laser below
threshold).

Distortion is quantified by describing
the Composite Second Order (CSO) and
Composite Triple Beat (CTB), which are
measures of the worst-case carrier-to-inter-
ference ratio generated by all the second-
order and third-order intermodulation
products, respectively. In general, a CSO
and CTB less than -60 dBc are necessary
for a 40-channel AM video system with a
SNR of 50 dB. These conditions are met by
commercial, high-linearity DFB lasers.
Such systems may also require an optical
isolator, because reflections can lead to
enhanced distortion.
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Distortion
Distortion is interference
arising from a laser's non-
linear response to current
modulation. Like noise, it
reduces the SNR. In digi-
tal systems it is not usually
troublesome, but in analog
systems it can be a serious
problem, especially for
multi-channel AM video
systems that require a high
SNR. Sources of distortion
include nonlinear power-
current curves. operating
too close to the resonance
frequency, and clipping
(which results when the

8
I I

4 6
Frequency (GHz)

o 2

6

12
Increasing
I pow~r

:0-
~
Q)encoa.
~ -6
~
~
(i)
a:

Relative intensity noise (RIN), or fluc-
tuations in the output power, arises from
fluctuations in the electron density and
spontaneous emission. RIN peaks at the
resonance frequency (a few GHz) and gen-
erally decreases at higher output power
(Fig. 6). The sharpness of the resonance
peak is reduced at high powers by the same
damping effect that flattens the modulation
response.

Fabry-Perot lasers exhibit greater RIN
at low frequencies «1 GHz) compared to
DFB lasers. In a system with dispersive

Noise
Noise is undesirable because it reduces the
signal-to-noise ratio (SNR). For some
applications, the laser noise is unimportant
compared to thennal noise in the receiver.
For applications which must maintain a
high SNR, the laser noise is critical. For
multi-channel AM video systems, which
need a SNR>50 dB, the laser noise must be
maintained at less than -150 dB/Hz by
using commercial" low-noise DFB lasers
with optical isolators.

may appear in the response curve at low
frequencies «1 MHz) because of thermal
effects and at high frequencies (GHz) due
to resonance effects. Experimental lasers
used for frequency modulation include
DFB lasers (with bandwidths up to 15 GHz
and FM response of about 0.1 GHz/mA);
and two-section DFB lasers, with a larger
response (1 GHz/mA) but a smaller band-
width (,..,1 GHz) [4].

fiber, mode partition
noise, i.e., fluctuations in
power between different
modes, causes additional
low-frequency noise in
the total transmitted
power. This noise can
produce problems even in
higher-frequency systems,
such as SCM systems, by
beating with the signal,
and translating into the
signal band. Low-fre-
quency noise can be mini-
mized by operating at the
zero dispersion wave-

S. The laser's modulation bandwidth increases with output length and using a DFB
power. laser with a side mode

suppression ratio greater
than 30 dB.

Even small amounts of optical feedback
caused by reflections into the laser from the
fiber end or other components can seriously
degrade a laser's noise and distortion char-
acteristics. Feedback of as little as -40 dB
can significantly increase RIN for DFB
lasers, which are especially sensitive to
reflection. The cure for this problem is sim-
ple but expensive: include optical isolators
to suppress reflections.

Phase noise (fluctuations in the optical
phase) arises from fluctuations in the elec-
tron population, like RIN, and peaks at the
resonance frequency. It is not a serious
problem for most applications, although it
may be converted to intensity noise by
phase-sensitive components such as con-
nectors.
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A generally recognized limitation to
reliability is the laser's package. Even a
slight fiber shift during aging or tempera-
ture extremes may cause the output power
to drop significantly because the coupling
efficiency is sensitive to sub-micron
changes in position. Many laser manufac-
turers now include thermal cycling in their
screening procedures, and offer ruggedized
packages that can operate from -40° to
+85°C.

How much reliability is needed? A
lifetime of 25 years is desired, but it easier
to achieve in undersea systems operating at
a nearly constant 1DoC than in subscriber
loop systems that occasionally experience
elevated temperatures. Today' s commer-
cial laser modules have sufficient reliabili-
ty for undersea systems, but more
demanding applications such as AM video
systems may need more extended reliabili-
ty assurance with regard to critical laser
properties.

Things to Come
Which of the competing technologies will
eventually "win out" for tomorrow's opti-
cal networks? Not surprisingly, the answer
depends partly on the performance, cost,
and availability of the semiconductor com-
ponents, especially the laser. Many of the
remaining challenges are those related to
engineering issues; more practical packag-
ing' for example. Others challenges require
ingenious solutions relating to new materi-
als or structures. Strained quantum well
material, for example, has recently shown
improved characteristics- lower thresh-

olds, higher power, narrower linewidths-
compared to lattice-matched materials.
Surprisingly, the reliability appears to be
comparable, at least from preliminary
reports.

One novel structure now being investi-
gated is a vertical-cavity laser. The reso-
nant cavity is perpendicular to the active
layer instead of parallel to it. This structure
offers the advantages of two-dimensional
arrays, high packing densities, high fiber-
coupling efficiency, and wafer-scale test-
ing. Possible applications include optical
interconnects, spatial light modulators, and
signal processing. Such experimental lasers
have been highly successful at shorter
wavelengths (0.8-1.0 urn), but have not
been demonstrated in room-temperature de
operation at longer wavelengths.

Putting lasers in arrays and integrating
them with other devices such as modula-
tors, power combiners and optical ampli-
fiers, may also play a key role in enabling
the manufacture of inexpensive, reliable,
high-performance laser transmitters. C&D
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Optical Fiber The Expanding Medium
Suzanne R. Nagel

Introduction

Lightwave communication systems using hair-thin silica
glass optical fibers have rapidly become the preferred method
to transmit huge quantities of information from one place
to another. Such systems are typically digital in nature:
information is encoded into a binary format of zero's and
one's for transmission. In a lightwave system, a one cor-
responds to the transmission of a /Ipulse" of photons of
light, while a zero corresponds to the absence of such a
pulse. A basic system consists of a transmitter with a laser
that is modulated or turned on and off millions of times
per second, a transmission medium that is a glass fiber
carrying injected laser light, and a receiver having a pho-
todiode that detects arriving photons or pulses of light after
they have travelled some distance through the fiber. For
transmission over long distances, repeaters are used to
reamplify these light signals in order to maintain the quality
of light transmission.
A key element in the dramatic implementation of light-

wave communication technology has been the tremendous
advances in the fabrication and performance of silica-based
optical fiber lightguides. The realization of very low signal
attenuation and low dispersion or distortion of the light
pulses in fibers allow very high information rates (bits/sec)
to be transmitted over long distances between repeaters.
High tensile strengths and excellent long term mechanical
performance of long lengths of fiber allow practical han-
dling, cabling and installation of glass fibers. Tight dimen-
sional control resulting in low attenuation splicing has also
been achieved. Overall, fabrication technology to achieve
economical large scale manufacture with optimized prop-
erties are now routine. A number of reviews have reported
on the details of fiber technology. [1-3]
This paper will examine the basic principles and prop-

erties of optical fibers and their fabrication, with particular
focus on one of the more stringent applications for fibers
- their use in the undersea environment. Historically, the
demand for transoceanic communication has been increas-
ing exponentially over the past 30 years, with an average
growth rate in the North Atlantic of about 24 percent per
year, and steady growth in the Pacific, Mediterranean and
Caribbean as welL [4,5] A guiding force in the design of
such systems has been high reliability v ith lowest possible
cost/circuit mile, which directly is addressed by reducing
the numbers of repeaters in a system. Thus, the choice of
li?htwave c~mmunications systems using high reliability,
high bandwidth, low loss lightguides was an extremely at-
tractive option, leading to the proposal for the first optical
Submarine Lightguide (SL) System. [6] By 1988 the first
such transoceanic system, known as TAT-8, will be in-
stalled [4] and next generation systems with increased ca-
pacity and repeater spans are already being planned. [5]
Further into the future, new fiber materials with even greater
theoretical transparency than silica fibers have been pro-

posed that might allow even more expanded repeater spac-
ings to be realized. [7]

LightGuide Materials Considerations

In order to make a practical fiber transmission medium
for an optical communications system, a number of impor-
tance materials and design factors consistent with manu-
facturability concerns must simultaneously be realized. Fiber
lightguides based on high silica glasses rapidly became the
preferred technological choice, after first being proposed in
1966. [8] High silica glasses could be made into a variety of
fiber designs with the requisite propagation characterisics,
and theory rapidly evolved to describe and predict their
performance. Such glasses had intrinsically low optical loss
and high bandwidth and thus allowed high bit rate systems
with improved repeater spacing relative to copper-based
coaxial systems. These fibers also had excellent chemical
durability and thermal stability - important reliability is-
sues for long lifetime systems. Other reliability criteria re-
lated to radiation damage and static fatigue have also been
realized. The intrinsic tensile strength of silica surpassed
that of steel by a factor of three. Silica is one of the most
abundant materials in nature and raw materials to fabricate
high silica glasses proved to be quite inexpensive. Small
amounts of dopants such as germania, fluorine and phos-
phorus could be stably incorporated into the glass to make
the various fiber designs discussed in the next section. Most
important, a variety of innovative processing techniques
emerged to allow fabrication of low-cost, long length fibers
with excellent and reproducible optical and dimensional
properties. [3] In addition, by coating the fiber with pro-
tective plastic, practical long lengths of high strength could
be realized to allow subsequent cabling and installation.
Thus, all performance considerations have been met in high
silica fiber technology.
A variety of other glass systems are now under investi-

gation for potential use in future systems. In particular,
glasses based on light and heavy metal halides are of in-
terest because of the potential for lower optical attenuation.
[7,9] Considerable work, however, must be directed at ex-
amining and technologically realizing appropriate glass
materials, designs, physical properties and processing
technology resulting in fibers with the requisite reliability.
In general, their hydroscopic nature and tendency to crys-
tallize present imposing technological challenges.

Light Guidance, Fiber Types, and Dispersion

To realize the high bandwidth potential of systems op-
erating at optical frequencies, fiber designs that guide light
over distances with minimal distortion of the light pulses

Reprinted from IEEE Circuits and Devices Magazine. Vol. 5, No.2, pp. 36-45, March 1989.
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were required. To understand light guidance, we must first
define some basic aspects of the interaction of light with
materials . The refractive index of a material is a measure
of the speed of light in a perfect vacuum, relative to its
speed through the material. The higher the refractive in-
dex, the more the light is retarded or the slower it travels.
Secondly, when light travels from one medium to another,
it is refracted or "bent" by some angle proportional to the
relative refractive indices of the two media : this is known
as "Snell's Law of Refraction." For light travelling in a higher
refractive index medium, if it impinges on the interface of
a lower refractive index medium at an angle which that
some critical angle, 6, it will be reflected rather than re-
fracted. This principal, known as " total internal reflection,"
was first discovered by Tyndall in 1870 for light travelling
in water relative to air, and is the basic principle used for
making a lightguide structure.
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INDEX

n
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Fig. 1. Characteristicsof the three basic types of optical fibers .

where A is the wavelength of light and a is the core radius.
When V is less than 2.405 only a single mode of light can
be propagated; all other modes are cut-off.

Fig. 2. Relationshipof refractive index versus wavelength behavior of
glasses to the resultant materialdispersion. At any wavelength, a pulse
will bedelayed by a time Tm per unit length L according to theequation
shown, where c is the speed of light. The materialdispersion is a measure
of the delay with respect to wavelength, and is minimized at the zero
materialdispersionwavelength.

While the ray diagram does not represent a rigorous de-
scription of the detailed characteristics of light propagation
in fibers, it is a useful way to understand the origin of pulse
broadening of light as it travels through the Iightguide, as
well as the basic types of fibers used for long distance com-
munication. [10] When a temporally narrow pulse of light
is injected into the fiber depicted in the top portion of Fig.
2, each guided mode or angle of light has a different path
length to travel through the fiber. Thus, while every mode
was injected into the fiber at approximately the same time,
they arrive at the far end after different times, leading to
broadening of the initial pulse of light. This important phe-
nomena, known as intermodal dispersion, limits the band-
width, or rate at which individual pulses can be injected
into the transmission medium and still individually de-
tected without overlapping after traveling some length
through the fiber. Bandwidths of 10-20MHz-Km are typical
for step index multimode fibers.
To overcome the intermodal dispersion in these light-

guides, cores with graded refractive index profiles are used,
such as depicted in the middle portion of Fig. 2, and hence
are called graded index multimode fibers. In this type of
structure, different angles of light injected into the fiber
core are refracted rather than reflected, resulting in gentle
periodic paths of propagation. Typically, the refractive in-
dex at any radial position r, is given by:

nir) = nzll - .1(rla)a] (4)

where a is defined as the profile parameter. While the de-
tailed propagation of each mode is complex, in general higher
order modes travel over longer path lengths than lower
order modes, but travel faster in the vicinity of lower index.
Thus, by choice of the proper a for a given material com-
position, the transit times for each mode can be roughly
equalized. Near parabolic profiles (a = 2) are optimal for
minimizing intermodal dispersion, but the optimal values
depends on wavelength and composition. Use of graded
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where

The numerical aperature is thus a measure of the light col-
lecting capability of the fiber. The number of modes of light
that can propagate in a fiber are governed by Maxwell's ~
electromagnetic field equations, and are related to a di-
mensionless quality V:

V = 27Ta(NA) "" 27TanZ(2.1)l/z
A A

The simplest type of lightguide, known as a step index
multimode fiber, is illustrated in the top portion of Fig. 1.
It consists of a circular core of material of constant refractive
index nz surrounded by a cladding material of lower re-
fractive index n.: When a pulse of light is injected into the
core of this type of fiber, certain modes of light at particular
angles in the core will meet the critical angle criteria for
total internal reflection and will be guided in the core; oth-
ers will be refracted and therefore lost. A basic parameter
of Iightguides is known as the numerical aperature (na),
which defines the maximum angle, 80, of incident light that
can be totally internally reflected :

NA = sin80 = Vn~ - nf "" nz '\I'2K (1)
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index profiles can redu ct, tilt' pulse broadening by over
thr ee orders of magn itude relative to step ind ex fibers .
Another source of pul se spreading is du e to material dis-

persion, which results from th e fact that the index of re-
fraction of glass varies wit h waveleng th as shown in Fig.
2. For high silica glass compos itions , such effects are min-
imum near 1.3 urn , whil e for glass es such as th e heavy
metal halides, th is zero material dis pe rsion occurs at lon ger
wavelen gths. Thus, there will be some pul se spreading as-
sociated with th e spectra l width, ~A, of th e light source .
Material dispersion effects on band width of multimod e fi-
bers are typi cally small relative to intermoda l disp ersion
effects, but increa se as the spectral wid th increases . How-
eve r, it is a ma jor factor in the dispe rsio n of single mode,
th e third type of fiber to be described.
The very highest bandwidth is achieved in a sing le mode

fiber, as depicted in th e bott om of Fig. 1; it repr esents a
lightguide that only supports a single fundamen tal mod e
of light. This mode, as it prop agates th rou gh th e fiber, is
actua lly characterized by a near-Gau ssian power distribu-
tion with some fraction of the power travelling in the clad -
ding. To achieve single mode tran smission in an idea lized
step index fiber, V mu st be less than 2.405 as described 'in
equation 3. The wavelength A, at which the fiber becomes
sing le mod e is termed the cutoff wavelength and is deter-
mined by the core rad ius, profile and ~ . Pulse spreading
in sing le mod e fibe rs is only due to chromatic disp ersion
that consists of two terms, material and wav eguide disper-
sion . At short wa velengths material disp ersion is domi-
nant, but near 1.3 u rn for silica based fibers th e magn itude
of such effects are similar, as illust rated in Fig. 3. The zero
dispersion wavelength, Ao, is the wavelength at which these
two effects exactly counterbalance each othe r, and rep -
resents the maximum bandwidth waveleng th for such a
fiber. The values of ~, 0. , and profile can be chosen to tailor
Ao to a desired op erating wavelength.

core size of the single mode fibe r in general favors its use
with a laser in high bandwidth applications whil e multi-
mod e fibers are used with both LED's and lasers for low
to intermediate bandwidth sys tems.
For high silica lightguides, a number of optimized fiber

design s have emerged . Single mode fibers typ ically have
core diameters of 8-10 urn, 125 urn outer diameters and ~
= 0.3-0.5%. For multimod e fibers, core diameters of 50,
62.5 and 85 urn, outer diameter of 125 urn and ~ = 1-2%
are most common, althou gh core diameters of 100-200 urn
are also in use.

Optical Transmission Loss

The next important concept to consider in lightguides is
how the intensity of th e light Signal is affected as it travels
through the fiber structure. The fiber is not a perfect con -
ductor of light and important intrinsic material properties
as well as extr insic effects can cause the signal to be atten-
uated . Such effects are discussed in detail in a vari ety of
references. [1,2,11,12) This ph enomena is referred to as op-
tical loss and defined in dB/km , by

Loss = 1010g(P/Po) (5)
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Fig. 3. Dispersion in single mode lightguides. The fiber depicted is ty/,·
ical of a 1.3 J.Lm optimized design.

Fig. 4. Historical reduction of loss as a function of time.

Thus the dispersion of a given fiber is determined by the
specific fiber design parameters as well as th e wavelen gth
of operation . In gen eral, single mod e fiber s have severa l
orders of magnitude low er disp ersion than multimod e fi-
bers, but in each case the resultant bandwidth will be de-
termined by th e spectral width of the source. The small

whe re Pi and Po are the input and output power intensity
at any given wavelength. The dramatic improvement in
optical loss achieved as a function of time in silica-based
optical fibers relative to conventional glasses is shown in
Fig. 4. This extraordinary transparency has allowed trans-
mission over distances greater than 200 km without the
need for reamplification.
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1. Absorption
• I TRI SIC

• IMPURITY

• DEFECTS

TABLE 1. SOURCES OF TRANSMISSIO LOSS
IN LIGHTGUIDES

UV ELECTRO IC TRAN ITIO S
IR 'lOLECULAR VIBRATIO

TR SITIO METAL
- RARE EARTH

I TERSTITIALS
- MATRIX IMP RITIE

OHVIBRATIO
H2 VlBRATIO

- VACA CIES
RADIATIO I DUCED
TIlER tALLY INDUCED
H2 I DUCED

2. Scattering
• RAYLEIGH

• BULK IMPERFECTIO S
• WAVEGUIDE IMPERFECTIO S
• BRILLOUI , RAMAN

3. Waveguide
• MACROBE DI G
• MICROBENDI G
• DESIG
• STIMULATED RAMAN,

BRILLOUI

Optical transmission loss in lightguides is caused by three
mechanisms: absorption, scattering and waveguide effects,
as summarized in Table 1. Each glass has intrinsic absorp-
tion and scattering due to fundamental material phenom-
ena. Intrinsic absorption in the ultraviolet region of the
spectrum in amorphous media is associated with electronic
transitions in the band gap and shows Urbach behavior
where the absorption edge decays exponentially with in-
creased wavelength. Intrinsic far infrared absorption is as-
sociated with molecular vibrational modes in the glass
network, giving rise to fundamental and overtone absorp-
tion bands, which also have tails that extend into the near
infrared. Rayleigh scattering is an intrinsic material prop-
erty associated with small scale refractive index variations
due to density and compositional fluctuations . The result-
ant attenuation varies as AA _ 4, where A is a material con-
stant that depends both on composition and on the glass
preparation methods. Fluctuations can be "frozen" in de-
pending on the quench rate of the fiber during processing.
In addition, spontaneous non-linear Raman and Brillouin
scattering can occur. The magnitude of such effects in high
silica is typically very small if the optical power density is
below a threshold level. For new lightguide materials, only
limited data are available, and the magnitude of such af-
fects must be assessed for new potential low compositions.
Superimposed on these intrinsic absorption and scatter-

ing effects, a variety of extrinsic process related loss mech-

- 1'.11 UTE DENSITY A D CO CENTRATION
FLUCTUATIO S
BUBBLES, INHOMOGE EITIES, CRACKS
CORE, CLAD I TERFACIAL IRREGULARITIES

- SPO T EOUS

CURVATUREI DUCED
PERTURBATIO I DUCED

- RADIATIVE
- DEPE DS 0 POWER DE SITY

anisms can limit the achievable optical loss. Impurities can
cause very broad, strong absorptions in glass. Control of
3d transition metals such as iron and copper to the parts
per billion level are necessary in high silica glasses. For
longer wavelength materials (2-12 IJ.m), rare earth cations
such as cerium and neodymium, as well as oxygen and
carbon oxides can cause strong wavelength dependent ab-
sorptions, and thus must also be controlled to the parts per
billion level. OH control is extremely important in both
silica and non-silica fibers since its strong fundamental ab-
sorption is in the 2.7-3 IJ.m region, with overtone and com-
bination bands occurring at shorter wavelengths. Dissolved
H2 is IR active and must be avoided; if dissolved in the
glass network it can further react to cause new absorption
bands to appear with time. In addition, a variety of defect
related absorptions can occur due to structural imperfec-
tions, and are closely related to the specific processing pa-
rameters. A variety of extrinsic scattering mechanisms due
to particles, bubbles, inhomogeneities, strain and wave-
guide irregularities must be avoided. Lastly, waveguide de-
signs that eliminate or minimize radiative, macrobending
and microbending losses must be chosen . Thus, the
achievement of low losses in lightguide structures requires
not only proper choice of materials and designs with low
intrinsic loss, but highly controlled processing to avoid ex-
trinsic effects at a given wavelength of operation.
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Mechanical Properties

Glasses used as optical fibers beha ve as elastic bodies up
to their breaking strength, with the theoretical strength de-
termined by the cohesive bond strength. [1] For silica fiber,
intrinsic strength is estimated to be about 2 million (13.8
GPa), and strengths of this order have been measured at
liquid N2 temperatures and in high vacuums where mois-
ture is absent. In room atmospheres, reduced strengths of
800 ksi are typical for short lengths. Much less is known
about the theoretical strength of other glasses, but values
as high as 500 ksi have been estimated for the heavy metal
halides. [18]
However , most glasses do not exhibit these theoretical

strengths, since they are brittle materials that are weakened
by the presence of inhomogeneities and flaws that act as
stress concentrators, leading to local failure initiated at these
flaws. The variability of strength is typicall y described by
the Griffith model of brittle fracture, [19] where the stress
caus ing failure at a given flaw is inversely proportional to
the flaw size, as shown in Fig. 6 for high silica fibers. [20]
Thu s, the resultant strength of fibers is statistical in nature
related to the distribution of flaws. Typically, plastic coat-
ings are applied on-line to protect the pristine surface of
the fiber. However, as the length of a fiber is increa sed ,
the probability of encountering increa singl y larger flaws
increases . This statistical length versus strength depend-
ence of silica is depict ed by a Weibull distribution such as
shown in Fig. 7. [20] For a given fiber length, the proba-

intrinsic vibrational abso rptions that occur at longer wave-
len gths, thus tran smit furth er into the infrared if impurity
absorptions can be avoided . Some of these glass systems
have very low scattering coefficients, A, if crys tallization
and extrin sic scattering mechani sms can be avoided in
processing.
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Fig. 5. Schematic representation of loss in mechanisms in silica based
fightguides as a function of wavelength.

Fig. 7. Crack size associated with different fracture stresses for silica-
based fibers . {1Sf

10-2 REGia OF INHERENT FLAW SIZE

WAVELENGTH (fLm)

Fig. 6. Theoretical losses of fightguide material versus wavelength. {12f
BeCaKAl are fluoride glasses made with those cations; ZBLA represents
a zirconium barium lanthanum aluminum fluoride glass: CdCsPb is a
chloride glass made from those cations.

A schematic of transmission loss versus wavel ength for
high silica lightguides is illustrated in Fig. 5. Note that an
intrinsic transmission window occurs in the 0.6-1.6 urn re-
gion with the very lowest losses occurring in the 1.5-1.6
urn wavelength region . The exact values of the intrinsic
Rayleigh scattering and UV and IR edges will depend on
the specific composition. Also note the strong absorption s
associated with impurities. Losses as low as 0.16 dB/km
have been achieved in silica at 1.57 J.Lm, representing the
only fibers to date showing near-intrinsic loss behavior. [13]
The pro jected theoretical losses for a variety of low loss
materials is depicted in Fig. 6. [14, 15] The future challenge
lies in realizing such losses in practice. Much recent work
has focused on the ZBLA glass family, zirconium barium
lanthanum aluminum fluorid es, where losses as low as 0.7-
0.9 dB/km at 2.3 urn have been reported. [16, 17] In general,
glasses based on fluoride, chlorides and other halides have
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bility of failure at a given tensile stress can be estimated .
In short lengths, very high unimodal distributions of strength
are obtained, reflecting flaw free fiber. At length greater
than 1 km, a bimodal dependence is shown, with the lower
strength mode reflecting isolated surface flaws introduced
during processing.
Since it is difficult to detect and eliminate these flaws,

tensile proof testing is used, where all of the fiber is sub-
jected to some prooftest stress in order to truncate the flaw
distribution and guarantee some minimum strength level.
Note in Fig. 6 that proof test levels ranging from 100-500
ksi correspond to elimination of flaws greater than 0.8 to
0.035 urn in diameter. In order to make long lengths of
fiber with such strength levels, very controlled processing
is required and will be discussed in the next section. For
new materials, achievement of high strengths in long lengths
has yet to be demonstrated. For heavy metal halide glasses,
lower strength is attributed to both flaws and surface crys-
talIization.
Another important mechanical property of fibers is de-

layed failure, or static fatigue due to stress enhanced slow
crack growth in the presence of moisture. In the presence
of an applied load, this can lead to failure after some time
at a stress lower than that which would cause instanta-
neous failure. The static fatigue characteristics can depend
on the local environment surrounding the crack, the tem-
perature and the type of fiber coating material used. Thus
it is very important to take such effects into account when
using a fiber in a given service environment.
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proaches are being explored in research laboratories for the
longer wavelength halide-based glasses. [7,9]
Silica-based fibers are manufactured in two steps: a pre-

form or boule of glass containing the core-cladding struc-
ture is first made, followed by fiber drawing and coating.
Three major manufacturing techniques for making the pre-
cursor glass are depicted in Fig. 8. They are all based on
vapor deposition techniques in which semiconductor grade
liquid halide reactants such as SiCl4 and GeCl4 are en-
trained in a carrier gas and then reacted to form high silica
glass. By using vapor transport, very low transition metal
impurities are achieved since they are nonvolatile com-
pared to the glass dopants. Most high silica glasses consist
of a SiOz, GeOz-SiOz, or GeOz-PzOs-SiOz cores, clad with
SiOz or fluorosilicate to achieve the desired refractive index
structure.
In the outside vapor phase deposition (OVD) technique,

invented by Corning Glass Works, a burner is used to gen-
erate particles by hydrolysis. The burner flame is directed
at a rotating mandrel, resulting in the deposition of a po-
rous layer. The burner or mandrel can be translated back
and forth, resulting in layer -by-layer build-up of material.
First, the core, then the cladding composition is deposited.
After deposition, the mandrel is removed, and this porous
soot boule is transferred into a consolidation furnace where
it is sintered to yield a solid preform that contains the core-
clad structure. By controlling the chemical atmosphere dur-
ing consolidation, OH contamination can be reduced to the
part per billion level.
The vapor axial deposition (VAD) technique, developed

by many Japanese manufacturers, is based on the same
principle of flame hydrolysis. However, in this case porous
material is deposited on the end of a rotating bait rod, and
by use of specialized torch designs and control of many
process flows and variables, the chemical composition across
the soot boule can be controlled to form both graded and
step index structures. This growing boule can be simulta-
neously sintered by placing a consolidation furnace in-line.
Cladding material are added by either using secondary
torches to deposit from the side, and/or by shrinking a silica
tube around the consolidated deposited material. In this
process, OH is also removed during consolidation.
The last process is the Modified Chemical Vapor Depo-

sition (MCVD), invented by AT&TBell Laboratories, which
is based upon the high temperature oxidation of the halide
reactants. Chemicals are injected into a rotating silica tube
that is heated by an external traversing oxyhydrogen torch .

Fig. 9. Schematic representation of three major manufacturing tech-
niques for making high silica fibers .

Fig. 8. Failure probability versus tensile stress for high strength silica
fiber . [18J

Fiber Fabrication

Optical fiber fabrication technology for communications
requires realization of fiber designs in multikilometer lengths
using specific glass compositions that have the requisite
optical, mechanical and other physical properties important
for controlled manufacture. Reproducibility, low cost, and
high reliability of the resultant fiber are critical. A number
of fabrication techniques have evolved for large scale man-
ufacture of high silica fibers, [3] while a variety of ap-
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Fig. 10. Schematic of silica fiber draunng apparatus.

This tube provides the outer-most cladd ing in the resultant
fiber . When the chemicals reach the hot zone they are ox-
idized to form particl es that are deposited and are fused to
form a thin glass layer. First cladding, then core mater ial
are deposited . The tube is then furth er heated, causing it
to collapse down upon itself to form a solid core-clad pre-
form rod . Thus deposition and conso lidation occur simul-
tan eously, and low OH is achieved by low hydrogen
containing chemicals and controlled chemistry during dep-
osition and collapse .
In all case s, the preform or boule of glass is then tran s-

ferred to a fiber drawing apparatus, schematically depicted
in Fig. 10. The glass is lowered into a high temperature
furna ce operating at 2100-2300 °C, where the glass softens
enough to be drawn into fiber. A caps tan provides the pull -
ing force, and the preform feed rate and caps tan speed
determine the draw-down ratio. Preforms typically range
from 1-6 cm in diameter and are drawn down to 125 urn
fiber. Just below the furnace, a contactless diam eter mon -
itorin g devices is used to detect the fiber diameter and feed -
back to the caps tan for fast resp onse, precise diameter
control. In line coatings are applied in a contactless manner
by use of a coating cup containing a liquid coating material.
This material can be a thermal set material that is cure d by
a furn ace or a UV cura ble polymer that is cross-linked by
expos ure to UV lamps. In this manner, protective coatings
are applied to the pristine fiber for protection before it is
touched by the drawing mechan ism. In addi tion, the coat-
ing provides a lower modulus bu ffer against externa l per-
turbat ions s uch as e nco un te re d in ca bli ng, and its
characteristics and concentricity are key features in the re-
sultant strength and optical perform ance. A coating con-
centricity monitoring system can be used to both characterize
the coating thickness and control its concentric application.
Drawing and coating speeds of 1-10 m/sec are typ ical and

preforms that yield 15-250 km are drawn . A min imum fiber

High capacity undersea cable systems based on optical
transmission offered tremendous economic advantages over
coaxial cable technology du e to their combined high bit rate
- long rep eater spacing potential. The first SL sys tem
pointed to a 274 Mbit/sec transmission at 1.3 um using
sing le mode fibers and injection laster light sources, based
on techn ological feasibility conside rations . (6) When th is
system was formally proposed in 1980, very stringe nt re-
quirements were placed on the tran smission medium; a low
loss, dispersion optimized design was required to allow
repeater spacings up to 54 km. The fiber had to be insen-
sitive to microbending losses on cabling, deployment and
service, and able to be spliced with low loss and high
strength . In addition, opti cal and mechanical reliability had
to be suitable for 25 year sys tem lifetimes. Long continuous
length s of fiber capable of being cabled, deployed, and
should cable repair be necessary, withstanding recovery
strains of up to 1 percent for 5 h, were deemed essential.
This cons ideration dictated minimum initial streng ths on
the order of 200 ksi, and underscored the need for both
long-length, high strength fiber drawing as well as a high
strength splicing technique. Large scale manufacture of
multimode fiber for terrestrial applications had only begun

Glass Fibers For Undersea Applications

coo ling distance mu st be maintained so that the fiber is
sufficiently cool when it enters the coating cup so that it
does not thermally degrade the organic coating materials .
An additional consideration is to maintain a very clean,
particle-free environment during drawing so that high
strength is achieved. Furnaces that are particle free have
been developed and the fiber drawing path is purged with
clean air to avoid air-borne particles. Clean, particle free-
coating materials are used, and an y contact with the fiber
is avoided. For very high strength applications, the preform
is fire-polished before drawing to eliminate any surface flaws
that might not heal during the drawing process. In this
manner, ve ry long-length, high-strength fibers can be
achieved routinely. All fibers are prooftested to assure some
minimum tensile strength level. This can be done in-line
or off-line on a separate prooftester.
Fabrication of new low loss glass preforms are in the ir

earliest stages. Volatile chemicals for vapor phase process-
ing are typically not available, and the vapor pre ssures of
some contaminants are similar to those of materials from
which candidates glasses are composed. Typically, bulk
melting techniques are used where core and cladding glasses
deri ved from high purity materials are made in dry box
atmos phe res, then rotat ionall y cas t or poured into molds
to make a core-clad structure. Controlled melting and cool-
ing are required to avoid contamination and crystallization.
Drawing and coating of new glass materials present a

variety of challenges. These materials are typically much
lower meltin g (300-500 "C) and their viscosity changes rap-
idly with temperature, requiring precise and narrow hot
zones . In addition , many of these glasses are prone to crys-
tallization , and crystals can read ily nucleate in the hot zone
during drawin g. Because many of these materials are also
hydroscopic , application of hermetic coatings may be re-
qu ired and very dry fiber drawin g environments mu st be
maintained . Coat ings that are compatible with these ma-
terials must also be developed.
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will not occur. It shows that all the calculated stresses that
would be imposed upon the fiber during cable installation,
recovering and ocean bottom lifetime are well below the
curve, thus assuring mechanical reliability over the system
lifetime.
High strength fusion splicing has also been developed

for SL, resulting in joining techniques with strengths much
higher than the proof test level. A modified oxyhydrogen
or chlorine oxyhydron torch is used that produces splice
strengths in excess of 500 ksi, and has achieved unimodal
high strength of 800 ksi, such as depicted in Fig. 8.[18] A
splice overcoating technique has also been developed that
allows the assembly of long lengths of fiber with strengths
of 200ksi. [21] Static fatigue characterization of these splices
indicate similar behavior to that of the fiber. Other reli-
ability concerns of the performance of the transmission me-
dia have also been recently reported. [18] The specific
development of the depressed cladding fiber for use in SL
represents the first time that very high strength, high re-
liability and high performance have been simultaneously
realized for lightguide technology.
Current focus is on the development of 1.55 IJ.m fiber

designs for the next generation of undersea systems. [5]At
this wavelength, the intrinsic loss of the fiber is lower and
thus repeater spans of 100 km or greater might be realized .
Dispersion shifting to achieve zero dispersion at 1.55 IJ.m
has been demonstrated in a number of fiber designs, with
losses that are as similar to those achieved in 1.3 IJ.m de-
signs, as shown in Fig. 11. [22-25] However, these fibers
are typically more difficult to process and much attention
is being focused on developing designs with the requisite
reliability, high strength, dispersion characteristics, and
bending induced-loss insensitivity, as well as assessing large
scale manufacturability issues. If such designs can be re-
alized, relaxed requirements on 1.55 IJ.m lasers as well as
high bit rate long repeater span operation is possible.

Future Directions and Summary

Fig. 12. Staticfigureofsilica fiber in water at various temperatures and
design curve for SL. [18J

Many people have expressed the dream that some day
repeaterless transoceanic lightwave systems may be pos-
sible using glass fibers whose transmission losses are pro-
jected to be in the range of 0.002-0.01 dB/km at wavelengths
in the 2-6 IJ.m region . This review has tried to address the
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Fig. 11. Loss and dispersion characteristics of 1.3 and 1.55 J.L single
mode fiber designs.

in 1979, and the challenges of advancing the technology to
meet such objectives looked formidable . Tremendous ad-
vances in the technology occurred, as recently reviewed,
and installation of a number of undersea systems world-
wide are planned in the 1988-1993 time frame. [21J
Single mode technology based on two specific 1.3 IJ.m

designs have emerged as the dominant lightguide tech-
nology for both terrestrial and undersea applications. One
is a matched index cladding design, referring to the fact
that the entire cladding has a single value of refractive in-
dex. The second design is a depressed cladding lightguide
in which the index of the inner cladding next to the core is
lower than that of the outermost cladding. Both of these
fiber designs have minimum dispersion at 1.3 IJ.m, with
low losses of 0.35 dB/km at 1.3 IJ.m and 0.20 dB/km at 1.55
IJ.m, such as shown in Fig. 11. Such fibers are planned for
use at 1.7 Gbit/s rates with 30 km-40 km repeater spacings,
and further bit rate increases are possible . The depressed
cladding design was initially specifically developed for SL
undersea systems in order to simultaneously optimize the
dispersion, loss, cut off wavelength, and microbending
sensitivity of the lightguide, and this fiber typically dem-
onstrates much improved bending performance relative to
the matched cladding design at both 1.3 and 1.55 IJ.m. [21J
SL performance criteria for 274 mbit/s operation required
dispersion less than 2.3 ps/nm-km between 1.29-1.33 IJ.m
that are readily achieved.
Fibers for SL are subjected to a 200 ksi prooftest stress,

based on a conservative static fatigue design diagram
analysis, such as shown in Fig. 12. [18J Each curve is con-
structed based on time-to-failure data for fibers in 100%
water at temperatures ranging from 3-90°Cwhen subjected
to an applied stress. The lowest curve is the derived design
curve for 200 ksi prooftested fiber operating at ocean tem-
peratures of 3 "C. As long as the time duration of applied
stress is below the design curve, failure due to static fatigue
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Fig. 13. Maximum repeater span length versus bit rate for various pos-
sible lightguide systems. Theshaded region is representative of highsilica
technology where losses as lowas0.16 dB/km have been achieved. Curves
2, 4, 5 and 7 are projected for ultra low loss fluoride glasses whilecurves
1, 3 and 6 apply to possible low loss chloride glasses.

important optical and mechanical properties, as well as
processing technology that are critical for the realization of
long length of low loss, low dispersion optical fibers. The
limits of system performance if fibers and the other requi-
site components were available, and in that sense rep-
resents the ultimate in bit rate-distance performance that
might be achieved is shown in Fig. 11.26 In this treatment,
500 km repeater spans might be achieved in silica-based
fibers up to bit rates of about 10 6km 6 bits/sec, where
dispersion limited performance sets in to decrease the
achievable span length. Curve 7 is indicative of the per-
formance of a very low loss (0.02 dB/km) halide fiber op-
erating at 2.5 11m with a laser with ~A = 0.1 nm and no
dispersion optimization (20 psec/nm-km), and points at the
need for having excellent lasers as well as dispersion con-
trol in such fibers, if improved distances are to be realized
at bit rates greater than about 200 Mbit/sec. Curves 1 and
3 represent dispersion limited operation for fibers with 20
psec/nm-km dispersion operating at 6 and 2.5 11m, respec-
tively with laser line width limited bit rates and coherent
detection. Curves 2 and 4 represent dispersion limited op-
eration for fibers with 1 psec/nm-km dispersion (dispersion
optimized) operating at 6 and 2.5 11m, respectively. Up un-
til bit rates where the dispersion limits set in, these results
indicate that repeater spacings, in the range of 1200-3600
km are theoretically possible if such low losses can be
achieved. Another important feature of this analysis is that
at bit rates greater than 246 bits/sec, the advantages of hal-
ides relative to silica disappear, despite their low loss, since
inter symbol interference sensitivity increases with wave-
length of operation.
Thus, new glasses have the potential for achieving very

long repeater spans at moderate bit-rates if the many tech-
nological obstacles to their fabrication can be overcome.
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Increasing effort is being directed at seeing if the spectac-
ular advances in high silica fiber technology can be re-
peated for the halide glasses.
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VIEWPOINT
Richard 1<. Snelling

Bringing Fiber
to the Home

iber to the home
will soon be a reality. It is no longer a
question of whether it is economically
feasible. The remaining questions concern
when installation will begin on a large
scale, and when fiber will attain cost parity
with copper for various deployment
strategies.

The reasons fiber
will replace copper all
the way to the
subscriber's home are
clear. Today's distribu-
tion plant is aging. It
provides limited
bandwidth focused on
voice; it is based on a
mature technology, and
maintaining it is labor
intensive. Tomorrow's
distribution plant will be
composed of a cost-ef-
fective, mass-deployed
architecture and tech-
nology that supports ex-
isting services as well as
new revenue oppor-
tunities. The technology
for the future distribu-
tion plant is being
chosen today, and the
choice is overwhelming-
ly fiber. Moreover, that
fiber is being driven
deeper and deeper into
the network toward
the customer.

At Southern Bell , we shipped
approximately 132 ,000 miles of fiber
last year (Fig . I) . Approximately 90% of
our central offices have at least one
fiber-optic trunk linking it to the rest of
the network . More than half of the 2,584
feeder routes in our local exchanges con-
tain some fiber. Essentially all of the
new Digital Loop Carrier (DLC)
deployed in Southern Bell was
implemented with fiber feeder facilities
in 1990. We also replaced a portion of

the embedded copper base. As 1991 begins,
Southern Bell has at least 50,000 fewer cop-
per pairs on the mainframe of the Central
Offices than existed one year ago.

Approximately 500 miles of fiber are
built each day in our four-state area, 353
miles of which are in the loop. We estimate
an average loop length of2.5 miles, and thus
project that approximately 160 fiber feeds
are added per day. The ultimate SONET
(Synchronous Optical Network) 2.4 Gb
capacity of these feeds is approximately

4,500,000 voice chan -
nels . Southern Bell
presently serves over 10
million access lines, so
we are placing the cur-
rent requirements for all
voice channels in the
loop every two and a half
days . And fiber is
cheaper than copper so it
meets all technology dis-
placement criteria .

Deploying single-
mode fiber in the trunk
and local-loop feeder
networks has produced
dramatic advantages:
reduced maintenance,
immunity to electrolysis
and power interference,
reduced splicing fre-
quency, and extraordi-
nary bandwidth. These
favorable experiences
have prompted operating
companies to investigate
the practicalityof extend-
ing the fiber optics from
the DLC remote-terminal
(RT) site to the curb and

Reprint ed from IEEE Circuits and Devices Maga zine , Vol. 7, No. I. pp. 22-25 . January 1991,
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to the customer's premise , which would pro-
vide an all-fiber transmission system.

Southern Bell is deploying fiber to the
curb today (Fig. 2), not for future services
but as the most economical method of
providing POTS; i.e., Plain Old Telephone
Service, for certain high-density and upscale
communities. The rising costs of copper,
coupled with decreasing costs of fiber optics,
should make fiber the economical choice (on
a life cycle basis) by the end of 1991 for the
average growth project. Fiber should be the
economical choice for all growth projects by
1992 and for some rehabilitation projects by
1993. Once fiber attains cost parity with
copper for rehabilitation, we
will see escalating use of fiber
optics and true volume deploy-
ment. By 1994, fiber should be
the universal choice for all ap-
plications.

Fiber's Future
Over the long term, the loop (or
distribution) plant will be com-
posed of fiber all the way to the
home. It will be based on
SONET, which will also mini-
mize the use of intermediate
electronics, provide bandwidth
allocation on demand, use
standard customer interfaces,
and accommodate completely
mechanized operations (for
provisioning or maintenance)
on a real time- basis .

.But how will the "fibering"
of the network be ac-
complished? Several un-
resolved issues still remain .One
of the toughest is the matter of
power. Traditionally, power has been
(and is) provided by the copper-based net-
work (Fig. 3). Since the inception of the
crank generator, and later, the central bat-
tery, this highly reliable power network has
been continuously available even during the
loss of commercial power. But fiber deprives
us of the metallic path for powering the
equipment, so we must find an alternative
method to economically deliver power to the
end electronics. This method must power a
subscriber's equipment reliably , especially
during fault conditions,without compromis-
ing lifeline service, safety , or cost.

There are at least three ways to provide
power in a fiber system .The first is to extend
copper along with the optical fiber, either

within the same sheath as the fiber or in an
external sheath. This system allows power to
be provided from a remote terminal site or
central office, with batteries and charger lo-
cated in the remote terminal housing.

The second method terminates the fiber
at the curb, or just short of the living unit,
and back-feeds power from the subscriber's
residence to the pedestal in order to power
the optical-network interface and maintain
the backup power system. The third archi-
tecture extends fiber all the way to the living
unit where local power is required for the
subscriber's equipment.

The regulatory perspective is that the

By 1995

fiber wi II be used

routinel y for all

network growth

only acceptable approach is for the operating
companies to continue their historically high
quality power . That means we can't rely on
commercial power, and there must be ade-
quate backup for high priority and lifeline
services.

The time has come for us to settle some
of the issues surrounding the powering of
fiber systems in the local loop and to call for
better development of alternatives. These
might include solar cells or chemical fuel
cells, powering through the strength mem-
bers and cladding ofthe fiber cable itself, and
an alternate gas-fired co-generation system
at the remote terminal. A more elegant ap-
proach would be laser power through the
transmission fiber for telecommunications
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services utilizing low-power electronic sets.
Once powering and other issues are re-

solved, traditional residential telephone ser-
vices and revenues must be able to support
fiber deployment on the basis of life-cycle
cost. This is essential because political,
regulatory, and legal issues limit the near-
term opportunities for telephone companies
to transport broadband services. But fiber-
to-the-user technologymust allow a graceful
upgrade to capture future opportunities for
broadband revenue, opportunities that are
enhanced by starting now to build an em-
bedded base of broadband-ready loops .

What are these opportunities? Broad-
band services include high-
speed data transmission, such as
the high-speed facsimile and
wide-area-networks intercon-
nection that Switched Multi-
megabit Data Service (SMDS)
will offer beginning in 1991.
Broadband Services also include
full-motion video services such
as video teleconferencing, video
education, movies on demand,
video phone, targeted advertis-
ing, and high-definition TV.

Starting today, the telecom-
munications industry must
prepare itself to offer broad-
band 's vast array of voice, data,
and video services. We must
reach agreements on broadband
standards as soon as possible so
standard offerings will not trail
market demand. Among the
needed standards are those to
characterize a next-generation
switch: a modular , broadband,
dynamic-Ioad- balancing switch

that will build on the embedded base of
digital switches. We also need to embed
distributed intelligence within the next
generation of network elements. Customers,
telephone companies, carriers , equipment
vendors, and governmental bodies must con-
tinue to work together if we are to attain the
compatibility that will enable broadband to
become a timely reality.

By 1995; fiber will be used routinely for
all network growth, whether in the distribu-
tion or feeder network . This loop network of
the future will support both narrowband and
broadband services through the local central
office . Residential applications of narrow-
band ISDN will be common in this time
frame, but the network can also support ser-



1. At Southern Bell,fiber deployment is rapidly increasing as copper deployment decreases.
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2. Fiber to the curb is rapidly reaching cost parity with copper to become the most economical method for providing standard tele-
phone service .
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3. Since the inception of the crank generator. telephone power has been provided by the copper based network; i.e.• power that has been
continuously available even during the loss of commercial power. But fiber deprives us of the metallic path for powering the equipment. so
we must find an alternative method.

HISTORIC AND PROSPECTIVE POWERING
Traditional Metallic Powering

Future Photonic Powering

CentralOfficel
Remote Terminal

Tipm
Ring

vices based on broadband ISDN. In a broad-
band ISDN network, the desired bandwidth
can be allocated to the end customer in a
dynamic, customized manner. This network
will be controlled remotely by a network
resource manager. It will be fully automatic
and self-healing, and be able to isolate and
correct problems prior to customers ex-
periencing a service outage. Permanent
repairs will be performed on a
programmed basis, rather than reactively
when customers lose service. This net-
work of the future will be rich with ser-
vices, but it will require far less labor to
operate than the copper analog networks
of today . As a result, its operation will be
far less costly . For example, current in-
dications are that the cost of maintaining a
fiber cable is less than ten per cent the cost
(per sheath mile) of maintaining an
equivalent copper sheath.

Fiber to the user may seem revolutionary ,
but it is actually the logical continuation of
long-term trends in fiber-optic deployment.
Optical fiber was first deployed in 1979 in

We must settle

on broadband

standards as soon

as possible

the interoffice trunk network. With increas-
ing experience and a maturing technology,
the operating companies began placing fiber
optics in feeder routes. By mid 1983 ,
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Southern Bell was placing fiber-optic cables
into high-rise office buildings and other
large customer locations. This policy has
been pursued in earnest because it makes the
most sense from a first cost and operations
point of view. Now, hundreds of office
buildings around the world are being served
with fiber.

We are now laying fiber to the residences
of individual customers , as we previously
did to the office building , because it is the
most economical way to provide, adminis-
ter, andmaintain the services that are offered
today. Fiber to the user is the next step in the
deployment of a technology that is replacing
the metallic network, a network that has
undergone comparatively minor changes
over the last 100 years.



Fiber Optic
Backbone Boosts

Local-Area
Networks

The evolving Fiber Distributed Data Interface
(FDDI) for fiber optic networks dramatically
increa ses system capacity and flexibility

omputers of all types are commonly
connected by networks that permi t the sharing of data, peripherals, and other resources. While
steady advances have been made in the capacity of wide area networks that connect geograph-
ically distant computers, the capacity of LANs- local area networks- which connect com-
puter s within a build ing or a campus, has not increased significantly for abo ut 15 years.
During this time, standard LANs included Ethernet (IEEE 802.3) networks capable of carryi ng
a maximum of 10 megabits/s (Mb/s ), and Token Ring (IEEE 802 .5) networks with a capacity
of 4 or 16 Mb/s. Both IEEE 802.3 and 802.5 networks use coaxial or twisted-pair cable to
connect computers.

A local area network standard based on fiber optics and a timed token-ring acce ss method,
now supported by suitable prod ucts, places users one step closer to more affordable, high-
speed networkin g. With a information-handling capacity of 100 Mb/s, this LAN, the Fiber
Distrib uted Data Interface (FOOl), is much faster than its predece ssors.

FOOL largely deve loped during the late 80s , employs fiber optics and integrated-ci rcuit
techn ology to provide a rel iable LAN with moderate performance at a moder ate cost.
Curre ntly. its strength lies in connecting multip le LANs in so-called backbone networks. The
evo lving FDD! standard is certain , however. to greatly strengthen the role of FDD! in a variety
of hoth old and new applications .

Reprinted from IEEE Circuits and Devices Magazine. Vol. 8, No. I, pp. 17-21 , January 1992.
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The FDDI Standard
The FDDI standard, developed under the
auspices of the American National
Standards Institute (ANSI) Accredited
Standards Committee X3T9, chartered in
1982, takes advantage of fiber optic and
VLSI technology to provide a 100-Mb/s
LAN. FDDI uses a redundant ring structure
along with fiber optic 's inherent immunity
to electromagnetic interference to achieve
high reliability , and the lack of electromag-
netic emissions eases security problems. In
addition, FDDI exploits the low attenuation
properties of fiber optic cables. The initial
FDDI standard provides for LANs up to
100 km long with as many as 500 stations.
Adjacent stations may be separated by as
much as 2 km.

The layered-protocol approach to net-
works offers a number of advantages ,
including the flexibility to support various
higher-layer protocols, use different sublay-
er implementations, and to build on differ-
ent physical media and data communication
services. Existing higher-layer protocols,
such as DECnet and the TCP/IP suite, can
be built on top of LLC and can use the
FDDI services. In addition, different sub-
layers can be employed in FDDI without
affecting other parts of the standard (Fig.
2) . Various Physical Layer Medium
Dependent sublayers, for example, permit
the use of different media or allow data on
an FDDI network to be transferred over
longer distances using SONET, the syn-
chronous optical network .

Physical Layer Medium Dependent
The PMD is concerned with the physical
aspects of the optical links and electro-optic

Application

interfaces. It defines the types of connec-
tors, the types of cables, and the operation
of the data driver and receiver. The initial
standard uses an optical source operating at
1300 nm, multimode fiber, an LED trans-
mitter, and a pin-diode receiver.

Alternative PMD standards have been
developed or are being developed to
improve FDDI's performance, lower its
cost, and increase its range of application,
but not all these objectives can be simulta-
neously achieved. One new PMD standard,
SMF-PMD, extends the distance allowed
between stations from 2 km to 40 km. Such
an extension is useful for large FDDI
LANs, such as campus-wide backbones.
SMF-PMD uses single-mode optical fiber
and lasers rather than multimode fiber and
less expensive LEDs . A low-cost optical-
fiber option, LCF-PMD, has also been pro-
posed. TP-PMD is a PMD standard that is
based on shielded copper twisted pair rather

1. The fiber distributed data interface (FDDI) is a set of protocols that fit within the OSI ref-
erence model.

The OSf Reference Model
Computer networks are normally discussed
in the context of the ISO's Open Systems
Interconnect (OSI) reference model (1].
The OSI model divides a network's func-
tionality into a seven-layer protocol stack
(Fig. 1). Each layer provides specific, well-
defined services to layers above it in the
stack, and uses the services provided by
layers below it. Each layer performs its
functions in cooperation with peer layers,
i.e, layers of the same type, executing on
one or more other stations in the network .
Any of the seven layers may be divided
into sublayers employing similar up-down
and peer-to-peer interactions.

The initial FDDI standard defines four
protocols: Physical Layer Medium
Dependent (PMD), Physical (PHY), Media
Access Control (MAC), and Station
Management (SMT). PMD and PHY are
sublayers that provide the Physical Layer of
the OSI model. MAC together with the
IEEE 802 .2 Logical Link Control (LLC)
protocol serves as the Data Link Layer.
SMT spans several layers of the idealized
OSI model. PMD , PHY , and MAC stan-
dards currently exist, and the SMT standard
is nearing completion [2-5].
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2. FDDIcomponents include alternatives andextensions to the initialstandard.
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Optical Technology
FOOl's PMO requirements are stringent,
so optical components for FOOl tend to be
relatively expensive. The desired range and

Station Management
SMT provides station-level control of
FOOl operations by interacting with local
PMO, PHY, and MAC layers, and with
SMT entities on other stations. SMT
includes a connection-management (CMT)
protocol that provides for the addition of
stations to a ring (and for their removal),
initialization of stations, and changes in
configuration. SMT uses a link error man-
agement (LEM) protocol to detect network
errors and isolate faulty stations. Other
functions performed by SMT include
scheduling, statistics collection, and
address administration.

Unlike the IEEE 802.3 and IEEE 802.5
standards, which codified standards for
existing products, the FOOl standard has
been developed in advance of FOOl prod-
ucts. The actual integrated circuits and net-
work equipment needed for FODI are a
recent development.

a distributed algorithm to establish a token
rotation time, reconfigure the network if a
fault is present, and determine which sta-
tion will generate the token.

I1

TP- LCF- SMF- PMD ..--..
PMD PMD PMO

CS-MUX

toSONET

SONET
Physical layer
Mapping(SPM)

I

FOOl

A station may use the ring to transmit data
only if it is in possession of the token,
which is a special fixed-length frame that
circulates around the network. When a sta-
tion with no data to transmit receives the
token, it passes the token to the next station
on the ring. When a station is ready to
transmit data, it waits until it receives the
token and then transmits until the data is
sent, or a predetermined time limit (the
token rotation time) is reached. Each frame
can be no longer than 4500 bytes, but a sta-
tion may transmit more than one frame
while it holds the token. Since each station
holds the token for a limited amount of
time, it is possible to guarantee a maximum
latency between token arrivals at a given
station.

When data frames sent by a source sta-
tion are passed around the ring, each station
compares the destination address to its
own. If the station is the destination and
also has adequate buffer space, it copies the
frame. Eventually, the frame is received by
the station that sent it. The station checks
for success or failure, removes the data
frame from the ring, and gives up the held
token by sending it to the next station.

The MAC layer is also responsible for
initializing the network and detecting frame
errors. When the network is initialized, all
of the MAC entities in the network execute

Media Access Control
The MAC layer sends frames- packets of
information- to stations on the ring on a
"best-effort" basis. (There is a small but
non-zero probability that a frame will not
be delivered to its intended destination.) A
timed token protocol implemented by the
MAC layer prevents multiple stations from
sending data on the ring at the same time.

than on optical fiber. TP-PMD lowers cost,
but decreases the allowable distance
between stations. Thus far, it's been shown
that 100 Mb/s can be transferred reliably at
distances up to 100musing TP-PMD.

Physical Layer
The PHY standard defines how information
is encoded and exchanged between physi-
cally adjacent stations. Data is transferred
over each link at 100 Mb/s using a 4B/5B
non-return to zero invert (NRZI) code. For
each 4 bits of data, this code transmits 5
bits, which encode one of the 16 possible
data values as well as control symbols such
as delimiters and idle codes. The coding
scheme limits the maximum time between
transitions, which eases the derivation of
timing information from the received signal
at each station. With this code, one signal
transition is required per bit transmitted, so
100 megabits of data are transmitted each
second using a 125megabaud signal.

FOOl uses dual counter-rotating rings
and allows configuration variations (Fig.
3). One ring is the primary ring; the other is
the secondary or backup ring. Data moves
in opposite directions on the two rings. In
the event of a link or station failure, the net-
work uses the secondary ring to avoid the
failed component. PHY permits two types
of physical connections for stations: single-
attached and dual-attached. Dual-attached
stations connect to both the primary and
secondary rings, and single-attached sta-
tions connect to only the primary ring.
Network adapters for dual-attached stations
require two sets of PHY and PMD func-
tions, which makes such adapters more
expensive than adapters for single-attached
stations. As a result, dual attachment is nor-
mally reserved for network equipment
(such as routers, bridges, and concentra-
tors) that must be very reliable. User sta-
tions such as workstations are often
configured as single-attached stations, and
may be connected to the FOOl ring by a
concentrator.
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dat a-r ate requ ire a 1300-nm LED and
amplitude modulation. The physical layer
also requires a bit error rate (BER) of less
than 2.5 x 1010

; that is, less than four errors
per 109 bits. Intersymbol interference is pre-
vented by allocating adequate optical band-
wi dth, and data-sampling errors are
minimized by budget ing jitter accumula-
tion . An II-dB opt ica l power budget
accommodates the several bypass switches
encountered in a maximum-l ength run of
optical fiber between stations.

Th e prom ise of reduced costs with
increasing volume has not prevented the
consider ation of lower-cost PMO sta n-
dards. One less stringent option that is suit-
able for networks within a building would
use an 850-nm wave leng th to achieve a
500-m range and a 7-dB power budget. A
I25-megabaud signal would still be used.

Integrated Circuits
Th e speed and complexity of FOOl
demand s the use of appl ication-specific
integrated circuits (ASICs) . Clearly, the
lower FOOl layers (such as PHY) must be
implemented in hardware. At the upper lay-
ers, however, there is a trade-off between
implementing protocols in silicon for per-
formance, and reducing chip functionality
to reduce cost. Chip sets that implement
FOOl must apply to a variety of products; a
high degree of integration could severely
limit the market for a chip.

The first commercially available FOOl
chip set was the Supernet chip set from
Advanced Micro Devices (AMO). Second-
generation chip sets are now available from
AMO, AT&T , Digit al Equ ipment
Co rp or at ion (DEC), Mot or ol a , and
National Semiconductor, among others.
These chip sets typically implement PMO,
PHY, MAC, and some SMT functions in
silicon. The host processor or a dedicated
embedded processor is still called upon for
many SMT functions, as well as Network,
Transport, and other upper-level protocols.

DEC' s implementation of the Physical

layer is a good illustration of chip sets for
that layer [6] . DEC uses three chips, in
addition to a fiber-optic transmitter and a
fiber-optic receiver to implement PHY and
PMO. The three chips are the ELM chip,
which implement s the PHY protocol , the
clock and dat a-conver si on tr an sm itt er
(COCT), and the clock and data-conversion
receiver (COCR). The COCT and COCR
chips provide interfaces between a s-bit
parallel data path operating at 25 MHz, and
a serial data path operating at 125 MHz.
They are implemented in custom ECL tech-
nology to accommodate the required oper-
ating speeds. The ELM chip operates on
only the 25-MHz parallel data path, and is
implemented as a CMOS gate arra y to
reduce power and cos t, and to simplify
design changes.

DEC has also implemented a three-chip
set for MAC functions consisting of the
ring memory controller (RMC), the media
access controller (MAC), and a content-
addressable memory (CAM)[7]. The RMC
provides a direct-memory access interface
between the MAC functions and the frame
buffer in system memory. It is implemented
in full -custom and standard-cell CMOS
technology and contai ns approximately
87,000 transistors. The MAC chip, which
performs the MAC protocol functions, is
implemented as a CMOS gate array con-
taining about 49,000 transistors. The CAM
chip matches destination addresses with 64
48-bit entr ies that are stored on the chip,
and then passes the result s to the MAC
chip. The chip decides if the frame is to be
received or discarded, and which bits are to
be set in a forwarded frame. The CAM is a
cus tom CMOS chip co nta ini ng about
44,000 transistors. Roughly 34,000 of the
transistors make up the core-memory array.

Applications
Although FOOl 's high data rate makes it an
attractive LAN , the high cost limits its
application . Currently, FOOl is used pri-
marily in the aforementioned backbone net-
work, i.e., one that interconnects multiple
LAN s, each of which may be an IEEE
802.3 or 802.5 network rather than a FOOl
network. Many organizations with large
and heavily used LANs have a critical need
for network -to-network connections that
cannot be provided by relatively slow IEEE
802.3 or 802.5 LANs.

Networking equipment for FOOl back-
bone networks, speci fic all y routers,
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brid ges, and concentrators, is avai lable
from a number of vendors. A LAN, which
may comprise many stations, requires only
a single router or bridge with an FOOl
interface to connec t to the backbone net-
work. Concentrators reduce cost since each
concentrator connects a number of stations
to the backbone.

Routers typically connect two or more
networks by operating at the Network layer
of the OSI reference model. In addition to
connect ing LANs, router s can be used to
connect to wide area networks. For exam-
ple, a router could be used to move packets
from an FOOl LAN to a remote LAN using
a T I link at 1.544 Mb/s, a T3 link at 45
Mb/s, or SONET, which has a scalable data
rate starting at 155Mb/s.

A bridge connects a LAN to an FOOl
backbone at the MAC sublayer of the Data
Link layer. Bridges don 't concern them-
selves with Network or higher-layer proto-
cols, but FOOl bridges must be designed to
account for the speed differences between
the lOO-Mb/s FOOl and slower networks.
Other MAC-l evel differen ces, includ ing
frame formats, bit ordering, padding fields,
and maximum frame lengths, must also be
considered.

Two widely used approaches to dealing
with these diffe ren ce s are tr an sl at ing
br id ges and encaps ula ting br idges.
Translating bridges convert frame formats
from one LAN to another. An IEEE 802.3
frame, for example, might be reformatted
by a bridge to form an FOOl frame that is
sent over an FOOl backbone to another
bridge, where it is translated into a valid
IEEE 802.5 frame. Encapsulating bridges
are often cheaper, but they are less flexible.
An encapsulating bridge does not translate
a rece ived frame. Inste ad , it places the
frame into the data field of an FOOl frame
and sends it to another encapsulating bridge
that must know how to unpack the original
frame.

FDDI asa LAN
"Deskto p" app lications using FOD! to
directly connect workstations and personal
computers are the key to a large market for
FOD! equipment. Applications that often
require bandwidth s of 20 Mb/s or more,
such as image processing, scientific visual-
ization, voice annotation of documents, and
centralized file-server backup, could bene-
fit from the high throughput and low laten-
cy of FOOl.
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1 Gb/s. The FFOL PHY sublayer would
use either PMO or SONET services at scal-
able data rates, and a Service Multiplexer
(SMUX) sublayer would be inserted
between PHY and MAC. The SMUX
would be responsible for multiplexing
asynchronous packet-switched data and
isochronous circuit-switched data. Two
MAC layers are being defined: IMAC for
an isochronous service provided to one or
more circuit-switched multiplexers (CS-
MUX), and AMAC for asynchronous ser-
vice provided to the LLC. A FFOL SMT
standard is also being defined. The SMT
standard would provide layer and configu-
ration control at a station, as required by
the current FOOl SMT, and would also
provide an interface to a network-manage-
ment agent. CD

3. Network configurations can exploit FOOl's flexibility for attaching stations and subsidiary
LANs.

The current high cost of FOOl limits its
use as a general LAN, although wide
acceptance would probably lower the cost.
Another problem with using FOOl as a
LAN is that many workstations and person-
al computers cannot execute Network and
Transport layer protocols fast enough to
keep up with a 100 Mb/s data stream.
Potential improvements include tuning
existing protocols to make them run faster,
developing new and faster protocols, and
using a dedicated co-processor to execute
the protocols.

What's Coming?
FOOl is a fully developed standard, but its
evolution will continue in response to pres-
sures for lower costs, improved perfor-
mance, and support of new applications
and services. Within the framework of
FOOl itself, alternatives to the initial PMO
standard have already been developed to
lower cost and increase distance limits.
FOOl-II and FFOL (FOOl Follow-On
LAN) have been proposed as larger evolu-
tionary steps.

FOOl-II would be compatible with the
current packet-switching capabilities of
FOOl and would add circuit-switched ser-
vice, which provides a continuous connec-
tion between two stations [8J. With
FOOl-II, two stations could establish a cir-
cuit-switched connection with a data rate
that can be any multiple of 8 kb/s up to
6.144 Mb/s. If necessary. rnultiple connec-

tions could be established to provide higher
data rates. Because it is able to carry both
packet-switched and circuit-switched traf-
fic. FOOl-II would be well-suited both for
backbone applications and for LANs serv-
ing emerging applications that require
voice, video, or sensor-data transfer.

FOOl-II would include two Media
Access Control sublayers, a MAC sublayer
for packet-switched data, and an
Isochronous Media Access Control (1-
MAC) sublayer for circuit-switched data.
One or more Circuit-Switching Multiplexers
(CS-MUX) could use the services of the 1-
MAC sublayer. The hybrid functions of the
ring. for circuit-switched and packet-
switched data, would be controlled by a
Hybrid Ring Control (HRC) function. A
Hybrid Multiplexer (H-MUX) sublayer
would multiplex traffic between the MAC
and I-MAC sublayers and the Physical
layer (Fig.2).

FOOl-II faces significant problems
because it would require complex station-
management functions for Hybrid Ring
Control. SMT is the most complex part of
the current FOOl standard; FOOl-II would
significantly increase SMT's complexity.

FFOL is a more likely "next-genera-
tion" FOOl [9]. ANSI Accredited
Standards Committee task group X3T9.5
has been authorized to start defining six
FFC)L standards. FFOL PMO would sup-
port both multimode and single-mode
fibers operating at data rates of 600 Mb/s to
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