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Preface

Electronic systems have made deep inroads into every aspect of daily life. One need
only look around homes, offices and industrial plants to see that they feature almost
everywhere. Indeed, it is practically impossible to name any appliances, tools or
instruments that do not contain electronic components. In order to compete with rival
companies or just remain a step ahead of them, the designers of technical systems
and innovative products must be fully aware of both the assets and the limitations of
electronic components and systems. Users of electronic systems also need to have a
basic knowledge of electronic principles. In order to fully exploit an instrument’s
potential, to be aware of its limitations, to correctly interpret the measurement results
and to be able to arrive at well-balanced decisions relating to the purchasing,
repairing, expansion or replacement of electronic equipment, all users of such
systems also need to have a basic knowledge of electronic principles.
This book offers such basic knowledge and provides guidance on how to obtain the
relevant skills. The kinds of topics dealt with are operating principles, the
performance of analog and digital components and circuits, and the precise
characteristics of electronic measuring systems. Throughout the book, every
endeavor is made to impart a critical attitude to the way in which such instruments
should be implemented.
The book is based on various series of courses on electronics and electronic
instrumentation that were given by the author during the many years when he
lectured at Delft University of Technology in the Netherlands. The courses were
designed for students from various departments such as: Mechanical Engineering,
Aeronautical Engineering and Mining Engineering. When numbers of non-Dutch-
speaking Master of Science students started to rise it became necessary to publish an
English version of the book.
The particular way in which the book has been organized makes it suitable for a
much wider readership. To meet the demands of divergent groups it has been
structured in a modular fashion. Each chapter discusses just one particular topic and
is divided into two parts: the first part provides the basic principles while more
specific information is given in the second part. Each chapter ends with a summary
and several exercises. Answers to all the exercises are given at the back of the book.
This approach is conducive to self-study and to the composition of tailor-made
course programs.
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The required background knowledge is a basic grounding in mathematics and
physics equivalent to any first-year academic level. No background knowledge of
electronics is needed to understand the contents of the book. For further information
on particular subjects the reader is referred to the many course books that exist on the
subjects of electronics, measurement techniques and instrumentation.

I am indebted to all the people who contributed to the realization of this book. In
particular I would like to thank Johan van Dijk who carefully refereed the original
Dutch text. I am grateful also to Reinier Bosman for working out all the exercises, to
G. van Berkel for creating the more than 600 illustrations, to Jacques Schievink for
processing the original Dutch editions and this English version of the book and to
Diane Butterman for reviewing the entire English text.

Paul Regtien
Hengelo, August 2004



vii

Contents

PREFACE V

1 MEASUREMENT SYSTEMS 
1.1 System functions   1
1.2 System specifications   6
SUMMARY 12
EXERCISES 13

2 SIGNALS 
2.1 Periodic signals 14

2.1.1 A classification of signals 14
2.1.2 Signal values 15
2.1.3 Signal spectra 17

2.2 Aperiodic signals 22
2.2.1 Complex Fourier series 22
2.2.2 The Fourier integral and the Fourier transform 24
2.2.3 A description of sampled signals 26
2.2.4 A description of stochastic signals 27

SUMMARY 32
EXERCISES 34

3 NETWORKS 
3.1 Electric networks 37
3.2 Generalized network elements  42
SUMMARY 46
EXERCISES 47

4 MATHEMATICAL TOOLS 
4.1 Complex variables 50



viii Electronic instrumentation

4.1.1 The properties of complex variables 50
4.1.2 The complex notation of signals and transfer functions  52
4.1.3 Impedances 52

4.2 Laplace variables 54
4.2.1 The Laplace transform 54
4.2.2 Solving differential equations with the Laplace transform 56
4.2.3 Transfer functions and impedances in the p-domain  57
4.2.4 The relation to the Fourier integral 59

SUMMARY 59
EXERCISES 60

5 MODELS 
5.1 System models 63

5.1.1 Two-terminal networks 63
5.1.2 Two-port networks 64
5.1.3 Matching 68
5.1.4 Decibel notation  71

5.2 Signal models 72
5.2.1 Additive errors 72
5.2.2 Noise 75

SUMMARY 76
EXERCISES 78

6 FREQUENCY DIAGRAMS 
6.1 Bode plots 80

6.1.1 First order systems 80
6.1.2 Higher order systems 82

6.2 Polar plots 85
6.2.1 First order functions 85
6.2.2 Higher order functions 87

SUMMARY 89
EXERCISES 91

7 PASSIVE ELECTRONIC COMPONENTS 
7.1 Passive circuit components 93

7.1.1 Resistors  93
7.1.2 Capacitors 95
7.1.3 Inductors and transformers 97

7.2 Sensor components 100
7.2.1 Resistive sensors 100
7.2.2 Inductive sensors  104
7.2.3 Capacitive sensors 106
7.2.4 Thermoelectric sensors 107
7.2.5 Piezoelectric sensors  110



Contents ix

SUMMARY 112
EXERCISES 113

8 PASSIVE FILTERS 
8.1 First and second order RC-filters 116

8.1.1 Low-pass first-order RC-filter 116
8.1.2 Highpass first-order RC-filter 119
8.1.3 Bandpass filters 122
8.1.4 Notch filters 123

8.2 Filters of higher order 123
8.2.1 Cascading first-order RC-filters 124
8.2.2 Approximations of the ideal characteristics 125

SUMMARY 127
EXERCISES 128

9 PN-DIODES 
9.1 The properties of pn-diodes 130

9.1.1 The operation of pn-diodes 130
9.1.2 Photodiodes 134
9.1.3 Light-emitting diodes (LEDs) 136

9.2 Circuits with pn-diodes 137
9.2.1 Limiters 137
9.2.2 Peak detectors 139
9.2.3 Clamp circuits 140
9.2.4 DC voltages sources 143

SUMMARY 144
EXERCISES 145

10 BIPOLAR TRANSISTORS 
10.1 The properties of bipolar transistors 148

10.1.1 Construction and characteristics  148
10.1.2 Signal amplification 151

10.2 Circuits with bipolar transistors 152
10.2.1 Voltage-to-current converter 152
10.2.2 The voltage amplifier stage with base-current bias 154
10.2.3 The voltage amplifier stage with a base-voltage bias 157
10.2.4 The emitter follower 160
10.2.5 The differential amplifier stage 162

SUMMARY 163
EXERCISES 164

11 FIELD-EFFECT TRANSISTORS 
11.1 The properties of field-effect transistors 167

11.1.1 Junction field-effect transistors 167



x Electronic instrumentation

11.1.2 MOS field-effect transistors 171
11.2 Circuits with field-effect transistors 174

11.2.1 Voltage-to-current converter 174
11.2.2 The voltage amplifier stage  174
11.2.3 The source follower 176

11.3 SUMMARY 177
EXERCISES 178

12 OPERATIONAL AMPLIFIERS 
12.1 Amplifier circuits with ideal operational amplifiers 182

12.1.1 Current-to-voltage converters 184
12.1.2 Inverting voltage amplifiers 185
12.1.3 Non-inverting voltage amplifiers 186
12.1.4 Differential amplifiers 186
12.1.5 Instrumentation amplifiers 188

12.2 Non-ideal operational amplifiers 189
12.2.1 The specifications of operational amplifiers 189
12.2.2 Input offset voltage 190
12.2.3 Finite voltage gain 193

SUMMARY 195
EXERCISES 196

13 FREQUENCY SELECTIVE TRANSFER FUNCTIONS WITH
OPERATIONAL AMPLIFIERS 
13.1 Circuits for time domain operations 198

13.1.1 The integrator 199
13.1.2 Differentiator 202
13.1.3 Circuits with PD, PI and PID characteristics 203

13.2 Circuits with high frequency selectivity 205
13.2.1 Resonance filters 205
13.2.2 Active Butterworth filters 210

SUMMARY 211
EXERCISES 212

14 NONLINEAR SIGNAL PROCESSING WITH OPERATIONAL
AMPLIFIERS 
14.1 Nonlinear transfer functions 215

14.1.1 Voltage comparators 215
14.1.2 Schmitt-trigger 217
14.1.3 Voltage limiters 219
14.1.4 Rectifiers 221

14.2 Nonlinear arithmetic operations 222
14.2.1 Logarithmic converters 222
14.2.2 Exponential converters 225



Contents xi

14.2.3 Multipliers 225
14.2.4 Other arithmetic operations 227
14.2.5 A piecewise linear approximation of arbitrary transfer functions

229
SUMMARY 231
EXERCISES 232

15 ELECTRONIC SWITCHING CIRCUITS 
15.1 Electronic switches 235

15.1.1 The properties of electronic switches 235
15.1.2 Components as electronic switches 239

15.2 Circuits with electronic switches 243
15.2.1 Time multiplexers 243
15.2.2 Sample-hold circuits 245
15.2.3 Transient errors 248

SUMMARY 251
EXERCISES 252

16 SIGNAL GENERATION 
16.1 Sine wave oscillators 255

16.1.1 Harmonic oscillators 255
16.1.2 Harmonic oscillator circuits 258

16.2 Voltage generators 261
16.2.1 Triangle voltage generators 261
16.2.2 The ramp generator 263
16.2.3 Square wave and pulse generators 265
16.2.4 Voltage-controlled oscillators 266

SUMMARY 267
EXERCISES 268

17 MODULATION AND DEMODULATION 
17.1 Amplitude modulation and demodulation 273

17.1.1 Theoretical background 273
17.1.2 Amplitude modulation methods  275
17.1.3 Demodulation methods 279

17.2 Systems based on synchronous detection 281
17.2.1 The phase-locked loop 282
17.2.2 Lock-in amplifiers 284
17.2.3 Chopper amplifiers 284

SUMMARY 286
EXERCISES 287



xii Electronic instrumentation

18 DIGITAL-TO-ANALOGUE AND ANALOGUE-TO-DIGITAL
CONVERSION 
18.1 Parallel converters 289

18.1.1 Binary signals and codes 289
18.1.2 Parallel DA-converters 292
18.1.3 Parallel AD-converters 296

18.2 Special converters 299
18.2.1 The serial DA-converter 300
18.2.2 The direct AD converter 301
18.2.3 Integrating AD-converters 302

SUMMARY 305
EXERCISES 306

19 DIGITAL ELECTRONICS 
19.1 Digital components 308

19.1.1 Boolean algebra 308
19.1.2 Digital components for combinatory operations 313
19.1.3 Digital components for sequential operations 316
19.1.4 The SR flip-flop 316
19.1.5 JK flip-flops 318

19.2 Logic circuits 320
19.2.1 Digital multiplexer 320
19.2.2 The digital adder 321
19.2.3 Digital counters. 323
19.2.4 Shift registers 325
19.2.5 An application example 328

SUMMARY 333
EXERCISES 334

20 MEASUREMENT INSTRUMENTS 
20.1 Stand-alone measurement instruments 336

20.1.1 Multimeters 337
20.1.2 Oscilloscopes 337
20.1.3 Signal generators 343
20.1.4 Counters, frequency meters and time meters 344
20.1.5 Spectrum analyzers 345
20.1.6 Network analyzers 345
20.1.7 Impedance analyzers 347

20.2 Computer-based measurement instruments 347
20.2.1 Bus structures 348
20.2.2 An example of a computer-based measurement system 351
20.2.3 Virtual instruments 354

SUMMARY 355
EXERCISES 356



Contents xiii

21 MEASUREMENT UNCERTAINTY 
21.1 Measurement uncertainty described 358

21.1.1 Types of uncertainty 358
21.1.2 Error propagation 361

21.2 Measurement interference 362
21.2.1 Causes of interference 363
21.2.2 Remedies 365

SUMMARY 369
EXERCISES 370

APPENDIX 373

ANSWERS TO EXERCISES download from http://www.vssd.nl/hlf/e008.htm

INDEX 391

http://www.vssd.nl/hlf/e008.htm




1

1 Measurement systems

The aim of any measuring system is to obtain information about a physical process
and to find appropriate ways of presenting that information to an observer or to other
technical systems. With electronic measuring systems the various instrument functions
are realized by means of electronic components.
Various basic system functions will be introduced in the first part of this chapter. The
extent to which an instrument meets the specified requirements is indicated by the
system specifications, all of which will be discussed in the second part of the chapter.

1.1 System functions

A measuring system may be viewed as a transport channel for the exchanging of
information between measurement objects and target objects. Three main functions
may be distinguished: data acquisition, data processing and data distribution (Figure
1.1).

Figure 1.1. The three main functions of any measuring system.

∑  Data acquisition: this involves acquiring information about the measurement
object and converting it into electrical measurement data. What multiple input, as
illustrated in Figure 1.1, indicates is that invariably more than one phenomenon
may be measured or that different measurements may be made, at different points,
simultaneously. Where there are single data outputs this means that all data is
transferred to the next block through a single connection.

∑ Data processing: this involves the processing, selecting or manipulating – in some
other way – of measurement data according to a prescribed program. Often a
processor or a computer is used to perform this function.
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∑ Data distribution: the supplying of measurement data to the target object. If there
is multiple output then several target instruments may possibly be present, such as
a series of control valves in a process installation.

It should be pointed out that the above subdivision cannot always be made; part of the
system may sometimes be classified as both data acquisition and data processing.
Some authors call the entire system shown in Figure 1.1 a data acquisition system,
claiming that the data is not obtained until the target object is reached.
In the next section the data acquisition and data distribution parts are subdivided into
smaller functional units.
Since most physical measurement quantities are non-electric, they should first be
converted into an electrical form in order to facilitate electronic processing. Such
conversion is called transduction and it is effected by a transducer or sensor (Figure
1.2). In general, the transducer is kept separate from the main instrument and can be
connected to it by means of a special cable.

Figure 1.2. A single channel measuring system.

The sensor or input transducer connects the measuring system to the measurement
object; it is the input port of the system through which the information enters the
instrument.
Many sensors or transducers produce an analog signal; that is a signal whose value, at
any given moment, is a measure of the quantity to be measured: the signal
continuously follows the course of the input quantity. However, much of the
processing equipment can only cope with digital signals, which are binary coded
signals. A digital signal only contains a finite number of distinguishable codes, usually
a power of 2 (for instance 210 = 1024).
The analog signal must be converted into a digital signal. This process is known as
analog-to-digital conversion or, AD-conversion. Analog-to-digital conversion com-
prises three main processes, the first of which is sampling where, at discrete time
intervals, samples are taken from the analog signal. Each sampled value is maintained
for a certain time interval, during which the next processes can take place. The second
step is quantization. This is the rounding off of the sampled value to the nearest of a
limited number of digital values. Finally, the quantized value is converted into a
binary code.
Both sampling and quantization may give rise to loss of information. Under certain
conditions, though, such loss can be limited to an acceptable minimum.
The output signal generated by a transducer is seldom suitable for conversion into a
digital signal, the converter input should first satisfy certain conditions. The signal
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processing required to fulfill such conditions is termed signal conditioning. The
various processing steps required to achieve the proper signal conditions will be
explained in different separate chapters. The main steps, however, will be briefly
explained below.

∑ Amplification: in order to increase the signal's magnitude or its power content.
∑ Filtering: to remove non-relevant signal components.
∑  Modulation: modification of the signal shape in order to enable long-distance

signal transport or to reduce the sensitivity to interference during transport.
∑ Demodulation: the reverse process operation to modulation.
∑  Non-linear and arithmetical operations: such as logarithmic conversion and the

multiplication of two or more signals.
It goes without saying that none of the above operations should affect the information
content of the signal.

After having been processed by the (digital) processor, the data are subjected to a
reverse operation (Figure 1.2). The digital signal is converted into an analog signal by
a digital-to-analog or DA converter. It is then supplied to an actuator (alternative
names for this being: effector, excitator and output transducer), which transforms the
electrical signal into the desired non-electric form. If the actuator cannot be connected
directly to the DA converter, the signal will first be conditioned. This conditioning
usually involves signal amplification.
The actuator or output transducer connects the measurement system to the target
object, thus becoming the instrument’s output port through which the information
leaves the system.
Depending on what is the goal of the measurement, the actuator will perform various
functions such as, for instance: indicating by means of a digital display; registering
(storing) with such things as a printer, a plotter or a magnetic disk; or process
controlling with the aid of a valve, a heating element or an electric drive.
The diagram given in Figure 1.2 refers only to one input variable and one output
variable. For the processing of more than one variable, one could take a set of single
channel systems. Obviously this is neither efficient nor necessary. The processor
shown in Figure 1.2, in particular, is able to handle a large number of signals, thanks
to its high data processing speed. Figure 1.3 gives the layout of a multi-channel
measuring system that is able to handle multiple inputs and outputs using only one
(central) processor.
Central processing of the various digital signals can be effected by means of
multiplexing. The digital multiplexer denoted in Figure 1.3 connects the output of
each AD converter to the processor in an alternating fashion. The multiplexer may be
viewed as an electronically controlled multi-stage switch, controlled by the processor.
This type of multiplexing is called time multiplexing because the channels are scanned
and their respective signals are successively transferred – in terms of time – to the
processor. Another type of multiplexing, frequency multiplexing, will be discussed in
a later section.
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Figure 1.3. A three-channel measuring system with one central processor.
TR = transduction, SC = signal conditioning.

At first sight it would appear that the concept of time multiplexing has the
disadvantage that only the data taken from the selected channel is processed while the
information derived from the non-selected channels is blocked. It can be demonstrated
that when the time between two successive selections for a particular channel is made
sufficiently short the information loss will be negligible. An explanation of what
precisely is meant by “sufficiently short” will be given in Section 2.2.

Figure 1.3 clearly shows that a system with many sensors or actuators will also
contain large numbers of signal processing units, thus making it expensive. In such
cases the principle of multiplexing can also be applied to the AD and DA converters.
Figure 1.4 shows the layout of such a measurement system in which all the
conditioned signals are supplied to an analog multiplexer. It is even possible to have a
central signal conditioner placed behind the multiplexer so as to further reduce the
number of system components. It is possible to extend the process of centralizing
instrument functions to the data distribution part of the system. An analog multiplexer
distributes the converted analog signals over the proper output channels. It is not
common practice for output signal conditioners to be multiplexed because multi-
plexers are not usually designed to deal with large power signals.
Although the functions of analog and digital multiplexers are similar, their design is
completely different. Digital multiplexers only deal with digital signals which have
better noise and interference immunity than analog signals. Digital multiplexers are
therefore far less critical (and less expensive) than analog multiplexers. The same goes
for the AD converters. In Figure 1.3 it can be seen that each AD converter has a full
multiplexer cycle period in which to perform a conversion. In the system shown in
Figure 1.4, the conversion ought to be completed within the very short period of time
when a channel is connected to the processor. This system configuration thus requires
a high speed (and a higher priced) converter. The centralized system contains a
reduced number of more expensive components. Whether one opts for a centralized or
a distributed system will depend very much on the number of channels.
In certain situations the measurement signals and control signals have to be
transported over long distances. This instrumentation aspect is known as telemetry. A
telemetry channel consists of an electric conductor (for instance a telephone cable), an
optical link (like a glass fiber cable) or a radio link (e.g. made via a communication
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satellite). To reduce the number of lines, which are invariably expensive, the concept
of multiplexing is used (Figure 1.5). Instead of time multiplexing, telemetry systems
use frequency multiplexing. Each measurement signal is converted to a frequency
band assigned to that particular signal. If the bands do not overlap, the converted
signals can be transported simultaneously over a single transmission line. When they
arrive at the desired destination the signals are demultiplexed and distributed to the
proper actuators. More details on this type of multiplexing will be given elsewhere in
this book.

Figure 1.4. A multi-channel measuring system with a centralized processor and
AD and DA-converters. For an explanation of the abbreviations see Figure 1.3.

Figure 1.5. A multi-channel measuring system with frequency multiplexing.

Signals can be transmitted in analog or digital form. Digital transport is preferable if
high noise immunity is required, for instance for very long transport channels or links
that pass through a noisy environment.

1.2 System specifications

A measurement system is designed to perform measurements according to the relevant
specifications. Such specifications convey to the user of the instrument to what degree
the output corresponds with the input. The specifications reflect the quality of the
system.
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The system will function correctly if it meets the specifications given by the
manufacturer. If that is not the case it will fail, even if the system is still functioning in
the technical sense. Any measuring instrument and any subsystem accessible to the
user has to be fully specified. Unfortunately, many specifications lack clarity and
completeness.
The input signal of the single channel system given in Figure 1.6 is denoted as x and
its output signal as y. The relationship between x and y is called the system transfer.

Figure 1.6. Characterization of a system with input x, output y and transfer H.

By observing the output, the user is able to draw conclusions about the input. The user
therefore has to be completely familiar with the system’s transfer. Deviations in the
transfer may cause uncertainties about the input and so result in measurement errors.
Such deviations are permitted, but only within certain limits which are the tolerances
of the system. Those tolerances also constitute part of the specifications. In the
following pages the main specifications of a measurement system will be discussed.
The user should first of all be familiar with the operating range of the system. The
operating range includes the measurement range, the required supply voltage, the
environmental conditions and possibly other parameters.

Example 1.1
 A manufacturer of a digital temperature-measuring instrument gives the following
description of the operating range:
* measuring range: -50°C to 200°C;
* permitted operational temperature: –10°C to 40°C;
* storage temperature: -20°C to 85°C
* mains voltage: 220 V ±15%, 50...60 Hz; can be switched to 115 V, 127 V, 240 V ±

15%, 50...60 Hz;
* analog outputs: 0-10 V (load > 2kW) and 0-20 mA or 4-20 mA (load < 600W).

 All other specifications only apply under the condition that the system has never
before been taken beyond its permitted operating range.

The resolution indicates the smallest detectable change in input quantity. Many system
parts show limited resolution. A few examples of this are these: a wire-wound
potentiometer for the measurement of angles has a resolution set by the windings of
the helix – the resistance between the slider and the helix changes leap-wise as it
rotates; a display presenting a measurement value in numerals has a resolution equal
to the least significant digit.
The resolution is expressed as the smallest detectable change in the input variable:
Dxmin. Sometimes this parameter is related to the maximum value xmax that can be
processed, the so-called full-scale value or FS of the instrument, resulting in the
resolution expressed as Dxmin/xmax or xmax/Dxmin. This mixed use of definitions seems
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very confusing. However, it is easy to see from the units or the value itself which
definition is used.

Example 1.2
The resolution of a four-digit decimal display with a fixed decimal point in the third
position from the left is 0.1 units. The maximum indication apparently equals 999.9
units, which is about 1000. The resolution of this display is therefore 0.1 units or 10-4

or 104.

The inaccuracy is a measure of the total uncertainty of the measurement result that
may be caused by all kinds of system errors. It comprises calibration errors, long and
short-term instability, component tolerances and other uncertainties that are not
separately specified. Two definitions may be distinguished: absolute inaccuracy and
relative inaccuracy. Absolute inaccuracy is expressed in terms of units of the
measuring quantity concerned, or as a fraction of the full-scale value. Relative
inaccuracy relates the error to the actual measuring value.

Example 1.3
The data sheet of a volt meter with a four digit indicator and a full-scale value of
1.999 V specifies the instrument inaccuracy as ±0.05% FS ±0.1% of the indication
±1

2  digit.

The absolute inaccuracy of a voltage of 1.036 V measured with this instrument
equals: ±0.05 of 2 V (the approximate value of FS) plus ±0.1% of 1 V (approximate
value of the indication) plus ±0.5 of 1 mV (the weight of the last digit), which amounts
to ±2.5 mV in total.
The relative inaccuracy is the absolute inaccuracy divided by the indication so it is
±0.25%.

Inaccuracy is often confused with accuracy, the latter being complementary to it.
When a specification list gives an accuracy of 1%, this hopefully means that there is
an inaccuracy of 1% or an accuracy of 99%.
The sensitivity of a measuring system is defined as the ratio between a change in the
output value and a change in the input value that causes that same output change. The
sensitivity of a current-to-voltage converter is expressed in V/A, that of a linear
position sensor in, for instance, mV/µm and that of an oscilloscope in, for instance,
cm/V.
A measuring system is usually also sensitive to changes in quantities other than the
intended input quantity, such as the ambient temperature or the supply voltage. These
unwelcome sensitivities should be specified as well when this is necessary for a proper
interpretation of the measurement result. To gain better insight into the effect of such
false sensitivity it will be related to the sensitivity to the measurement quantity itself.
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Example 1.4
A displacement sensor with voltage output has a sensitivity of 10 mV/mm. Its
temperature sensitivity is -0.1 mV/K. Since -0.1 mV corresponds with a displacement
of -10 µm, the temperature sensitivity can also be expressed as –10 µm/K. A
temperature rise of 5°C will result in an apparent displacement of –50 µm.

Example 1.5
The sensitivity of a temperature sensor including the signal-conditioning unit is 100
mV/K. The signal conditioning part itself is also sensitive to (ambient) temperature
and it appears to create an extra output voltage of 0.5 mV for each °C rise in ambient
temperature (not necessarily the sensor temperature). The undesired temperature
sensitivity is thus 0.5 mV/K or 0.5/100 = 5 mK/K. A change in ambient temperature of
± 10°C gives an apparent change in sensor temperature that is equal to ±50 mK.

Mathematically, the sensitivity is expressed as S  = dy/dx. If  output y is a linear
function of input x then the sensitivity does not depend on x. In the case of a non-
linear transfer function y  = f(x), S will depend on the input or output value (Figure
1.7). Users of measuring instruments prefer a linear response, because then the
sensitivity can be expressed in terms of a single parameter and the output will not
show harmonic distortion. The transfer of a system with slight non-linearity may be
approximated by a straight line. The user should still know the deviation from the
actual transfer as specified by the non-linearity.

Figure 1.7. Example of a non-linear transfer characteristic,
(a) real transfer, (b) linear approximation.

The non-linearity of a system is the maximum deviation in the actual transfer
characteristic from a pre-described straight line. Manufacturers specify non-linearity
in various ways, for instance, as the deviation in input or output units: Dxmax or Dymax,
or as a fraction of FS: Dxmax/xmax. They may use different settings for the straight line:
by passing through the end points of the characteristic, by taking the tangent through
the point x = 0, or by using the best-fit (least-squares) line, to mention but a few
possibilities.
Figure 1.8 depicts some particular types of non-linearity found in measuring systems:
saturation, clipping and dead zone (sometimes also called cross-over distortion).
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These are examples of static non-linearity, appearing even when inputs change slowly.
Figure 1.9 shows another type of non-linearity, known as slew rate limitation, which
only occurs when the input values change relatively fast. The output which is unable
to keep up with the quickly changing input thus results in distortion at the output
point. Slew rate is specified as the maximum rate of change in the output of the
system.

Figure 1.8. Some types of static
non-linearity: (a) saturation,
(b) clipping. (c) dead zone.

Figure 1.9. The effect of slew
rate limitation on the output

signal y at a sinusoidal input x.

Most measurement systems are designed in such a way that output is zero when input
is zero. If the transfer characteristic does not intersect the origin (x = 0, y = 0) the
system is said to have offset. Offset is expressed in terms of the input or the output
quantity. It is preferable to specify the input offset so that comparisons with the real
input quantity can be made. Non-zero offset arises mainly from component tolerances.
Most electronic systems make it possible to compensate for the offset, either through
manual adjustment or by means of manually or automatically controlled zero-setting
facilities. Once adjusted to zero, the offset may still change due to temperature
variations, changes in the supply voltage or the effects of ageing. This relatively slow
change in the offset is what we call zero drift. It is the temperature-induced drift (the
temperature coefficient or t.c of the offset) that is a particularly important item in the
specification list.

Example 1.6
A data book on instrumentation amplifiers contains the following specifications for a
particular type of amplifier:
input offset voltage: max. ±0.4 mV, adjustable to 0
t.c. of the input offset: max.±6 µV/K
supply voltage coeff.: 40 µV/V
long-term stability: 3 µV/month
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There are two ways to determine the offset of any system. The first method is based
on setting the output signal at zero by adjusting the input value. The input value for
which the output is zero is the negative value of the input offset. The second method
involves measuring the output at zero input value. When the output is still within the
allowed range, the input offset simply becomes the measured output divided by the
sensitivity.
Sometimes a system is deliberately designed with offset. Many industrial transducers
have a current output that ranges from 4 to 20 mA (see Example 1.1). This facilitates
the detection of cable fractures or a short-circuit so that such a defect is clearly
distinguishable from a zero input.
The sensitivity of an electronic system may be increased to almost unlimited levels.
There is, however, a limit to the usefulness of doing this. If one increases the
sensitivity of the system its output offset will grow as well, to the limits of the output
range. Even at zero input voltage, an ever-increasing sensitivity will be of no use, due
to system noise interference. Electrical noise amounts to a collection of spontaneous
fluctuations in the currents and voltages present in any electronic system, all of which
arises from the thermal motion of the electrons and from the quantized nature of
electric charge. Electrical noise is also specified in terms of input quantity so that its
effect can be seen relative to that of the actual input signal.

The sensitivity of a system depends on the frequency of the signal to be processed. A
measure of the useful frequency range is the frequency band. The upper and lower
limits of the frequency band are defined as those frequencies where the power transfer
has dropped to half its nominal value. For voltage or current transfer the criterion is
1
2 2  of the respective nominal voltage and current transfer (Figure 1.10). The lower

limit of the frequency band may be zero; the upper limit always has a finite value. The
extent of the frequency band is called the bandwidth of the system expressed in Hz.

Figure 1.10. A voltage transfer characteristic showing the boundaries of the
frequency band. The nominal transfer is 1, its bandwidth is B.

A frequent problem in instrumentation is the problem of how to determine the
difference between two almost equal measurement values. Such situations occur
when, for instance, big noise or interference signals are superimposed on relatively
weak measurement signals. A special amplifier has been developed for these kinds of
measurement problems, it is known as the differential amplifier (Figure 1.11). Such an
amplifier, which is usually a voltage amplifier, has two inputs and one output. Ideally
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the amplifier is not sensitive to equal signals on both inputs (common mode signal),
only to a difference between the two input signals (differential mode signals). In
practice any differential amplifier will exhibit a non-zero transfer for common mode
signals. A quality measure that relates to this property is the common mode rejection
ratio or CMRR, which is defined as the ratio between the transfer for differential mode
signals, vo/vd and common mode signals vo/vc. In other words, the CMRR is the ratio of
a common mode input signal and a differential mode input signal, both of which give
equal output. An ideal differential amplifier has a CMRR, which is infinite.

Figure 1.11. An ideal differential amplifier is insensitive to common mode signals
(vc) and amplifies only the differential signal vd.

Example 1.7
A system with a CMRR of 105 is used to determine the difference between two
voltages, both about 10 V high. The difference appears to be 5 mV. The inaccuracy of
this result, due to the finite CMRR, is ±2% because the common mode voltage
produces an output voltage that is equivalent to that of a differential input voltage of
10/105 = 0.1 mV.

The final system property to be discussed in this chapter has to do with reliability.
There is always a chance that a system will fail after a certain period of time. Such
properties should be described according to probability parameters, one of these
parameters being the reliability R(t) of the system. This is defined as the probability
that the system will function correctly (in accordance with its specifications) up to the
time t (provided that the system has operated within the permitted range). It should be
clear that R diminishes as time elapses so that the system becomes increasingly less
reliable.
The system parameter R has the disadvantage that it changes over the course of time.
Better parameters are the mean-time-to-failure (MTTF) and the failure rate l(t). The
MTTF is the mean time that passes up until the moment when the system fails; it is its
mean lifetime.

Example 1.8
An incandescent lamp is guaranteed for 1000 burning hours. This means that lamps
from the series to which this lamp belongs will burn, on average, for 1000 hours.
Some lamps may fail earlier or even much earlier while others may burn longer.

The failure rate l(t) is defined as the fraction of failing systems per unit of time
relative to the total number of systems functioning properly at time t. The failure rate



12 Electronic instrumentation

appears to be constant during a large part of the system's lifetime. If the failure rate is
constant in terms of time, it is equal to the inverse of the MTTF.

Example 1.9
Suppose an electronic component has an MTTF equal to 105 hours. Its failure rate is
the inverse, 10-5 per hour or 0.024% per day or 0.7% per month. Thus, if one takes a
certain collection of correctly functioning components 0.024% will fail daily.

The failure rate of electronic components is extremely low when used under normal
conditions. For example, the failure rate of metal film resistors with respect to an open
connection is approximately 5 ¥ 10

-9
 per hour. The reliability of many electronic

components is well known. However, it is very difficult to determine the reliability of
a complete electronic measurement system from the failure rates of the individual
components. This is a reason why the reliability of complex systems is seldom
specified.

SUMMARY

System functions

∑ The three main functions of an electronic measurement system are
∑ data acquisition
∑ data processing
∑ data distribution

∑  The conversion of information of a physical quantity into an electrical signal is
known as transduction. Transduction is carried out with an input transducer or
sensor. The inverse process is carried out with an output transducer or actuator

∑  The main operations completed with analog measurement signals are: ampli-
fication, filtering, modulation, demodulation and analog-to-digital conversion.

∑ AD conversion comprises three elements: sampling, quantization and coding.
∑  Multiplexing is a technique that facilitates the simultaneous transport of various

signals through a single channel. There are two different possible ways of doing
this: by time multiplexing and by frequency multiplexing. The inverse process is
called demultiplexing.

System specifications

∑  The main specifications of any measurement system are: operating range
(including measuring range), resolution, accuracy, inaccuracy, sensitivity, non-
linearity, offset, drift and reliability.

∑  Some possible types of non-linearity are: saturation, clipping, dead zone,
hysteresis and slew rate limitation.

∑ The bandwidth of a system is the frequency span between frequencies where the
power transfer has dropped to half the nominal value or where the voltage or
current transfer has dropped to 1

2 2  of the nominal value.
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∑ The common-mode rejection ratio is the ratio between the transfer of differential
mode signals and common mode signals, or: the ratio between a common mode
input and a differential mode input, both producing equal outputs.

∑ Noise is the phenomenon of spontaneous voltage or current fluctuations occurring
in any electronic system. It fundamentally limits the accuracy of a measurement
system.

∑  The reliability of a system can be specified in terms of the reliability R(t), the
failure rate l(t) and the mean-time-to-failure MTTF. For systems with constant
failure rate, l = 1/MTTF.

EXERCISES

System functions

1.1 What is meant by multiplexing? Describe the process of time multiplexing.
1.2 Discuss the difference between the requirements for a multiplexer used for

digital signals and one used for analog signals.
1.3 Compare an AD converter in a centralized system with that of a distributed

system from the point of view of the conversion time.

System specifications

1.4 What would be the reason for putting a factor 1 2/  in the definition of the
bandwidth for voltage transfer, instead of a factor 1

2 ?
1.5 What is a differential voltage amplifier? What is meant by the CMRR of such an

amplifier?
1.6 The CMRR of a differential voltage amplifier is specified as CMRR > 10

3
, its

voltage gain is G = 50. The two input voltages have values V1 = 10.3 V, V2 =
10.1 V. What is the possible output voltage range?

1.7 The slew rate of a voltage amplifier is 10 V/µs, its gain is 100. The input is a
sinusoidal voltage with amplitude A and frequency f.
a. Suppose A = 100 mV, what would be the upper limit of the frequency where
the output would show no distortion?
b. Suppose f = 1 MHz; up to what amplitude can the input signal be amplified
without introducing distortion?

1.8 A voltage amplifier is specified as follows: input offset voltage at 20°C is
< 0.5 mV, the temperature coefficient of the offset is < 5 µV/K. Calculate the
maximum input offset that might occur within a temperature range of 0 to 80 °C.

1.9 The relation between the input quantity x and the output quantity y of a system is
given as: y = ax + bx2, with a = 10 and b = 0.2. Find the non-linearity relative to
the line y = ax, for the input range –10 < x < 10.
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2 Signals

Physical quantities that contain detectable messages are known as signals. The
information carrier in any electrical signal is a voltage, a current, a charge or some
other kind of electric parameter.
The message contained in such a signal may constitute the result of a measurement but
it can also be an instruction or a location code (like, for instance, the address of a
memory location). The nature of the message cannot be deduced from its appearance.
The processing techniques for electronic signals are as they are, regardless of the
contents or nature of the message.
The first part of this chapter will concentrate on the characterization of signals and the
various values of signals in terms of time functions. Signals may alternatively be
characterized according to their frequency spectrum. In the case of periodic signals,
the frequency spectrum is determined by means of Fourier expansion.
The second part of this chapter deals with aperiodic signals, in particular: noise,
stochastic and sampled signals.

2.1 Periodic signals

2.1.1 A classification of signals

There are many ways to classify signals but one way is on the basis of their dynamic
properties.
∑ Static or DC signals (DC = direct current, a term that is also applied to voltages):

the signal value remains constant during the measuring time interval.
∑  Quasi-static signals: the signal value varies just a little, according to a given

physical quantity. An example of a quasi-static signal is drift.
∑  Dynamic signals: the signal value varies significantly during the observation

period. Such signals are also termed AC signals (AC = alternating current or
alternating voltages).

Another way to distinguish signals is on the basis of the difference between
deterministic and stochastic signals. What characterizes a stochastic signal is the fact
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that its exact value is impossible to predict. Most measurement signals and
interference signals, such as noise, belong to this category. Examples of deterministic
signals are:
∑  Periodic signals, characterized as x(t) = x(t + nT), in which T is the time of a

signal period and n the integer.
∑ Transients, like the response of a system to a pulse-shaped input: the signal can be

repeated (in other words predicted) by repeating the experiment under the same
conditions.

A third possibility is to consider continuous and discrete signals. The continuity may
refer both to the time scale and to the amplitude scale (the signal value). Figure 2.1
shows the four possible combinations. Figure 2.1b represents a sampled signal and
Figure 2.1c illustrates a quantized signal, as mentioned in Chapter 1. A quantized
signal that only has two levels is called a binary signal.
Finally, we shall contemplate the distinction between analog and digital signals. As
with many technical terms (especially electronic terms) the meaning here becomes
rather fuzzy. In ordinary terms, digital signals are sampled, time-discrete and binary-
coded, as in digital processors. Analog signals refer to time-continuous signals that
have a continuous or quantized amplitude.

Figure 2.1. Continuous and discrete signals: (a) continuous in time and in
amplitude, (b) time discrete, continuous amplitude (sampled signal), (c) discrete

amplitude, continuous in time (quantized signal), (d) discrete both in time and
amplitude.

2.1.2 Signal values

Amplitude-time diagrams of the type given in Figure 2.1, which represent the signal
value for each moment within the observation interval, are the most complete kinds of
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signal descriptions. Invariably it is not necessary to give that much information about
the signal; a mere indication of a particular signal property would suffice. Some such
simple characteristic signal parameters are listed below. The parameters are valid for
an observation interval 0 < t < t.

peak value: x x tp = ( ){ }max

peak-to-peak value: x x t x tpp = ( ){ } - ( ){ }max min

mean value: x x t dtm = ( )Ú1

0
t

t

mean absolute value: x x t dtm = ( )Ú1

0
t

t

root-mean-square value: x x t dteff = ( )Ú1 2

0
t

t

mean signal power: P x t dtm = ( )Ú1 2

0
t

t

The peak and peak-to-peak values are important in relation to the limits of the signal
range of an instrument. The mean value is used when it is only the DC or quasi-DC
component of a signal that counts. The rms value is a parameter related to the signal
power content. An arbitrarily shaped AC current with an rms value of I (A) which
flows through a resistor will produce just as much heat as a DC current with a (DC)
value of I (A). Note that the rms value is the square root of the mean power.

Example 2.1
The mathematical description of a sinusoidal signal is:

x t A t A
T

t( ) = =sin sinw
p2

where A is the amplitude, f = w/2p the frequency and T = 1/f the period time. Figure
2.2 shows one period of this signal while illustrating the characteristic parameters
defined above. If these definitions are applied to the sine wave this will result in the
following values:
x Ap =
x App = 2

xm = 0

x
A

m =
2

p
x Arms = 1

2
2
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As the shapes of all periods are equal these values also apply to a full periodical sine
wave.

Figure 2.2. Signal values for a sine wave signal.

Many rms voltmeters do not actually measure the rms value of the input signal but
rather the mean of the absolute value, |x|m, which can be realized with the aid of a very
simple electronic circuit. The two values are not, however, the same. To obtain an rms
indication such instruments have to be calibrated in terms of rms. Since both signal
parameters depend on the signal shape the calibration will only be valid for the
particular signal used while calibrating. Generally, rms meters are calibrated for
sinusoidal inputs. Example 2.1 shows that the mean absolute value should be
multiplied (internally) by 1

4 p÷2, about 1.11, to obtain the rms value. Such
instruments only indicate the proper rms value for sine shaped signals.
Some voltmeters indicate the "true rms" value of the input voltage. A true rms meter
functions differently from those described above. Some of them use a thermal
converter to directly obtain the rms value of the input signal. The indication is true for
almost all types of input voltages.

2.1.3 Signal spectra

Any periodic signal can be divided into a series of sinusoidal sub-signals. If the time
of one period is T, then the frequencies of all the sub-signals will be multiples of 1/T.
There are no components with other frequencies. The lowest frequency which is equal
to 1/T is known as the fundamental frequency of the signal.
The subdividing of a periodic signal into its sinusoidal components is known as
“Fourier expansion of the signal”. The resultant series of sinusoids is thus a Fourier
series. Fourier expansion can be described mathematically as follows:
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These three representations are identical; the second is an abbreviated form of the
first. In the third representation the corresponding sine and cosine terms are combined
in a single cosine with the new amplitude c and the phase angle j, which satisfies the
relations:

c a b b an n n n n n= + = ( )2 2 j arctan (2.2)

The coefficients an, bn and cn are the Fourier coefficients of the signal. Each periodic
signal can be written as a collection of sinusoidal signals with amplitudes given by the
Fourier coefficients and frequencies that are multiples of the fundamental signal
frequency.
The term a0 in Equation (2.1) is nothing other than the mean value of the signal x(t):
the mean value must be equal to that of the complete series, and the mean of each sine
signal is zero. All sine and cosine terms of the Fourier series have a frequency that is a
multiple of the fundamental, f0; they are termed the harmonic components or the signal
(i.e. if the signal were made audible by a loudspeaker a perfect "harmonic" sound
would be heard). The component with a frequency of 2f0 is the second harmonic, 3f0  is
the third harmonic, and so on.
The shape of a periodic signal is reflected in its Fourier coefficients. We can illustrate
the Fourier coefficients as a function of the corresponding frequency. Such a diagram
is called the frequency spectrum of the signal (Figure 2.3). Usually the amplitude of
the combined sine and cosine terms is plotted so that the coefficient is cn as in
Equation (2.1).
The Fourier coefficients are related to the signal shape. They can be calculated using
the transformation formulas given in Equations (2.3):
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Figure 2.3. An example of a frequency spectrum of a periodic signal.

These equations present the discrete Fourier transform for real coefficients. In general,
the Fourier series has an infinite length. The full description of a signal, according to
its spectrum, requires an infinite number of parameters. Fortunately, the coefficients
tend to diminish when frequencies increase. One remarkable property of the
coefficients is that the first N elements of the series constitute the best approximation
of the signal in N parameters.

Example 2.2
The Fourier coefficients of the square-shaped signal given in Figure 2.4a, calculated
with Equations (2.2), are:

a

a

b
A

n
n

n

n

0 0

0

2
1

=

=

= -( )
p

pcos

Apparently, its Fourier series is described as:

x t
A

t t t1 0 0 0
4 1

3
3

1
5

5( ) = + + +Ê
ËÁ

ˆ
¯̃p

w w wsin sin sin L

The signal appears to be composed only of sinusoids with frequencies that are odd
multiples of the fundamental frequency.
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Figure 2.4. Examples of two periodical signals: (a) a square wave signal,
(b) a triangular signal.

Example 2.3
Using the same transformation formulas, the frequency spectrum of the triangular
signal in Figure 2.4b is calculated as:

  
x t

A
t t t2 2 0 0 0

8 1

9
3

1

25
5( ) Ê

Ë
ˆ
¯= - + +

p
w w wsin sin sin L

and consists of components that have exactly the same frequencies, but different
amplitudes.

According to the theory of Fourier, any periodic signal can be split up into sinusoidal
components with discrete frequencies. The signal in question has a discrete frequency
spectrum or a line spectrum. Obviously, one can also create an arbitrary periodic
signal by adding the required sinusoidal signals with the proper frequencies and
amplitudes. This particular composition of periodic signals is used in synthesizers.
The Fourier transform is also applicable to aperiodic signals. It appears that such
signals have a continuous frequency spectrum. A continuous spectrum does not have
any individual components, but the signal is expressed in terms of amplitude density
rather than amplitude. A more usual way of presenting a signal is according to its
power spectrum, that is, its spectral power (W/Hz) as a function of frequency.
Figure 2.5 shows the power spectra of two different signals. One signal varies
gradually over the course of time while the other is much faster. One can imagine the
first signal being composed of sinusoidal signals with relatively low frequencies.
Signal (b) contains components with frequencies that are higher. This is clearly
illustrated in the corresponding frequency spectra of the signals: the spectrum of
signal (a) covers a small range of frequency and its bandwidth is low. Signal (b) has a
much wider bandwidth.
The relationship between the signal shape (time domain) and its spectrum (frequency
domain) is also illustrated in Figure 2.6 which shows the spectrum of two periodic
signals, one with very sharp edges (the rectangular signal) and another that does not
vary so quickly (a rectified sine wave). Clearly the high frequency components of the
rectangular wave are much larger than those of the clipped sine wave.
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Figure 2.5. The amplitude-time diagram of two signals a and b, and the
corresponding power spectra. Signal a varies slowly, and has a narrow

bandwidth. Signal b moves quickly; it has a larger bandwidth.

Figure 2.6. The amplitude-time diagram and the frequency spectrum of
(a) a rectangular signal, (b) the positive half of a sine wave.

The bandwidth of a signal is defined in a similar way to that for systems. The
bandwidth is the part of the signal spectrum found between the frequencies where the
power spectrum has dropped to half of its nominal or maximal value. In the case of an
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amplitude spectrum the boundaries are defined at 1/÷2 of the nominal amplitude
density.
A measurement system can only cope with signals that have a bandwidth up to that of
the system itself. Signals with high frequency components require a wideband
processing system. The bandwidth of the measuring instrument should correspond to
that of the signals being processed.
Randomly varying signals or noise also have continuous frequency spectra. Some
types of noise (in particular thermal induced electrical noise) have constant spectral
power Pn (W/Hz) where, up to a certain maximum frequency, the power spectrum is
flat. Like white light, such signals are called white noise and contain equal wavelength
components (colors) within the visible range. Noise can also be specified as spectral
voltage or spectral current, expressed respectively in V/÷Hz and A/÷Hz.

Example 2.4
Let the respective spectral power, spectral voltage and spectral current density of
white noise be Pn W/Hz, Vn V/÷Hz and In A/÷Hz. The noise power, noise voltage and
noise current of this signal, measured within a frequency band of 200 to 300 Hz
amount to: 100◊Pn W, 10◊Vn V and 10◊In A.

2.2 Aperiodic signals

In this section we shall extend the Fourier expansion definition to include aperiodic
signals and use the result to deduce the spectrum of sampled signals. Stochastic
signals (whether they be continuous or discrete) can be described in three ways:
according to their time domain properties (e.g. time average, rms value), their
frequency domain properties (amplitude spectrum, power spectrum) or their amplitude
properties (expressing the signal value with probability parameters).

2.2.1 Complex Fourier series

In the first part of this chapter we showed how the Fourier expansion of a periodic
signal can lead to a series of (real) sine and cosine functions. The complex Fourier
expansion was established using Euler's relation

e z j zjz± = ±cos sin (2.4)

Solving sin z and cos z, and replacing the real goniometric functions in (2.1) with their
complex counterparts we obtain:
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Using the substitutions C0 = a0, Cn = 1
2 (an - jbn) and C-n = 1

2 (an + jbn) this can be
simplified to
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What this results in is the complex Fourier series. Similarly, the complex form of
Equations (2.3) becomes:
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the discrete complex Fourier transform. The complex Fourier coefficients Cn can
easily be derived from the real coefficients using the relations
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As Cn is complex, the complex signal spectrum consists of two parts: the amplitude
spectrum – a plot of |Cn| versus frequency and the phase spectrum, a plot of arg Cn

versus frequency.

Example 2.5
The complex Fourier series of the rectangular signal in Figure 2.4a is calculated as
follows: C0 = 0, so |C0| = 0 and arg C0 = 0. As Cn = 1

2 (an - jbn), its modulus and
argument are:

C a b
A

n
nn n n= + = -( )1

2
2 2 1

p
pcos n = 1,2,...

and

arg arctanC
b

an
n

n

=
-

= -
p
2

n = 1,2,...

The amplitude and phase spectra are depicted in Figure 2.7.
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Figure 2.7. (a) amplitude spectrum and (b) phase spectrum of the rectangular
signal from Figure 2.4a.

2.2.2 The Fourier integral and the Fourier transform

To obtain the Fourier expansion of a non-periodic signal we start with the discrete
complex Fourier series for periodic signals as given in Equations (2.6) and (2.7).
Consider one period of this signal. Replace t0 with - 1

2 T and let T approach infinity.
Then:
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When taking the limit for TÆ•, the summation becomes an integration, nw changes
to w and T = (1/2p)w becomes (1/2p)dw:
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With
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X(w ) is the complex Fourier transform of x(t). Both x(t) and X (w ) give a full
description of the signal, the first in the time domain, the other in the frequency
domain. Equations (2.10) transform the signal from the time domain to the frequency
domain and vice versa. The modulus and argument provided by X(w) describe the
frequency spectrum of x(t). In general, this is a continuous spectrum, extending from
-• to +• also containing (in a mathematical sense) negative frequencies.
To find the Fourier transform of the product of two signals x1(t) and x2(t), we first
define a particular function, the convolution integral:

g x t x t dtt t( ) = ( ) -( )
-•

•

Ú 1 2 (2.11)

This is the product of x1(t) and the shifted and back-folded function x2(t) (Figure 2.8)
integrated over an infinite time interval. The convolution function g(t) is also denoted
as:

g x t x tt( ) = ( ) * ( )1 2 (2.12)

Figure 2.8. (a) original function, (b) shifted over t = t; (c) shifted and back-folded.

The Fourier transform of g(t) is:
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Splitting up the term e-jwt into e-jwt◊ e-jw(t-t)  and changing the order of integration
results in:
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The Fourier transform of two convoluted functions x1(t) and x2(t) therefore equals the
product of the individual Fourier transforms. Similarly, the Fourier transform of the
convolution X1(w)*X2(w) equals x1(t).x2(t).
The Fourier transform is used to calculate the frequency spectrum of both
deterministic and stochastic signals. The Fourier transform is only applicable to
functions that satisfy the following inequality:

x t dt( ) < •
-•

•

Ú (2.15)

In order to calculate the frequency characteristics of functions that do not satisfy
(2.17), another kind of transformation should be used.

2.2.3 A description of sampled signals

In this section we will calculate the spectrum of a sampled signal. We will consider
sampling over equidistant time intervals. The sampling of a signal x(t) can be seen as
the multiplication of x(t) by a periodic, pulse-shaped signal s(t), as indicated in the left
section of Figure 2.9. The sampling width is assumed to be zero.
As y(t) is the product of x(t) and s(t), the spectrum of y(t) is described by the
convolution of the Fourier transforms which are X(f) and S(f) respectively. S(f) is a
line spectrum because s(t) is periodical. The height of the spectral lines are all equal
when the pulse width of s(t) approaches zero (their heights decrease with frequency at
finite pulse width). X(f) has a limited bandwidth, its highest frequency being B.
The first step towards establishing Y(f) = X(f)*S(f) is to back-fold S(f) along a line f = x
in order to find the function S(x - f) using x, a new frequency variable. As S(f) is a
symmetric function, S(x - f) is found by simply moving S(f) over a distance, x, along
the f-axis. For each x, the product of the shifted version of S(f) and X(f) is then
integrated over the full frequency range. This product only consists of a single line at f
= x, as long as one pulse component of S(x -  f) falls within the band X(f). It is only
that line which contributes to the integral because for all the other values the product
is zero. The convolution process results in periodically repeated frequency bands
known as the alias of the original band (Figure 2.9c, right).
In the section above it is assumed that the bandwidth, B, of x(t) is smaller than half the
sampling frequency. In such cases the multiple bands do not overlap and the original
signal can be completely reconstructed without any information loss. With a larger
bandwidth of x(t) or when the sampling frequency is below 2/B, the multiple bands in
the spectrum of the sampled signal will overlap, thus preventing signal reconstruction
and loss of information (or signal distortion). The error derived from such overlapping
is called aliasing error and it occurs when the sample frequency is too low. The
criterion required to avoid such aliasing errors is a sampling frequency of at least
twice the highest frequency component of the analog signal. This result is known as
the Shannon sampling theorem and it gives the theoretical lower limit of the sampling
rate. In practice, one would always choose a much higher sampling frequency so as to
facilitate the reconstruction of the original signal.
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Figure 2.9. The amplitude-time diagram and the frequency spectrum of (a) an
analogue signal x(t), (b) a pulse shaped signal s(t) and (c) the product

y(t) = x(t)·s(t).

2.2.4 A description of stochastic signals

In this section we will describe stochastic signals in the amplitude domain in terms of
statistical parameters. At the end of the description, certain parameters will be related
to the signal parameters in the time domain.
We may distinguish between continuous and discrete stochastic signals or variables
which are denoted as x and  x , respectively. A discrete stochastic signal can result from
converting a continuous stochastic signal into a digital signal using an AD converter.
Again, a full description of a stochastic signal in the time domain requires a great deal
of information. For most applications a rough description giving the statistical
parameters will suffice.
Let us just consider a signal source with known statistical properties that generates a
continuous, stochastic signal x(t). Although it is impossible to precisely predict the
signal we can estimate its value which will depend on the nature of the source or the
process that generates the signal. For instance, we know the probability P that the
signal value x(t) at any given moment will not exceed a certain value x. This
probability, which depends on the value x, is called the distribution function of x(t)
and is denoted as F(x ) = P{x(t) < x}. Figure 2.10a gives an example of such a
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distribution function. From the definition it automatically follows that F(x ) is a
monotonically non-decreasing function of x, that F(xÆ•) = 1 and that F(xÆ-•) = 0.
Another important statistic parameter is the derivative of F(x); the probability density
(function): p(x) = dF(x)/dx. This function describes the probability of x(t) having a
value between x  and x  + dx (Figure 2.10b). As the sum of the probability of all
possible values is exactly 1, p(x) satisfies:

p x dx( ) =
-•

•

Ú 1 (2.16)

Figure 2.10. An example of (a) a distribution function and
(b) the corresponding probability function.

If p(x) is known, F(x) can be found through:

p x dx F x F F x( ) = ( ) - -•( ) = ( )
-•

•

Ú (2.17)

Many physical processes are governed by a normal or Gaussian distribution function.
The probability density of the produced signals is given as:

p x e x( ) = - -( )1

2

2 22

s p
m s (2.18)

The meaning of the parameters m and s will be explained later in this section. The
corresponding distribution function is:

F x p x dx e dx
x

x
x

( ) = ( ) =
-•

- -( )
-•

Ú Ú1

2

2 22

s p
m s (2.19)

For the normalized form, which is m =0 and s = 1, the numerical values of this
integral function can be found in mathematical tables.
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The distribution function F(x) of a discrete stochastic variable  x  is the probability that
x    does not exceed value x, so F(x) = P{   x         < x}.

Example 2.6
Suppose that an electrical voltage can only have two values: 0 V and 2 V, with a
probability of 2/3 for the value of 0 V. Figure 2.11 gives the distribution function and
the corresponding probability density function for this binary signal.

Figure 2.11. (a) The distribution function and (b) the probability density function
of a binary signal of which P(   x   =0) = 2/3.

Other statistical parameters used to characterize a continuous or discrete stochastic
variable are the mean or average value, the expectancy or first order moment, the
second order moment and the standard deviation. We will first discuss these
parameters in connection with discrete variables.
The mean value of a discrete stochastic variable   x   is defined as:

x
N

xm i
i

N

=
=

Â1

1

(2.20)

where N  is the number of all xi  values considered in a certain experiment. The
expectancy or the first moment for    x    is defined as:

E x
N

p x xi i
i

N

( ) = ( )
=

Â1

1

(2.21)

which can be seen as the weighted average of the all xi values. Only with an infinite
number of values (NÆ•), will the (algebraic) mean xm approach the expected value of
E(  x  ). This can be explained as follows. The probability p(xk) of a certain output xk is
equal to Nk/N, where Nk is the number of xk  outputs. Suppose there are m different
outputs. Then:
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Example 2.7
The mean of the number of dots per throw after 100 throws have been made with a
die is simply the sum of all the dots thrown divided by 100. The result is, for instance,
358/100 = 3.58.
As the probability for any result i = 1 to 6 is just 1/6, the expectancy is:

E x i
i

( ) = = =
=

Â 1

6

21

6
3 5

1

6

.

It is important to not only know the mean or expected value of a stochastic variable
but also the (expected) deviation from the mean value. As this deviation may be
positive or negative, it is usually the square of the deviation that is taken, so
{  x   - E(  x  )}2. The expectancy of this parameter is called the variance or the second
moment:

var x E x E x E x xE x E x

E x E x E x E x

E x E x

( ) = - ( ){ }[ ] = - ( ) + ( )[ ]
= ( ) - ( ) ( ) + ( )

= ( ) + ( )

2 2 2

2 2

2 2

2

2 (2.23)

where E is supposed to be a linear operator. The square root of the variance is the
standard deviation. This parameter has the same dimension as   x   itself, but it is not a
stochastic variable.

Now we shall return to continuous variables. The first and second moments of a
continuous stochastic variable are defined as:

E x xp x dx( ) = ( )
-•

•

Ú (2.24)

var x x E x p x dx( ) = - ( ){ } ( )
-•

•

Ú 2
(2.25)

which are similar expressions to discrete variables. The expected value, in particular
for the normal distribution function x(t), is:
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The parameter m in the Gauss distribution function is exactly the same as the expected
value and it corresponds to the top of the probability density function (Figure 2.12).
The variance is:
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The parameter s in the normal distribution function appears to be precisely the
standard deviation. It corresponds with the point of inflection in the probability
density function (Figure 2.12).

Figure 2.12. The probability density function of a normal or Gaussian distribution.

Next we shall relate the parameters m and s  to some of the signal parameters
introduced in 2.1.2. The mean or time average of a continuous signal was expressed
as:

x x t dtm = ( )Ú1

0
t

t
(2.28)
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The time average of a stochastic continuous signal (such as a thermal noise voltage) is
the same as its statistical mean value E(x) provided that the statistical properties
remain constant over the considered time interval. For signals with a normal
distribution, this value equals m, so xm = E(x) = m. If, during the sampling or quantizing
of the signal the statistic parameters do not change, the same will hold for discrete
stochastic signals.
The power time average for a continuous signal x(t) equals

P x t dtm = ( )Ú1 2

0
t

t
(2.29)

(see Section 2.1.2). If the time average of the signal is zero, the mean power equals the
square of the rms value. We then considered the time signal as a continuous stochastic
variable. The variance appeared to be

var x x E x p x dx( ) = - ( ){ } ( )
-•

•

Ú 2
(2.30)

If E(x) = 0,

var x x p x dx( ) = ( )
-•

•

Ú 2 (2.31)

which is s2 for a normally distributed variable. For such signals, Pm = var(x) = s2, if
the statistical properties do not change during the time of observation. The rms value
is therefore identical to the standard deviation s (if the mean is zero).
Finally, there are some remarks to be made with respect to the relationship with the
description in the frequency domain. The Fourier transform F(w) of a time function
x(t) gives a complete description of a particular signal during its time of observation.
Although it might well have identical statistical properties, another signal would result
in another Fourier function. The conclusion is that the Fourier transform of x(t) does
not account for the statistical properties of the signal. The power density spectrum
describes how the signal power is distributed over the frequency range. It can be
proven that the power spectrum S(f) is independent of a particular signal shape and is,
therefore, a measure of the statistical properties of the signal.

SUMMARY

Signal description

∑ One possible categorizing of signals is:
- static, quasi-static and dynamic,
- deterministic and stochastic,
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- continuous and discrete,
- analog and digital.

∑ Important signal characteristics are: peak value, peak-to-peak value, mean or time
average value, root-mean-square (rms) value and mean power.

∑ Any periodic signal with period time T can be split up (expanded) into a series of
sinusoids in which the frequencies are multiples of the fundamental frequency
f0 = 1/T (Fourier series).

∑  The amplitudes of the sinusoidal components (Fourier coefficients) can be
deduced from the signal time function using the Fourier transformation formulas
(2.2). A periodic signal has a discrete spectrum or line spectrum while a non-
periodic signal has a continuous spectrum.

∑  White noise is a noise signal that has a flat frequency spectrum over a wide
frequency range.

Aperiodic signals

∑ The complex discrete Fourier series is given as x t C en
jn t

n

( ) =
= -•

•

Â w . A plot of Cn

(the complex Fourier coefficients) versus frequency is the (complex) frequency
spectrum.

∑  The Fourier transform X(w ) of x(t ) is: X x t e dtj tw w( ) = ( ) -

-•

•

Ú , the inverse

transformation is x t X e dj t( ) = ( )
-•

•

Ú1
2p

w ww .

∑ The convolution of two signals x1(t) and x2(t) is defined as:

g x t x t dt x t x tt t( ) = ( ) -( ) = ( ) * ( )
-•

•

Ú 1 2 1 2

∑  The Fourier transform of x1(t)*x2(t) is X1(w)X2(w), the Fourier transform of

x1(t)x2(t) is X1(w)*X2(w).

∑  The frequency spectrum of a sampled signal with bandwidth B  consists of
multiple frequency bands positioned around multiples of the sampling frequency
fs. Each band is identical to the spectrum of x(t), and is called an alias. If fs > 2/B,
the bands do not overlap.

∑  Shannon's sampling theorem, a highest frequency B  signal, can be fully
reconstructed after sampling if fs > 2/B.

∑  The statistical properties of a stochastic signal are described by its distribution
function F(x) = P{x(t)     <     x} and its probability density p(x) = dF(x)/dx.

∑  The expected value or first moment of a discrete stochastic variable is

E x
N

p x xi i
i

N

( ) = ( )
=

Â1

1

, that of a continuous stochastic variable E x xp x dx( ) = ( )
-•

•

Ú .

∑  The variance or second moment of a discrete stochastic variable is

var x E x E x E x E x( ) = - ( ){ }[ ] = ( ) + ( )2 2 2 ; that of a continuous variable
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var x x E x p x dx( ) = - ( ){ } ( )
-•

•

Ú 2
. The standard deviation is the square root of the

variance.
∑ In the definition of the probability density of a normal or Gaussian distribution

function p x e x( ) = - -( )1

2

2 22

s p
m s , m is the mean value and s  the standard

deviation.
∑  The mean power of a signal with Gaussian amplitude distribution equals Pm =

Var(x) =  s2 while the rms value equals the standard deviation s.

EXERCISES

Periodic signals

2.1 The figure below shows one period with three different periodic signals in
period time T = 6 s. Find the peak-to-peak value, the time average and the rms
value of all of these signals.

2.2 The crest factor of a signal is defined as the ratio between its peak value and its
rms value. Calculate the crest factor of the signal below.

2.3 The signal given in Exercise 2.2 is connected to an rms voltmeter that can
handle signals with a crest factor of up to 10. What is the minimum value of the
signal parameter t?

2.4 A voltmeter measures |v|m but is calibrated for the rms value of sinusoidal
voltages. Predict the indication of this meter for each of the following signals:
a. a DC voltage of -1.5 V,
b. a sine voltage with an amplitude of 1.5 V,
c. rectangular voltage (Figure 2.4a) with A = 1.5 V,
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d. triangular voltage (Figure 2.4b) with A = 1.5 V.
2.5 An rms meter is connected to a signal source that produces a signal and noise.

The indication appears to be 6.51 V. When the signal is turned off only the noise
remains. The indication of the same meter then becomes 0.75 V. Calculate the
rms value of the measurement signal without noise.

2.6 Find the Fourier coefficients of the following periodical signals, using Equations
(2.3).

2.7 An electric resistor produces thermal noise with a spectral power density that is
equal to 4kT (Johnson noise), k is Boltzmann's constant (1.38¥10-23 J/K), T is the
absolute temperature (K). Calculate the rms value of the noise voltage across the
terminals of the resistor at room temperature (290 K) in a frequency range of 0
to 10 kHz.

Aperiodic signals

2.8 Find the frequency spectrum (amplitude and phase diagrams) of the  signal given
below (single-sided rectified sine)

2.9 A signal x(t) is characterized as:
x(t) = e-at for t > 0
x(t) = 0 for t    >    0
a. Prove that the Fourier transform of x(t) exists,
b. Determine the Fourier transform,
c.   Draw the amplitude and phase spectrum.

2.10 Draw the distribution function F(  v  ) and the probability density function p(  v  ) of a
stochastic signal with the following properties:
   v    = -5 V, probability 0.2,
   v    =  0 V, probability 0.5,
   v    = +5 V, probability 0.3.

2.11 A signal x(t) with Gaussian amplitude distribution has zero mean value.
Calculate an expression for the expected value E(y) of a signal y(t) that satisfies:
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y(t) = x(t) for x > 0,
y(t) = 0 for x     <     0
(single-sided rectified signal).
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3 Networks

This chapter provides a brief introduction to the theory of networks. The first part will
focus on electrical networks which are composed of electric network elements. The
theory in question can also be applied to networks that consist of non-electrical
components, as will be demonstrated in the second part of the chapter.

3.1 Electric networks

The main information carriers in an electronic measurement system are voltages and
currents. These signals are processed by electronic components which are arranged
and connected in such a way that the system is able to carry out the desired
processing.
We may distinguish between passive and active components. It is the active
components that make signal power amplification possible. The energy required is
drawn from an auxiliary source such as a battery or mains supplies. It is impossible to
gain power from components that are merely passive. Such components may store
signal energy but they can never supply more energy than they have stored. Examples
of passive components are resistors, capacitors, inductors and transformers. An
example of an active component is the transistor. With semiconductor technology it is
possible to integrate many transistors and other components so that the electronic
building blocks (IC's or integrated circuits) become very compact. Such an IC may be
seen as a single yet sometimes very complex electronic component, such as an
operational amplifier or a microprocessor.
Electronic systems, circuits and components are modeled by networks consisting of
the necessary network elements. Figure 3.1 summarizes all the existing electronic
elements and indicates the corresponding relationships between the currents and
voltages.
In the section above we have explicitly distinguished between components and
elements. Network elements are models for particular properties of physical
components. A capacitor, for instance, has capacitance C, but also dielectric losses
modeled on the basis of a parallel resistance R. Similarly, an inductor not only has
self-inductance L, but also resistance (i.e. wire resistance) and capacitance (between
the wires). The properties of transistors can be described simply on the basis of current
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sources or voltage sources. A proper characterization would, however, require a more
extended model including resistances and capacitances.

Figure 3.1. All electric network elements.

When modeling an electronic system composed of several components the
corresponding network elements are connected to each other to form a complete
network model of the system. A network contains nodes, branches and loops (Figure
3.2). A branch contains the network element, a node is the end of a branch and a loop
is a closed path following arbitrary branches.

Figure 3.2. Nodes (ki), loops (mi) and branches (ti) in a network.

Within networks it is Kirchhoff's rules that apply:
∑  the rule for currents: the sum of all currents flowing towards a node is zero:

ik
k

=Â 0
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∑ the rule for voltages: the sum of all voltages along a loop is zero: vm
m

=Â 0

All the voltages and currents in a network can be calculated using the voltage-current
relations of the individual network elements and Kirchhoff's rules.

Example 3.1
The node voltage vk in the network given in Figure 3.3 can be presented as a function
of the voltages v1, v2 and v3 at the end points of the elements R, L and C (all voltages
relate to a common reference voltage). We can thus define the three currents: i1, i2 and
i3 (all of which are positive in the direction of the arrows). According to Kirchhoff's
rule for currents i1 + i2 + i3 = 0. Furthermore, we can apply the voltage-current
relations of the three elements:
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If the three currents are eliminated from these four equations this will result in:
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The current direction can be randomly chosen. If, for instance, i2 in Figure 3.3 were
selected as positive in the opposite direction, the result would remain the same: the
two equations with i2 change into i1 - i2 + i3 = 0 and i2 = C.d(vk - v2)/dt.

Figure 3.3. An example of the application of Kirchhoff's rule for currents.

In a network the relationships between voltages and currents are apparently expressed
as differential equations. Differential equations have the following properties:
∑  they are linear: the highest power of the signal quantities and their time

derivatives is 1. This is a result of the linear voltage-current network element
relations. Linearity involves using superposition to facilitate calculations. In a
network with several sources a current or voltage is found by separately
calculating the contribution derived from each such source.

∑  they have constant coefficients which do not change over the course of time
because it is assumed that the parameters of the network elements are constant
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(like the resistance value). Linearity and coefficient constancy lead to the
preservation of frequency: sinusoidal signals retain their shape and frequency.

∑  they are ordinary differential equations (not partial ones), time is the only
independent variable.

These properties facilitate the solving of the differential equations by means of special
calculation methods. Two of these methods are described in this book (see Chapter 4):
they are based on complex variables and on the Laplace transform.
What determines the order of the system is the order of the differential equation. The
differential equation given in the preceding example is a second order equation and so
the network models a second order system.
The user of an electronic system is probably not interested in knowing all the system’s
voltages and currents. Only the signals on the terminals (the accessible points) will be
of interest, for example the voltage between the output terminals of a transducer, or
the input and output currents of a current amplifier. We think of the system as a closed
box with a number of terminals. Its model (an electric network) should thus be
conceived as a box as well: the only important nodes are those through which
information exchange with the system's environment takes place. Depending on the
number of external nodes, such a model will be called a two-terminal, three-terminal
et cetera network (Figure 3.4). The terminals can be grouped in twos with each pair
forming a port. A two-terminal network is therefore alternatively known as a one-port
network and a four-terminal network as a two-port network, et cetera. Many electronic
instruments and circuits have two ports with a common terminal that is usually
grounded (zero potential) (Figure 3.5). The port to which the signal source is
connected is the input port (or, in short: the input). The port from which the signal is
taken is called the output port (or simply: the output). The corresponding voltages and
currents constitute the input and output voltages (vi and vo) and the input and output
currents (ii and io) respectively. If we look at Figure 3.5 the following input and output
relations can be distinguished: the voltage transfer (or voltage gain) vo/vi, current
transfer -io/ii, the voltage-to-current transfer io/vi, the current-to-voltage transfer (or
transconductance) vo/ii and the power transfer po/pi = -voio/viii.

Figure 3.4. (a) a two-terminal network or one-port; (b) a three-terminal network;
(c) a four-terminal network or two-port.

A network with n terminals can be fully characterized by a set of equations linking
together all the external currents and voltages. Such an n-terminal network may be
built up in many different ways but still characterized by the same set of equations.
This property is used to break down electric networks into easily calculable structures.
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Figure 3.5. A three-terminal network connected as a two-port.

Example 3.2
Consider the network of parallel resistances in Figure 3.6a. For each branch k, v =
ikRk. According to Kirchoff's rule: i = i1 + i2 + i3 + ... + in. Hence:

i

v v
i

R
k

kkk

= = ÂÂ1 1

Figure 3.6. (a) network consisting of parallel resistances; (b) network composed
of parallel capacitances.

A network consisting of parallel resistances is thus equivalent to single resistance in
which the reciprocal value is 1 1R Rp k

k

= Â . This value is always less than the

smallest resistance.
In the case of the network given in Figure 3.6b the equations i = i1 + i2 + i3 + ... + in

and ik = Ck.dv/dt apply, so

i C
dv

dt
k

k

= Â

The network with parallel capacitances is equivalent to a single value C Cp k
k

= Â ,

a value that is always larger than the largest capacitance.

Example 3.3
Figure 3.7 displays two versions of a three-terminal network, both consisting of three
resistances. The networks are equivalent for particular values of the resistances. To
find the necessary conditions we must first calculate the resistance that can be
measured between terminals 1 and 2 while leaving terminal three free (floating).
When done for both networks the results must be equal, so:

R R
R R R

R R R1 2
12 13 23

12 13 23

+ =
+

+ +
( )
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Figure 3.7. A triangular network can be converted into a star-shaped network and
vice versa.

Similarly, two other relationships can be found for the resistances between terminals
2 and 3 and terminals 1 and 3. The conditions for equivalence can then be established
on the basis of these three equations. The result will be:

R
R R

R R Ri
ij ik

ij ik jk

=
+ +

     i, j, k = 1, 2, 3, cyclic.

The formula for the inverse network transformation is:

R
R R R R R R

R
ij

i j i k j k

k

=
+ +

     i, j, k = 1, 2, 3, cyclic.

Example 3.4
Figure 3.8 shows a network with an input port and an output port.
To find the output voltage as a function of the input voltage, we assume that current i
is flowing through the loop. The elimination of i from the equations vi = iR1 + iR2 and
vo = iR2 would result in:

v v
R

R Ro i=
+

2

1 2

It would appear that the output voltage is a fraction of the input voltage. This network
is known as a voltage divider.

Figure 3.8. A voltage divider network.

3.2  Generalized network elements

In the first part of this chapter we revealed that the relations between electrical
quantities in a network are expressed as differential equations. This is also true of
many other physical systems. If we look at the system equations in various other
disciplines, remarkable similarities can be seen. One might, for example, compare
Ohm’s law, v = R◊i, with the equation used to relate the heat current q through a
thermal conductor to see the resulting temperature difference DT in that conductor:
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DT = Rth◊q, or one might take the equation that relates the force F on a mechanical
damper to the speed v of the damper: v  = (1/b)F. Similarly, analog forms of the
equations i = C(dv/dt) and v = L(di/dt) can be found by describing the properties of
mechanical, hydraulic, pneumatic and thermodynamic systems.
The quantities that describe technical systems appear to belong to one of two classes:
through-variables and across variables. To explain this classification, we first need to
introduce the term “lumped element”. A lumped element symbolizes a particular
property of a physical component. It is imagined that in that element that property is
concentrated between its two end points or nodes. Energy or information can only be
exchanged through these terminals.
A through-variable is a physical quantity which is the same for both terminals in the
lumped element. An across-variable describes the difference with respect to equal
physical quantities at the terminals. In an electronic system, the current is a through-
variable, while the voltage (or potential difference) is an across-variable. Just to
simplify this concept we shall call a through-variable an I-variable and an across-
variable a V-variable.
To indicate that a V-variable always relates to two points (nodes), we will give the
subscripts a and b, hence Vab.
A lumped element is described as a relation between one I-variable and one V-
variable. There are three basic relations:

I C
dV

dt
ab=  (3.1)(3.1a)

V L
dI

dtab = (3.1b)

V RIab = (3.1c)

In these equations, the parameters C, L and R stand for generalized capacitance, self-
inductance and resistance. We will discuss each of these generalized network
parameters separately.

∑ Generalized capacitance
The relationship between the I-variable and the V-variable for generalized capacitance
is given in (3.1a). In the electrical domain, the relationship between the current and the
voltage of a capacitance is described using the equation:

i C
dv

dt
ab= (3.2)

In the thermal domain the q heat flows towards a body and its temperature is given as:

q C
dT

dtth
ab= (3.3)
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Often, the reference temperature is 0 K, so q = Cth(dT/dt). Cth is the heat capacitance of
the body and it indicates the rate of temperature change at a particular heat flow speed.
Newton's law of inertia, F = m◊a, can be rewritten as:

F C
dv

dtmech
ab= (3.4)

Apparently, mass can be thought of as a “mechanical capacitance”.

∑ Generalized self-inductance
The ideal, generalized self-inductance is described in equation (3.1b). In the electric
domain:

v L
di

dtab = (3.5)

A mechanical spring is described in an analog way:

v
k

dF

dtab =
1

(3.6)

with F being the force on the spring, vab the difference in speed between the two end
points, and k the stiffness. Likewise, the equation for a torsion spring is:

Wab K

dT

dt
=

1
(3.7)

Here Wab is the angular velocity, T  the moment of torsion and K  the stiffness of
rotation.
The thermal domain lacks an element that behaves analogously to self-inductance.

∑ Generalized resistance
The relationship between the I and V-variables of a generalized resistance is given in
3.1c. In the electrical domain this is equivalent to Ohm's law:

v Riab = (3.8)

A mechanical damper is described analogously:

v
b

Fab =
1

(3.9)

as mentioned before. The thermal resistance Rth is defined as the ratio between
temperature difference and heat flow. The hydraulic resistance is described as the ratio
between pressure difference and mass flow, et cetera.
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There are even more similarities within the various groups of network elements. These
are connected with the stored energy and the dissipated energy. In a generalized
capacitance, the V-variable is responsible for the energy storage:

E Pdt VIdt CVab= = =ÚÚ 1
2

2 (3.10)

Replacing C with, for instance, mass m of a moving body will result in the equation E
= 1

2 mv2, the kinetic energy. There is, however, one exception: thermal capacitance. In
the thermal domain, the I-variable is a power quantity: q (W, J/s). The thermal energy
is:

qdt C T
t

t

th

1

2

Ú = (3.11)

In generalized self-inductance the I-variable accounts for the energy storage:

E Pdt VIdt LI= = =ÚÚ 1
2

2 (3.12)

It then immediately follows that the energy stored in a torsion spring is: 1
2 (1/K)T2.

The energy stored in pure C and L-elements can be totally retrieved. This is not the
case with R-elements which convert the electrical energy into thermal energy (heat).
That is why they are called dissipating elements. The energy uptake amounts to:

P V I
V

R
I R= ◊ = =

2
2

The energy uptake of other R-elements follows in the same way. Again, thermal
resistance is an exception: the energy uptake is the I-variable q itself: P = q = T/Rth.
Any network that models a physical system in a particular domain can be transformed
into a network for another domain, using the already presented analogies. The
equations are the same so the calculation methods (to be discussed in ensuing
chapters) will be applicable not only to electrical signals but also to other domains.

Example 3.5
The mercury reservoir of a thermometer has a (concentrated) heat capacitance Ck; the
heat resistance of the glass wall is Rg. Furthermore, the temperature of the
measurement object is Ta (relative to 0 K) and the temperature of the mercury is Tk.
The (electric) model of this thermometer measuring the temperature of a gas, is
depicted in Figure 3.9a.
The model can be extended to account for the heat capacity of the glass reservoir and
the heat transfer coefficient between the glass and the measurement object (the
surrounding gas): k (W/m2K), see Figure 3.9b. The thermal resistance between the
glass and the gas equals k·A, A being the contact area between the glass and the gas.
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Figure 3.9. (a) A simplified electric analog model of a mercury-in-glass
thermometer; (b) the model of the same thermometer, extended with the

thermal capacity of the glass.

SUMMARY

Electric networks

∑  The most important network elements are: resistance, capacitance, self-
inductance, current source and voltage source. The respective voltage-to-current
relations for resistance, capacitance and self-inductance are v = Ri, i = Cdv/dt and
v = Ldi/dt.

∑ An electric network contains nodes, branches and loops. According to Kirchoff's
rules, the sum of all currents leading to a node is zero, and the sum of all voltages
around a loop is also zero.

∑  In an electric network currents and voltages are linked through ordinary, linear
differential equations. The order of the system will correspond to the order of the
differential equation.

∑ A number of resistances connected in series is equivalent to a single resistance,
the value of which is the sum of the individual resistance values. This summing
rule also applies to self-inductances in series and to capacitances in parallel, as
well as to voltage sources in series and current sources in parallel.

∑ A number of resistances connected in parallel is equivalent to a single resistance,
the reciprocal value of which is the sum of the reciprocal values of the individual
resistances. This reciprocal summing rule also applies to self-inductances in
parallel and to capacitances in series.

Generalized network elements

∑ Variables are divided into through-variables or I-variables and across-variables or
V-variables.

∑  A lumped element is a model of a physical property which is thought to be
concentrated between two terminals.

∑ A lumped element is characterized by a connection between an I-variable and a V-
variable. There are three basic equations, corresponding to the three basic
generalized elements of capacitance, self-inductance and resistance:

I C
dV

dt
= ; V L

dI

dt
= ; V RI= .
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∑ The energy stored in generalized capacitance is 1
2 CV2 and in  generalized self-

inductance it is 1
2 LI2. The energy dissipated in a resistive or dissipative element

is VI.
∑ There is no thermal self-inductance.

EXERCISES

Electric networks

3.1 Replace each of the a-f two-terminal networks given below with a single
element and calculate their equivalent values.

3.2 The resistance of one edge of a cube made up of 12 wires (forming the edges) is
just 1 W. Calculate the resistance between the two end points of the cube's
diagonal.

3.3 Calculate the a-c network transfer given below.

3.4 Calculate the network transfer shown below using the transformation formulas
for triangular and star-shaped networks.
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3.5 Work out the differential equations that describe the voltage transfer of the a-f
networks depicted below.

3.6 An ideal capacitor with capacitance C is charged from a constant current of 1
mA, starting from 0 volt. After 100 s the voltage is 20 V. Find the capacitance C.

Generalized network elements

3.7 Which of the following elements or system properties can be described
according to generalized capacitance, self-inductance and resistance:

thermal capacitance, mass, mechanical damping, moment of inertia, stiffness, thermal
resistance?

3.8 In addition to V  and I-variables there are also time-integrated variables, for
instance x = Úvdt. Assign one of them: V-variable, I-variable, integrated V-
variable and integrated I-variable to each of the quantities below:

force, angular velocity, electric charge, heat flow, angular displacement, mass flow,
heat, temperature.

3.9 Work out the electric analog model for the mass-spring system given in the
figure below. What is the connection between F and x?

3.10 Deduce what is the mechanical analog of the following electrical network.
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4 Mathematical tools

In order to compute the voltages and currents of an electric network one first has to
solve a set of differential equations, an activity which – even with relatively simple
networks – can be rather time-consuming. In this chapter two ways of facilitating the
computations will be discussed. In the first part, we shall introduce the complex
variables which can be used as a mathematical tool to calculate currents and voltages
in a network without having to determine and solve the differential equations. The
method is simple, but only valid for sinusoidal signals. In the second part, the Laplace
transform, which can be used as a mathematical tool when computing arbitrary
signals, will be introduced.

4.1 Complex variables

4.1.1 The properties of complex variables

This chapter commences with a brief overview of the main properties of complex
variables. A complex variable is defined as the sum of a real variable and an
imaginary variable. The latter is the product of a real variable and the imaginary unit
I = ÷-1. To avoid confusion with the symbol i which stands for electric current,
electrical engineers quickly adopted the symbol j instead: j = ÷-1. A complex variable
is given as z = a + jb, in which a and b are real. The variables a and b are termed the
real and imaginary components of the complex variable z. They are alternatively
denoted as Re z and Im z, respectively. A complex variable can therefore be presented
as z = Re z + j Im z.
Real variables are presented as points on a straight line. Complex variables are
presented as points in a complex plane, their coordinates being positioned on the real
and imaginary axes (Figure 4.1).
This same figure provides another representation of z, using a length and an angle as
the two coordinates (polar coordinates). The distance between z and the origin (0,0) is
the modulus or absolute value of z which is denoted as |z|. The angle between the
“vector” and the positive real axis is the argument z, denoted as arg z, or simply given
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as a symbol for an angle, such as j . The relationship between these two
representations emanates directly from Figure 4.1:

z z z= ( ) + ( )Re Im2 2 (4.1)

j = =arg arctan
Im
Re

z
z

z

Figure 4.1. A complex variable is represented as a point in the complex plane.

Using the equations Re cosz z= j and Im sinz z= j , the complex variable can also be
given as:

z z j= +( )cos sinj j (4.2)

A third way to represent a complex variable is as

z z e j= j (4.3)

From the definitions of complex variables the following rules for the product and the
ratio of two complex variables can be derived:

z z z z
z

z

z

z

z z z z
z

z
z z

1 2 1 2
1

2

1

2

1 2 1 2
1

2
1 2

= =

= + = -

; ;

arg arg arg ; arg arg arg

(4.4)

Furthermore, in the case of complex variables it is the common rules for integration
and differentiation that hold. These rules will be frequently referred to in the coming
chapters.
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4.1.2  The complex notation of signals and transfer functions

What really characterizes a sinusoidal signal is its amplitude, frequency and phase.
When such a sine wave signal passes through an electronic network its amplitude and
phase may change but its frequency will remain unchanged.
There are marked similarities between the amplitude x̂  and phase j of sinusoidal
signals x(t) = x̂cos(wt + j) and the modulus and argument of complex variables. The
complex variable X = |X|ej(wt + j) is represented in the complex plane as a rotating vector
with length |X| and angular speed w (compare Figure 4.1). For t = ± nT the argument
of X equals j. Thus the modulus |X| is equivalent to the amplitude x̂  and the argument
argX is equivalent to the phase j. In addition, the real part of X is just equal to the time
function x(t).
To distinguish between complex variables and real or time variables, the former are
written in capitals (X, V, I), while the time variables are given in lower-case letters (x,
v, i).
In Chapter 3 we defined several transfer functions as the ratio between output quantity
and input quantity. Complex transfer functions can be similarly defined. For example,
the complex voltage transfer function of a two-port network is denoted as Av = Vo/Vi.
The amplitude transfer follows directly from |Av| and the argument of Av represents the
phase difference between the input and output: |Av| = |Vo|/|Vi| = ˆ / ˆv vo i  and arg Av = arg
Vo - arg Vi = (wt + jo) - (wt + ji) = jo - ji.

4.1.3 Impedances

The ratio of complex voltages and complex currents is generally a complex quantity.
The ratio V/I is called impedance Z. The inverse ratio is the admittance: Y = 1/Z = I/V.
Impedance can be viewed as complex resistance and admittance as complex
conductance. We will now deduce the impedance of a capacitance and a self-
inductance.
The voltage-current relationship for a self-inductance is v = Ldi/dt. A sinusoidal
current can be represented as a complex current I = |I|ej(wt + j). The complex voltage of
the self-inductance is:
V = LdI/dt = L|I|jwej(wt + j) = jwLI. This is the complex relation between the voltage and
the self-inductance current. The impedance of the self-inductance becomes: Z = V/I =
jwL.
The impedance of capacitance is found in a similar way. In the time domain, the
current through the capacitance is i = Cdv/dt, so in complex notation: I = CdV/dt =
jwCV. Hence, the impedance of capacitance is Z = V/I = 1/jwC.
From what has been stated above it follows that the impedances of self-inductance and
capacitance have imaginary values. The impedance of a resistor is real. The
impedance of a composition of network elements is, in general, a complex quantity.
The same rules as those applied to series and parallel combinations, and to networks
that only have resistances can be used to compute these impedances.

Example 4.1
The ratio of V and I in the network of Figure 4.2 is equal to:
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Figure 4.2. An example of a complex impedance.

The modulus of Z represents the ratio of the voltage amplitude and current amplitude:
|Z| = |V|/|I| = ˆ / ˆv i . The argument equals the phase difference between the sine-shaped
voltage and the current.
The modulus of the impedance of self-inductance is |Z| = wL, which means that it is
directly proportional to the frequency. The argument amounts to p/2. As arg V = arg I
+ arg Z = arg I + p/2, the current through self-inductance lags the voltage across it by
p/2 radians.
The modulus of the impedance of a capacitance is |Z| = 1/wC and so it is inversely
proportional to the frequency. The argument is - p/2, so the current through the
capacitance leads the voltage across it by p/2 radians. In composite networks, the
phase difference is generally a function of frequency.

Example 4.2
The modulus |Z| of the network given in Figure 4.2 is:

Z
Z Z

Z Z

R j C R

R j C R
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R C

R R C
=
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=
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2
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1

w
w

w
w

For wÆ0, |Z| approaches R2. This can also be instantly concluded from Figure 4.2,
since at  DC the capacitance behaves like an infinitely large resistance. In the case
wÆ•, the capacitance behaves like a short circuit for the signals, thus:

Z R
R C

R R C
R

R C

R R C

R R
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which is nothing other than the two parallel resistances R1 and R2. The phase
difference between the current through the network and the voltage across it emerges
from:

arg arctan arctanZ R C R R C= - +( )w w1 1 2

Using complex expressions for the impedances of a self-inductance and a capacitance
the transfer of two-port networks can be quite quickly achieved. The amplitude
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transfer and the phase difference can be immediately derived from the complex
transfer.

Example 4.3
The complex transfer of the network given in Figure 4.3 is directly established from
the formula for the voltage divider network
(see Exercise 3.3):

H
V

V

R

R R j C

j R C

j R R C
o

i

= =
+ +

=
+ +( )

2

2 1

2

1 21 1w
w

w

The modulus and the argument are:

H
v

v

R C

R R C

o

i

= =
+ +( )

ˆ

ˆ

w

w

2

2
1 2

2 21

arg arctanH R R C= - +( )p
w

2 1 2

Figure 4.3. An example of a complex voltage transfer.

Both the amplitude transfer and the phase transfer are functions of frequency. In
Chapter 6 we will introduce a simple method for plotting |H| and arg H  versus
frequency in order to gain quick insight into the frequency dependence of the transfer.

4.2 Laplace variables

The Laplace transform is a well-known way of solving linear differential equations.
Using the Laplace transform, a linear differential equation of order n is converted into
an algebraic equation of order n. As electronic networks are characterized by linear
differential equations, the Laplace transform may be a useful tool when it comes to
describing the properties of such networks. The method is not restricted to sinusoidal
signals, as is the case with complex variables. Laplace variables are valid for arbitrary
signal shapes.
The Laplace transform can be seen as an extension of the Fourier transform (2.2.2).
The conditions required for a Laplace transform are somewhat easier to fulfill (see
Equation (2.7)). This aspect will be briefly discussed in Section 4.2.4.

4.2.1 The Laplace transform

The definition for the single-sided Laplace x(t) function transform is:
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X p L x t x t e dtpt( ) = ( ){ } = ( ) -
•

Ú
0

(4.5)

By means of this transformation a function x(t) can be changed into a function X(p) in
the Laplace domain. The Laplace operator p is sometimes also represented by the
letter s. In the double-sided Laplace transform the integration range goes from -• to
+•. Table 4.1 gives some of the time functions together with the corresponding
Laplace functions. The time functions are presumed to be zero for t < 0.

Table 4.1. Some time functions with their corresponding Laplace transforms.

x(t) X(p) x(t) X(p)

1
1
p t cos wt

p

p

2 2

2 2 2

-

+

w

w( )

tn  (n ≥ 0)
n

pn

!
+1

t sin wt
2

2 2 2

p

p

w

w( )+

eat
1

p a-
e–at cos wt

p a

p a

+

+ +( )2 2w

cos wt
p

p2 2+ w
e–at sin wt

w

w( )p a+ +2 2

sin wt
w

wp2 2+
d(t) 1

When it comes to the transformation of other functions the following rules can be
used. Let L{x(t)} = X(p), then:

L ax t aX p( ){ } = ( ) (4.6)

L x t x t X p X p1 2 1 2( ) + ( ){ } = ( ) + ( ) (4.7)

L e x t X p aat- ( ){ } = +( ) (4.8)

L x t e X pp-( ){ } = ( )-t t (4.9)

L
dx t

dt
pX p x

( )Ï
Ì
Ó

¸
˝
˛

= ( ) - ( )0 (4.10)

L x t dt
p

X p( ){ } = ( )Ú 1
(4.11)

L x t x t X p X p1 2 1 2( ) * ( ){ } = ( ) ( ) (4.12)

Successive repetition of the differentiation rule (4.5) results in:
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L
d x t

dt
p X p px x

2

2
2 0 0
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Ì
Ô
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¸
˝
Ô
Ǫ̂

= ( ) - ( ) - ¢( ) (4.13)

with x'(0) the first derivative of x(t) for t = 0.
In the next section we will see how the Laplace transform is used to solve network
equations.

4.2.2 Solving differential equations with the Laplace transform

Chapter 3 showed that the relations between currents and voltages in an electric
network are based on linear differential equations. To explain how the Laplace
transform is used to solve such equations we shall now consider the network given in
Figure 4.4a.

Figure 4.4. (a) An RC-network with (b) a step input voltage.

The relation between the output voltage vo and the input voltage vi is given as:

v RC
dv

dt
vo

o
i+ = (4.14)

To solve this equation, we convert the time functions v(t) into Laplace functions V(p).
By using the rules given above and rearranging terms we can find that:

V p pRCV p RCv V po o o i( ) + ( ) - ( ) = ( )0 (4.15)

This is a linear algebraic equation from which Vo(p) can easily be solved:

V p
V p RCv

pRCo
i o( ) = ( ) + ( )

+
0

1
(4.16)

If vi(t) is a known time function with an existing Laplace transform, Vo(p) can be
solved and by inverse transformation the output voltage vo(t) can finally be found.
This procedure is illustrated using the input voltage shown in Figure 4.4b, a step
function with height E. The output voltage is called the network step response.
The Laplace transform of the input appears to be E/p (see Table 4.1). Suppose all
voltages are zero for t < 0, then:
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V p E
p pRCo ( ) =

+( )
1

1
(4.17)

If we are to find the inverse transform of this function it must be split up into the terms
listed in Table 4.1. This can be achieved by dividing the right-hand side of the last
equation into terms with the respective denominators p and 1 + pRC. This results in:

V p E
p p RCo ( ) = -

+
Ê
ËÁ

ˆ
¯̃

1 1
1

(4.18)

from which the output time function is found:

v t E e to
t RC( ) = -( ) >-1 0 (4.19)

Figure 4.5 shows this time function. It appears that the tangent at the point t = 0
intersects the horizontal line vo = E (the end value or steady-state value) for t = t = RC.
With this property we can easily deduce the step response, provided that the value of
RC is known. The product RC is called the time constant of the network, a term
applicable to each first order system.

Figure 4.5. (a) Step response of the network from Figure 4.4a; (b) the step
response of the same network, now with initial conditions and time delay.

If the capacitor was charged at t = 0, then Vo(p) contains an additional term vo(0)/(p +
1/RC) which is why the expression for the output voltage given above must be
extended with the term vo(t)e

-t/RC.
If the input step starts at t = t1 > 0 instead of at t = 0 the output voltage will be shifted
over a time period of t1 as well: in the expression for vo(t), t must be replaced by t - t1.
These two extra conditions, the initial charge and the time delay, are shown in Figure
4.5b. Notice that the tangent (now through the point t = t1) still intersects the end value
at time period t after the input step.

4.2.3  Transfer functions and impedances in the p-domain

Generally the relationship between two signal quantities in a network is described
using an n-th order differential equation:
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If one applies the Laplace transform and supposes that the initial conditions are zero
this changes into:
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The ratio between X and Y then becomes:
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Equation (4.22) describes either a transfer function H(p) or an impedance Z(p),
depending on the dimensions of X and Y. The Fourier transform H(w) in Section 4.1
provides a description of the system in the frequency domain (for sinusoidal signals).
Likewise, the transfer function H(p) describes the properties of the system in the p-
domain for arbitrary signals. This parallel with the Fourier transform also holds for
impedances. In the p-domain, the impedance of a capacitance is 1/pC while that of a
self-inductance is pL. The Fourier transform may be seen as a special case of the
Laplace transform, namely p = jw, which means that only sinusoidal functions are
considered.

Example 4.4
The transfer of the network depicted in Figure 4.4a can be written directly (without
working out the differential equation) as:

H p
V p

V p
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The impedance of a resistor, a capacitance and a self-inductance, all in series,
amounts – in the p-domain – to R + 1/pC + pL. The impedance of a network
composed of a self-inductance that is in parallel to a capacitance is

1

1 1 2

pC pL

pC pL

pL

p LC

( )
+

=
+

.

In Equation (4.22) the values of p for which the numerator is zero are called the zeroes
of the system. The values of p for which the denominator is zero are termed the poles
of the system. The transfer function of the network in Figure 4.4 has only one pole, p
= -1/RC. The impedance of the network which consists of a parallel capacitance and
self-inductance (see Example 4.4) has one zero for p = 0 and two imaginary poles p =
±j/÷LC.
The dynamic behavior of the system is fully characterized by its poles and zeroes. In
some technical disciplines, in particular control theory, the description of systems is
based on poles and zeroes.
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4.2.4 The relation to the Fourier integral

The Fourier series involves expanding a periodic signal into discrete, sinusoidal
components. The resultant Fourier integral may be viewed as an expansion into a
continuous package of sinusoidal components. The Laplace operator p is a complex
variable, p = a + jw. The transform can therefore also be written as:

L x t x t e e dtt j t( ){ } = ( )
•

- -Ú
0

a w

This shows that the Laplace transform is equivalent to the Fourier transform (2.6),
except that it is not the function x(t) but rather the function x(t)e-at that is transformed.
A proper choice of a  allows functions that do not converge for tÆ • to be
transformed, assuming that the function x(t)e-at satisfies the condition (2.7). In this
respect, the Laplace transform can be interpreted as an expansion into a continuous
package of signals of the type e-atsinwt, which are, in fact, exponentially decaying sine
waves.

SUMMARY

Complex variables

∑ A complex variable z can be written as z = Re z + j Im z = |z|(cosj + jsinj) = |z|ejj,

with |z| the modulus and j the argument of z.

∑  The modulus of z  is z z z= ( ) + ( )Re Im2 2 , the argument of z is
arg arctanIm Rez z z= .

∑  The complex notation for a sinusoidal voltage or current x̂cos(w t  + j ) is

X = |X|ej(wt + j).

∑ The impedance Z of a two-terminal element is defined as the ratio between the
complex voltage V and the complex current I. The impedance of a capacitance is
1/jwC, that of a self-inductance jwL.

∑ The complex transfer H of a two-port network represents the ratio between the
complex output signal and the complex input signal. The modulus |H| represents
the amplitude transfer while the argument arg H represents the phase transfer.

∑ Complex notation is only valid for sinusoidal signals.

Laplace variables

∑ The Laplace transform is defined as X p L x t x t e dtpt( ) = ( ){ } = ( ) -
•

Ú
0

.

∑  The Laplace transform of the derivative of a function x(t ) is
L dx t dt pX p x( ){ } = ( ) - ( )0 . From this property it follows that a linear differential

equation can be converted into a linear algebraic equation using the Laplace
operator p as the variable.
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∑ The Laplace transform makes it possible to compute the properties of an electric
network for arbitrary signals. The relevant complex notation is only applicable to
sine waves.

∑  Transfer functions and impedances can be described within the p or  Laplace
domain. The impedance of a capacitance C and a self-inductance L is 1/pC and
pL, respectively. The rules for the composition of networks in the w-domain also

apply to the p-domain.
∑ The zeroes of a system described using a Laplace polynome T(p)/N(p) are those

values of p for which T(p) = 0; the poles of this system are those values of p for
which N(p) = 0.

∑  The Fourier integral can be described as the expansion of a function into a
continuous series of sinusoidal components. Likewise, the Laplace integral can be
seen as the expansion of a function into a continuous series of exponentially
decaying sinusoids.

EXERCISES

Complex variables

4.1 Find the impedance of each of networks a-f given below.

Calculate the impedance of network d for w = 1/÷LC and R = 0.
Calculate the impedance of network e for w = 1/÷LC and R = •.
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4.2 Find the complex transfer functions of networks a-f depicted below.

4.3 Find the complex transfer function of the network given below. Under which
condition with respect to R1, R2, C1 and C2 is the transfer independent of the
frequency?

4.4 Find the transfer function of the bridge network given below. Under which
condition is Vo = 0, irrespective of Vi?

Laplace variables

4.5 Give the impedances in the p-domain of all the networks present in Exercise 4.1.
All currents and voltages are zero for t < 0.

4.6 Transform the complex transfer functions of Exercise 4.2 into the p-domain.
Find the zeroes and poles of these functions.

4.7 Using the Laplace transform calculate the output signal of the network given in
Exercise 4.2d for each of the following situations:
a. vi = 0 for t < 0, vi = E for t ≥ 0, C uncharged at t = 0,
b. vi = 0 for t < 0, vi = E for 0    <    t < t1, vi = 0 for t > t1, C uncharged at t = 0.
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Make a plot of the output voltage versus time for both situations.
4.8 In the network shown below, the input voltage vi(t) is a sine wave. At t = 0 the

input is connected to the ground. At that moment, the voltage across capacitance
C is just zero while the current through it is io.

Calculate the output voltage vo(t) for three values of R:
a. R = 400 W;
b. R = 120 W;
c. R = 200 W.
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5 Models

Any model of an electronic measuring system should include properties that are of
specific interest to the user. A more elaborate model is unnecessary and might even
prove confusing, while a more restricted model would not provide sufficient
information on system behavior and might even precipitate an incorrect interpretation
of the measurement results.
The electronic properties of any measurement system can be modeled using a limited
number of network elements (sources, impedances). The first part of this chapter will
deal with the ways of obtaining such models and how to use them. The second part of
the chapter will go on to illustrate how noise and interference signals are modeled.

5.1 System models

An electronic circuit is modeled according to a network of electronic elements. The
model of a system with n external connections has (at least) n external terminals. In
this chapter we will consider networks with only two, three or four terminals that are
arranged either in one or two signal ports. What we shall particularly look at is the
influence that this has on signal transfer when one system is being connected to
another.

5.1.1 Two-terminal networks

In Chapters 3 and 4 we discussed two-terminal systems with passive elements. Such
networks are equivalent if their impedances (as measured between the two terminals)
are the same.
Such equivalence also exists for systems containing active elements, like voltage
sources and current sources. Two (or more) active two-terminal networks are
equivalent if the short-circuit current Ik and the open voltage Vo are equal (Figure 5.1).
The ratio between the open voltage and the short-circuit current is the internal
impedance or source impedance of the network: Zg = Vo/Ik.
According to the theorem of Thévenin any active, linear two-terminal system can be
fully characterized as having one voltage source Vo and one impedance, Zg, connected
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in series (Figure 5.2a). An equivalent model consists of one current source Ik and one
impedance Zg (Figure 5.2b). This is known as Norton'sheorem.

Figure 5.1. The determination of the open voltage and the short-circuit current of
an active two-terminal network.

The equivalence between both models can easily be verified. With open terminals, the
current through Zg as depicted in Figure 5.2a is zero which means that the voltage
across the terminals is just Vo. In Figure 5.2b all the current flows through Zg when the
terminals are open, so the output voltage equals Ik◊Zg = Vo, which is the Thévenin
voltage. Similarly, it can be shown that in both cases a current, Ik, flows through an
external short-circuit.

Figure 5.2. (a) Thévenin's equivalent of a two-terminal system;
(b) Norton's equivalent.

Both models are completely equivalent but one may be preferred to the other
depending on the properties of the system that needs to be modeled. Systems with a
low source impedance value are preferably modeled according to the voltage source
model while systems that behave more like a current source (with a high value of Zg)
are better if modeled according to the current source model. In such cases, the source
impedance characterizes the deviation from an ideal voltage source (Zg = 0) or, as the
case might be, the current source (Zg = •).
There are other possible reasons for making particular choices. For instance, a
transducer with an output voltage that is proportional to the measurement quantity
should preferably be modeled using a voltage source. A transducer that reflects the
measurement quantity as a current is modeled using a current source model.

5.1.2 Two-port networks

Networks with three or four terminals generally have one port that is assigned to being
the input port while the other becomes the output port (see also 3.1). In accordance
with these functions we may define the input quantities Vi and Ii and the output
quantities Vo and Io. The polarity of these quantities is as is indicated in Figure 5.3.
The ratio between input voltage and input current is called the system’s input
impedance Zi = Vi/Ii. The output impedance is the ratio between the output voltage and
the output current: Zo = Vo/Io.
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Figure 5.3. A two-port network with in- and output quantities.

There are many ways of modeling a two-port network. One obvious way is by
expressing the output quantities in terms of the input quantities because generally the
output is affected by the input. If the network contains no independent internal sources
the system can be described in terms of the following two equations:

V AV BI

I CV DI
o i i

o i i

= +
= +

(5.1)

where A, B, C and D are system parameters.
Although this is a rather logical way of describing a system there are other ways, for
instance expressing both voltages in terms of currents, or both currents in terms of
voltages.

V A I B I

V C I D I
i i o

o i o

= ¢ + ¢
= ¢ + ¢

(5.2)

or

I A V B V

I C V D V
i i o

o i o

= ¢¢ + ¢¢
= ¢¢ + ¢¢

(5.3)

The advantage of these latter relationships is that they can be directly transferred to an
equivalent model (Figure 5.4). The system shown in Figure 5.3 is described according
to two voltage sources, one at the input point and one at the output juncture (Figure
5.4a). In Figure 5.4a the system equations are:

V Z I Z I

V Z I Z I
i i o

o i o

= +
= +

11 12

21 22
(5.4)

The coefficients Z11, Z12, Z21 and Z22 have a clear physical meaning (impedances) and
can be directly determined on the basis of measurements. The two voltage sources in
the network model are dependent sources; their value depends on other variables in
the system.
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Figure 5.4. Various models for a two-port system: (a) with two voltage sources;
(b) with two current sources.

In Figure 5.4b, both ports are modeled on a current source. The system equations are:

I Y V Y V

I Y V Y V
i i o

o i o

= -
= - +

11 12

21 22
(5.5)

The Y system parameters can be converted into the Z parameters of the model in
Figure 5.4a. Another possible model option is to have one voltage source and one
current source.
It should be noted that, in general, the input impedance defined above is not equal to
impedance Z11, nor is output impedance Zo equal to impedance Z22 in the model. Both
Zi and Zo depend on the impedances that may be connected to the output or input port.
It follows from the system equations or from the system models that input impedance
Zi in Figure 5.4a is only equal to Z11 if the output current Io = 0 (open output) and that
Zo = Z22 only if the input current Ii = 0 (open input).

Example 5.1
The system with the model depicted in Figure 5.5 is loaded with  impedance ZL at the
output. Its input impedance, Zi, is defined as Vi/Ii:

Z
V

I

I Z I Z

Ii
i

i

i o

i

= =
+11 12

with

I
Z I

Z Zo
i

L

=
-

+
12

22

From these equations it follows that:

Z Z
Z Z

Z Z
i

L

= -
+11

12 21

22
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Similarly, when the output impedance of the same system has a source impedance
connected at the input it is found to be:

Z Z
Z Z

Z Zo
g

= -
+22

12 21

11

Figure 5.5. The input impedance of a system depends on the load at its output.

From Figure 5.4a it emerges that the output voltage which is Vo = Z 21Ii + Z22Io is
therefore a function of both the input current and the output current. Something
similar goes for the input voltage which is: Vi = Z11Ii + Z 12Io. Apparently there is bi-
directional signal transfer from input to output and vice versa. In many systems, like
with amplifiers and measurement systems, only unidirectional signal transfer (from
input to output) is allowed. Most measurement systems are designed to make reverse
transfer negligible. In the model the source Z12Io is therefore zero. One consequence of
having a unidirectional signal path is that the input impedance becomes independent
of what is connected to the output (the load) while the output impedance is
independent of the source circuit connected to the input. Let us suppose, in Figure 5.5,
that the impedance Z12 = 0, then Zi = Z11 and Zo = Z22. Such a system is fully described
by its input impedance, its output impedance and a third system parameter (which is
Z21 in the case of Figure 5.5).

Example 5.2
Figure 5.6 depicts the model of a voltage-to-current converter. The input and output
have a common ground terminal, the input impedance is Zi  and the output impedance
is Zo. The reason for choosing the current output model is because the output should
have the character of a current source. The value of the output current is S times the
input voltage. S is the voltage-to-current sensitivity of the system.
There is no internal source on the input side of the model. It would seem that the input
voltage and the current are not influenced by the output signals. In other words, there
is no internal feedback.

Figure 5.6. A model of a voltage-to-current converter.
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5.1.3 Matching

In electronic systems the main carriers of information are currents and voltages. The
proper transfer of information requires proper voltage or current transfer.
If voltage is the information carrier then the voltage transfer from one system to the
other should be as accurate as possible in order to avoid  information loss. If a signal
source with internal source impedance Zg is connected to a system whose input
impedance is Zi (Figure 5.7) the actual input voltage will be

V
Z

Z Z
Vi

i

g i
g=

+
(5.6)

Figure 5.7. Matching between two systems; (a) voltage matching;
(b) current matching.

This means that the input voltage is always smaller than the source voltage. The
deviation is minimized by minimizing the ratio Zg/Zi. For Zg << Zi the input voltage of
the system is

V
Z Z

V Z Z Vi
g i

g g i g=
+

ª -( )1
1

1 (5.7)

so the relative error is about -Zg/Zi. Only if Zg and Z i are both known can the
measurement error for this additional signal attenuation be corrected. Otherwise the
input impedance of a voltage-measuring system should be as high as possible in order
to minimize the load error. This process is known as the voltage matching of the
systems.
If the current is the information carrier then the model given in Figure 5.7b will be
preferred. The current Ii through the system's input is:
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I
Z

Z Z
Ii

g

g i
g=

+
(5.8)

Here, too, the signal is attenuated. If Zi << Zg, the input current will be

I
Z Z

I Z Z Ii
i g

g i g g=
+

ª -( )1
1

1 (5.9)

and the relative error will be about -Zi/Zg. Again, to minimize this error, the
measurement system’s input impedance must be as low as possible. This is termed
system current matching.
The results summarized:

∑ in order to minimize loading errors, voltage measurement systems require a high
input impedance;

∑ what a current measurement system requires is a low input impedance.

When voltage or current matching is perfect, the signal transfer from the source to the
input terminals of the measurement system is just 1; the power transfer, however, is
zero. This is because when Zi = 0, the input voltage is zero and with Zi Æ• the input
current is zero. In both cases, the input power is therefore also zero. Since a
tremendous amount of signal power is required to activate most output transducers
this might, at first sight, seem to be an undesirable situation. Fortunately, though,
electronic components offer an almost infinite supply of signal power amplification,
so voltage or current matching does not necessarily lead to low power transfer.
Another thing that current or voltage matching is responsible for is the zero power
supplied by the signal source. This can be a great advantage, especially when the input
transducer is unable to supply enough power by itself, or when no power may be
extracted from the measurement object (for instance so as not to reduce measurement
accuracy).
Voltage or current matching is not always possible. At high frequencies it is
particularly difficult to realize high input impedance. Any system has an input
capacitance that is different from zero and originates from the input components as
well as from the connector and the connecting wires. The impedance of a capacitance
decreases as frequency increases and so does the system’s input impedance.
Another point to bear in mind is that high frequency signals may reflect at the
interfaces between system parts. Such reflecting may introduce standing waves
between two points on the signal path that will then interfere with the proper
propagation of the measurement signal.
Such effects can be avoided by introducing another type of matching known as
characteristic matching (see Figure 5.8). The systems in question have a particular
input and output impedance which is the same for all the systems involved. This so-
called characteristic impedance Rk has a fixed, relatively low and real value of, for
instance, 50 or 75 W.
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Figure 5.8. (a) characteristic matching of the signal source;
(b) the source supplies the maximum signal power to the system if Rg = Rk;

(c) characteristic loading of a current source.

The voltage, current and power signal transfer of a typical system differ essentially
from those of the systems described so far. The voltage transfer Vi/Vg of the system
shown in Figure 5.8a is just 1

2 . To calculate the power transfer from one system to
another the reader is referred to Figure 5.8b which shows a voltage source with source
impedance Rg that is loaded with impedance Ri. The signal power supplied to the load
is:

P I R
V R

R R
i i i

g i

g i

= =
+( )

2
2

2 (5.10)

and depends on both Ri and Rg. To find the conditions for maximal power transfer we
must take the first derivative of Pi to the variable Ri:

dP

dR
V

R R R R R

R R

i

i
g

g i i g i

g i

=
+( ) - +( )

+( )
2

2

4

2
(5.11)

This is zero for Ri = Rg, so maximum power transfer occurs when the two systems are
characteristically coupled. Half of the available power is dissipated in the source
resistance: Ig

2Rk = Vg
2/4Rk. The other half is transferred to the load: Vi◊Ii = Vg

2/4Rk. The
same conclusions can be drawn for the current source given in Figure 5.8c. This type
of matching is also called characteristic matching or power matching because the
power transfer is maximized.
Many characteristic systems only have a characteristic input impedance if the system
is loaded with Rk, and characteristic output impedance if the system is connected to a



5. Models 71

source where the source resistance is just Rk (Figure 5.9). Such systems display bi-
directional signal transport.
When using calibrated characteristic systems, care should be taken to connect
characteristic impedances on both the input and output sides, otherwise transfer will
deviate from the specified (calibrated) value.

Figure 5.9. Some systems have only a characteristic input impedance if loaded
with a characteristic impedance, and vice versa.

5.1.4  Decibel notation

Let us now consider two systems, connected in series. Let system 1 be characterized
as xo1 = H1xi1 and system 2 as xo2 = H2xi2. These systems are coupled in such a way that
xo1 = xi2. The output of the total system equals xo2 = H1H2xi1. Obviously, the total
transfer of a number of systems connected in series is equal to the product of the
individual transfers (taking into account the corrections made for non-ideal matching).
In several technical disciplines (telecommunications, acoustics) it is common to
express the transfer as the logarithm of the ratio between output and input quantity.
This simplifies the way in which the transfer of cascaded systems is calculated. The
logarithmic transfer of the total system is simply the sum of the individual transfers
based on the rule log(a◊b) = log(a) + log(b).
The logarithmic power transfer is defined as log(Po/Pi), base 10, (unit bel), or as
10◊log(Po/Pi) (unit decibel or dB).
In Figure 5.10 the system’s input power is Pi = vi

2/Ri and the power supplied to the
load amounts to Po = vo

2/RL. The power transfer from source to load is therefore
10◊log(Po/Pi) = 10◊log[(vo/vi)

2Ri/RL] dB and it depends on the load resistance and on the
square of the voltage transfer. The power transfer of a characteristic system is always
equal to the square of the voltage transfer, because Ri = RL.

Figure 5.10. The power transfer of this system is proportional to the square of
the voltage transfer.

The logarithmic representation of a voltage transfer is 20◊log(vo/vi) dB. This definition
does not account for the interfacing of the system.
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Example 5.3
The resistance values of the system given in Figure 5.10 are: Ri = 100 kW, Ro = 0 W,
RL = 1 kW and the amplifier gain is A = 100.
The power transfer appears to be equal to 10◊log(A2Ri/RL) = 10◊log106 = 60 dB.
The voltage transfer of the system itself is vo/vi = A = 100 or: 20◊logA = 40 dB. This
does not represent the voltage transfer from source to load which is vo/vg.

5.2 Signal models

Any measurement system is influenced by interference signals which obscure the
measurement signals. Interference either originates from the system itself or enters
from outside. Undoubtedly the designer will make every effort to minimize noise, to
stop the cross talk of auxiliary signals to the measurement signal and to prevent the
induction of spurious signals from outside, for instance by providing proper shielding.
Ultimately it is not only the designer but also the user of the system who must be
careful to keep out unwanted signals.
It remains difficult, despite careful designing, to guarantee that operations will be
completely interference free. Internally generated interference (like noise) and the
sensitivity to external interference should be specified by the manufacturer of the
measurement system.
Interference signals introduce measurement errors. Such errors can be categorized in
three ways as: destructive errors, multiplicative errors and additive errors. Destructive
errors lead to the total malfunctioning of the system which is a situation that is, of
course, not acceptable. Multiplicative and additive errors are permissible but only up
to a specified level. Multiplicative errors result from system transfer deviations. The
output of the system can be expressed as xo = H(1 + e)xi in which H is the nominal
transfer. The output remains zero for zero input, but the transfer deviates from the
specified value. The relative measurement error is e and the absolute error, Hexi,
depends on the input signal.
Multiplicative errors are caused by, for instance, component drift values (due to
temperature and aging) or non-linearity.
The remainder of this section will be devoted to additive errors, in particular noise.

5.2.1 Additive errors

Additive errors become evident when the output signal differs from zero at zero input:

x Hx xo i n= + (5.12)

where H is the transfer of the system and xn the error signal. Such an error signal
accounts for all kinds of additive interference, like (internally generated) offset, cross
talk of internal auxiliary signals or unwanted external signals entering into the system
and getting mixed up with the measurement signal.
If xn is a DC signal we say that it is offset (see Chapter 1.2):

x Hx x H x xo i o off i i off= + = +( ), , (5.13)
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where xo,off and xi,off are the output and input offset. The absolute error in the output
signal does not depend on the input signal (as with multiplicative errors) and the
relative error increases as the input signal decreases. The offset errors are therefore
always expressed in absolute terms.
The influence of all additive error signals can be represented by just two additional
system input signal sources (Figure 5.11). These sources are called the equivalent
error signal sources. The system itself is supposed to be error-free with all system
errors concentrated into the two equivalent error signal sources, vn and in.

Figure 5.11. (a) A system with internal error sources; (b) modelling of the error
signals by two external sources: the system is made error free.

In Figure 5.11, the signal source is modeled on a Thévenin circuit consisting of
voltage source vg and source resistance Rg. At open input terminals, the input signal of
the system is vi = inRi, so the output signal is vo = HinRi. At short-circuited terminals,
the output is vo = Hvn. The total output signal is therefore:

v H v v i R
R

R Ro i n n g
i

g i
= + +( ) +

(5.14)

The output signal depends on the source resistance Rg. When the measurement system
is connected to a voltage source (with a low value of Rg), vn is the dominant output
error. A voltage measurement system should therefore have a low value of vn. In the
case of current measurements, the system should have a low value of in to minimize
the contribution made by inRg to the output error signal.
The error sources vn and in can represent DC signals (for instance offset and drift) or
AC signals (for instance noise). In the first case, the signal is expressed in terms of its
momentary value while in the second case rms values are preferred. It is important to
make the following distinction: the momentary value of two (or more) voltage sources
in series or current sources in parallel equals the sum of the individual values. The rms



74 Electronic instrumentation

value does not adhere to this linear summing rule. According to the definition (Section
2.1.2), the rms value of two voltages v1(t) and v2(t) in series is

v
T

v v dt
T

v v v v dts rms, = +( ) = + +( )Ú Ú1 1
21 2

2
1
2

1 2 2
2 (5.15)

If the two signals are completely independent (uncorrelated), the average of v1v2 is
zero, hence

v v vs rms rms rms, , ,= +1
2

2
2 (5.16)

This square summing rule is applied when several stochastically independent error
signals are combined to form one set of equivalent error sources vn and in at the system
input point.

Example 5.4
Two systems, I and II, each have the equivalent error voltage source vn1 and vn2 and
the equivalent error current source in1 and in2 (Figure 5.12a). We shall endeavor to
find the equivalent set of error sources vns and ins for the two systems in series (Figure
5.12b).
Both the models given in Figure 5.12 represent the same system, so they should be
completely equivalent. This equivalence allows us to calculate the error sources vn

and in.

Figure 5.12. Two models for the error sources of two systems connected in
series: (a) separate sources; (b) combined sources.

We take v2 of system II as a criterion for equivalence: this voltage must be the same in
both models for any source resistance value. Take, for example, two extreme cases: Rg

= •  and Rg = 0 (open input terminals and short-circuited input terminals) and
determine for both situations the output voltage v2.
At open input terminals:
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At short-circuited input terminals:
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This calculation only has validity for the momentary error signal values. If the
calculation pertains to stochastic, uncorrelated error sources then we must write:
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From this example it follows that high gain in the first system is the most favorable
situation with respect to total system error. The errors emanating from the second
system only contribute a little to the overall error effect. In other words, the additive
error of a system is almost entirely determined by just the input components if these
components produce high signal gain relative to the other system parts. In a proper
design, the system gain will come from its input components.

5.2.2 Noise

Any conductor or resistor exhibits thermal noise which comes from thermal
movements in the material’s electrons. The spectral power density (Section 2.1.3)
amounts to 4kT (W/Hz) and is virtually independent of frequency. Thermal noise
behaves like white noise.
The noise power dissipated in a resistor with resistance R is P = V2/R = I2R. Thermal
noise can therefore be represented by a voltage source in series with the (noise free)
resistance and has a value of vn = ÷4kTR, or a current source that is in parallel to the
noise-free resistance and has a value of in = ÷4kT/R (Figure 5.13).

Figure 5.13. (a) Any resistor generates noise; (b) the resistance noise is
represented by a voltage source or (c) a current source.
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Example 5.5
To extend the measurement range of a voltmeter to include higher voltages a voltage
divider is connected to the input terminal (see Figure 5.14a). We want to know what
are the equivalent error sources for the whole system (Figure 5.14b) so that we can
estimate how the divider contributes to system noise. Take then the amplifier’s input
voltage, vi, as a criterion for equivalence. The equivalent current source is found by
calculating vi at the system’s short-circuited terminals:
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from which follows:
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Similarly, the equivalent current source is calculated at open inputs:
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These two equations clearly show how the voltage divider contributes to the total
noise error in relation to the noise of the system itself.

Figure 5.14. Modelling noise signals of a system with voltage divider
(a) by separate error sources and (b) by combined error sources.

SUMMARY

System models

∑  Any two-terminal system is characterized by voltage source Vo in series with
source impedance Zg (Thévenin's theorem), or current source Ik that is in parallel
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to source impedance Zg (Norton's theorem). Vo and Ik are the respective open
voltage and short-circuiting current. The source resistance is Zg = Vo/Ik.

∑ The input impedance of a system is the ratio between the (complex) input voltage
and input current. The output impedance is the ratio between the output voltage
and the output current. Generally, input impedance depends on load impedance
and output impedance depends on source impedance.

∑ Linear two-port systems can be characterized using models that have two sources
(a voltage source and/or a current source) and two impedances. Two system
equations are used to mathematically describe the model.

∑ A voltage measuring instrument requires high input impedance Zi. If the source
impedance Zg  satisfies the inequality Zg << Zi, then the relative measurement error
will equal about -Zg/Zi.

∑  A current measuring instrument requires low input impedance Zi. If source
impedance Zg satisfies the inequality Zg >> Zi, then the relative measurement error
will equal about -Zi/Zg.

∑ Characteristic matching is achieved when output source impedance equals input
load resistance. The power transfer amounts to just 1

2 .

∑  The power transfer Po/Pi expressed in decibels (dB) is 10◊log(Po/Pi). The

logarithmic voltage transfer is defined as 20◊log(Vo/Vi).

Signal models

∑ System errors fall into three categories: destructive, multiplicative and additive.
∑ Additive error signals originating from the system itself can be represented by two

independent sources at the system input point, an equivalent error voltage source
and an equivalent error current source.

∑ The rms value of the sum of two uncorrelated signals is equal to the root of the

summed squares:  v v v vs rms rms rms n rms, , , ,= + + +1
2

2
2 2L

∑ The spectral power of thermal noise is 4kT W/Hz. This noise can be represented
by a voltage source in series with noise-free resistance, ÷4kTR [V/÷Hz] or by a

parallel current source with a strength of ÷4kT/R [A/÷Hz].

∑ The equivalent voltage error source of a system is found by having equal output at
short-circuited input terminals. The equivalent error current source is found by
having equal output at open input terminals.
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EXERCISES

System models

5.1 Find the Thévenin equivalent circuits for the source circuits a-c given below.

5.2 In a list of specifications, the maximum values for the rejection ratios are given
as: CMRR (at DC): 90 dB, CMRR (at 1 kHz): 80 dB and supply voltage rejection
ratio SVRR: 110 dB. Specify these quantities in mV/V.

5.3 The current from a current source with source resistance 100 kW is measured
using a ampere meter. The maximum possible error is 0.5%. What is the
requirement for the input resistance of the ammeter?

5.4 The source resistance of an unknown voltage source is measured as follows: first
its voltage is measured with a voltmeter that has an input resistance of Ri ≥  10
MW, then the voltage is measured while the source is loaded with 10 kW. The
successive measurement results are 9.6 V and 8 V.
a. Calculate the source resistance.
b. What is the relative error in the first measurement caused by the  Ri load?

5.5 What is characteristic matching? What is characteristic impedance? How much
is the power transfer at characteristic coupling?

5.6 The figure below contains a model of a voltage amplifier. Find the voltage
transfer Av = vo/vi, the current transfer io/ii and the power transfer Ap = Po/Pi.

Signal models

5.7 The figure below presents a voltage amplifier model. RL is a resistor with
thermal noise voltage vnL, all other components are error-free. Find the
equivalent error sources at the system input terminals that only derive from the
noise from RL.
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5.8 Refer to the model given in the previous exercise. This time only Ri and Ro will
generate noise and the respective noise contributions will be ini and vno. All the
other components are noise free. Determine the equivalent noise sources derived
from these two resistances.

5.9 Refer once again to the previous figure. This time the offset voltage and offset
current are represented by equivalent sources at the input points, Vn and In. At
20 ∞C, Vn = 1 mV ±  10 mV/K; In = 10 nA, the value doubles each time the
temperature is raised by 10 ∞C. Furthermore, Rg = 10 kW, Ri = •, RL = • and
A = 10.
Calculate the maximum output offset voltage:
a. for T = 20 ∞C
b. for a temperature range of 0 < T < 50 ∞C.

5.10 The input power of a system is the product of its input current and its input
voltage. The signal-to-noise ratio S/N is the ratio between the input signal power
Ps and the input noise power P n. Prove that S/N  is independent of input
resistance Ri.
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6 Frequency diagrams

The complex transfer function of an electronic system usually depends on the signal
frequency. A common way of visualizing the frequency dependence of the transfer
function is by drawing a frequency diagram. In that way, both the modulus (amplitude
transfer) and the argument (phase transfer) are plotted against the frequency. This set
of features is what we call the Bode plot of the system and that is what will be
discussed in the first part of this chapter. There are other ways of visualizing the
frequency dependence of a complex transfer function, one of which is by means of the
polar plot representing the transfer in the complex plane. This method will be
discussed in the second part of the chapter.

6.1 Bode plots

6.1.1 First order systems

A Bode plot comprises two diagrams: the amplitude characteristic and the phase
characteristic. Both plots have a logarithmic frequency scale. The modulus
(amplitude) scale is also logarithmic and the phase (argument) is plotted along a linear
scale. Modulus and argument can be rather complicated functions of frequency but
despite this the Bode plot is quite easy to draw using certain approximations. The
method will be explained on the basis of a simple network with one resistance and one
capacitance (Figure 6.1).

Figure 6.1. A first-order RC-network.

The complex transfer function of this network is H(w) = 1/(1 + jwt), and t = RC, is
the time constant of the network. The modulus of the transfer function equals
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H w
w t

( ) =
+

1

1 2 2
(6.1)

To plot this function against frequency we must consider three particular conditions:
very low frequencies (w << 1/t), very high frequencies (w  >> 1/t) and w = 1/t.
In the case of low frequencies (relative to 1/t) the modulus is about 1 (or 0 dB). There
is no signal attenuation because the impedance of the capacitance at very low
frequencies is high. With high frequencies (relative to 1/t) the modulus |H| can be
approximated by 1/wt. Here the modulus is inversely proportional to the frequency.
With logarithmic scales, the characteristic is a descending straight line. Figure 6.2a
shows these two parts, or asymptotes, of the amplitude characteristic. The asymptotes
intersect the point at w = 1/t, the corner frequency of the characteristic. The amplitude
characteristic can be approximated surprisingly well on the basis of these two
asymptotes: |H| = 1 for wt < 1 and |H| = 1/wt for wt > 1.

Figure 6.2. The Bode plot of the RC network of figure 6.1;
(a) amplitude transfer; (b) phase transfer.

The value of |H| for wt = 1 equals 1/÷2 or 1
2 ÷2. Using decibel notation, this is equal

to:

20 1 20 2 10 2 10 0 30103 31 2log log log .H w t=( ) = = - = - ¥ ª -- dB

This explains why the frequency where the asymptotes intersect is also sometimes
called the -3dB frequency. It then becomes easy to sketch the real characteristic along
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the asymptotes and through the -3dB point. The deviation from the asymptotic
approximation is only 1 dB for frequencies of w = 1/2t and w = 2/t.
In the high frequency range, the modulus of the transfer is inversely proportional to
the frequency: the transfer halves when the frequency is doubled (one octave). The
slope of the falling asymptote is a factor 2 decrease per octave or, using decibel
notation, -6dB/octave. Likewise, the transfer drops by factor 10 when there is a
tenfold increase in the frequency (decade); the slope of the characteristic represents a
factor 10 decrease per decade or -20dB/decade.
The phase characteristic can be approximated in a similar way, by splitting the
frequency range into two parts. At low frequencies argH approaches 0, and for high
frequencies it approaches the value -p/2. These lines are two asymptotes of the phase
characteristic. For w t = 1 the phase equals -p/4, which appears to be the point of
inflection for the actual characteristic. The course of the curve can then be roughly
sketched. A better approximation can be achieved when we know the direction of the
tangent in the point of inflection. Its slope is found by differentiating argH to logw
(the vertical scale is linear, the frequency scale is logarithmic). The result is - 1

2 ln10,
and it is used to find the intersections of that tangent with the asymptotes argH = 0 and
argH = -p/2. Those points are w = 0.21/t and w = 4.81/t or about a factor 5 to the left
and right of the point of inflection (Figure 6.2b). The actual phase transfer for wt = 5
and wt = 1/5 deviates only (1/15)p  rad from the approximations 0 and -p/2 at these
points.

6.1.2 Higher order systems

We shall commence by giving transfer functions that can be written as the product of
first order functions. The Bode plot of such a function is achieved by simply adding
together the plots of the separate first order functions.

Example 6.1

The transfer function H
j

j
w

wt
w t t w t t

( )
( )=

+ + -
1

2 3
2

2 31
 can be written as a product

of the functions H
j

j1
1

21
w

wt
wt

( ) =
+

 and H
j2

3

1

1
w

wt
( ) =

+
The function H2 has already been discussed. The characteristic of H1 can be
approximated in a similar way: for wt2 << 1, |H1| can be approximated by wt1, and
for wt2 >> 1 the modulus of H1 is about wt1/÷(w2t2

2) = t1/t2. Figure 6.3a shows the
two individual first order characteristics |H1| and |H2| with -3dB points at w = 1/t2

and w=1/t3, respectively. It is assumed that t1 < t2 < t3. To find the characteristic of
|H|, we must remember that H is the product of both first order functions and that the
modulus scale is logarithmic. The characteristic of |H| is thus found by adding the
characteristics of the two individual first order characteristics. As can be seen from
Figure 6.3a, within the frequency range 1/t3 < w < 1/t2, |H2| decreases 6 dB/octave
and |H1| increases by the same amount. The total transfer therefore remains constant
in this interval.
Similarly, the phase characteristic is found by adding the two individual phase
characteristics of the first order transfer functions. Notice that the phase scale is
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linear and that the phase of a series system is the sum of the phases of each single
system.

Figure 6.3. Bode plot of the transfer function H = H1H2. It is composed of the
first-order Bode plots of H1 and H2;

(a) amplitude characteristic; (b) phase characteristic.

This summing method offers a quick insight into the amplitude and phase
characteristics of even fairly complex systems. If factorization into first order
functions is not possible, this method cannot be implemented.
The next step is to study the Bode plot of second order systems, represented by the
expressions

H
j

w
wt w t

( ) =
+ -

1

1 1
2

2
2 (6.2)

or

H
j z

w
w w w w

( ) =
+ -

1

1 2 0
2

0
2 (6.3)

We will adopt the second equation with the parameters z and w0. Only when z < 0, can
the function be factorized into two first order transfer functions. Figure 6.4 shows the
Bode plot for several values of z < 1.
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Figure 6.4. Bode plot of a second order system, for various values of the
damping ratio z; (a) amplitude characteristic; (b) phase characteristic.

The transfer shows overshoot for small values of the parameter z. By differentiating
|H| it can easily be proved that overshoot occurs at z < 1

2 ÷2. This overshoot increases
when z decreases. The parameter z is therefore known as the system’s damping ratio.
It is related to the parameter Q, the quality or relative bandwidth of the system: Q =
1/2z (see Chapter 13).
When one further analyses the second order transfer function the following
construction rules are obtained. At frequencies much lower than w0 the modulus is
approximated by the line |H| = 1, and at frequencies much higher than w0 by the line
|H| = w0

2/w2. The slope of the latter is -12dB/octave or -40dB/decade which means
that it is twice as steep as in a first order system. The transfer shows a maximum at
frequency w = w0÷(1 - 2z2) which amounts to 1/2z÷(1 - z2) (z < 1

2 ÷2). The frequency
where the transfer has its peak value is called the resonance frequency. For very low z
values the resonance frequency is about w0; that is why w 0 is called the undamped
angular frequency.
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The phase characteristic has the following properties. At very low frequencies argH Æ
0 and at very high frequencies arg H Æ -p. At w = w0, the phase transfer is just -p/2,
irrespective of the parameter z. The slope of the tangent through that point (the point
of inflection) is found by differentiating arg H to the variable logw. The result is
-(1/z)ln10. This tangent intersects the horizontal asymptotes of the phase
characteristic at frequencies that are a factor 10pz/2ln10 = 4,81z on both sides of w0.

6.2 Polar plots

The polar plot of a complex transfer function represents its modulus and argument in
the complex plane where frequency w is a parameter. The way in which polar plots are
worked out will be illustrated by means of a series of examples.

6.2.1 First order functions

The first example is the RC network shown in Figure 6.1 where H = 1/(1 + jwt). For
each value of w, H is represented in the complex plane. There are two ways of doing
this: either by calculating |H| and argH (as done in the Bode plot) or by calculating Re
H and Im H. We will use the latter method.
The real and imaginary part of an arbitrary complex polynome can easily be found by
multiplying the numerator and denominator by the conjugate of the denominator (the
conjugate of a complex variable a + jb is a - jb). Hence:

H
j j

j

j

jw
wt wt

wt
wt

wt
w t

( ) =
+

=
+

◊
-
-

=
-

+
1

1
1

1
1
1

1

1 2 2 (6.4)

The denominator of the resulting expression is always real so the real and imaginary
part of H can be directly obtained:

Re H =
+

1

1 2 2w t
; ImH =

-
+

wt
w t1 2 2 (6.5)

For w = 0 the real part is 1 and the imaginary part is 0. For wÆ• Re H and Im H are
both zero. In the special case of w = 1/t, the real and imaginary parts equal Re H =
1/÷2 and Im H = -p/4. The polar plot is depicted in Figure 6.5.
The Bode plot can be derived from the polar plot and vice versa. The polar plot in
Figure 6.5 appears to be semicircular. Let Re H = x and Im = y. If one eliminates w
from the expressions for Im H and Re H this results in:

x y x2 2+ = (6.6)

or

x y-( ) + = ( )1
2

2 2 1
2

2
(6.7)
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Figure 6.5. The polar plot of the function H = 1/(1+jwt); for wt = 1, |H| =   
1
2 2

and argH = –p/4.

This is just the equation for a circle with center ( 1
2 ,0) and radius 1

2 . The polar plot
only amounts to half of this circle because we only consider positive frequencies. It
can be shown that the polar plot of any function (a  + jbw t )/(c + jdw t ) is a
(semi)circle; if c or d are zero, the circle degenerates into a straight line. The
parameter w moves along the plot in a clockwise direction.
We can sketch the polar plot of many simple networks without calculating the real and
imaginary parts. This will be illustrated in the following examples (Figure 6.6).

Figure 6.6. (a) A network with complex transfer function H = Vo/Vi; (b) the polar
plot of H; (c) a network with complex impedance Z = V/I; (d) the polar plot of Z.

Consider the network given in Figure 6.6a. For w  = 0 the transfer is zero (the
capacitance blocks the signal transfer). The polar plot therefore starts at the point of
origin. For w Æ• the transfer approaches the real value of R2/(R1 + R2) (the
capacitance acts as a short circuit for signals); this is the end point of the semicircle,
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which can then be sketched directly (continually bearing in mind the clockwise
direction).
Finally, we shall discuss the polar plot of the complex impedance of Figure 6.6c. The
plot starts at w = 0, where Z has the real value R2 (C has infinite impedance) and ends
at wÆ•, where Z = R1//R2 (// means in parallel). The polar plot is a semicircle as
depicted in Figure 6.6d.

6.2.2 Higher order functions

There is no simple way of constructing the polar plot for an arbitrary order two or
higher complex function; the summing method used for Bode plots is of little practical
use. Nevertheless, there are some rules relating to the starting and finishing points of
the plot and to the direction of the tangents at those points. Some of these rules will be
given below.
Consider the general transfer function:

  

F j
a j a j a j a j

b j b j b j b j
t

t
t

t
T n

T n
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(6.8)

where t and T are the lowest and highest power of jw in the numerator and n and N the
lowest and highest power of jw in the denominator. None of the coefficients at, aT, bn

and bN are zero. Furthermore, with any physical system described by F(jw) the order
of the numerator never exceeds that of the denominator: T £ N.
The starting point of the polar plot (at w = 0) is determined from

lim lim
w w

w w
Æ Æ

-( ) = ( )( )
0 0
F j a b jt n

t n (6.9)

which is the approximation of F(jw) to the lowest numerator and denominator powers.
Depending upon what t and n are, this approximation will be 0 (t > n), at/bt (t = n) or •
(t < n). The phase at the starting point equals arg(jw)t-n = (t - n)(p/2), in other words
the starting point lies either on the real axis or on the imaginary axis.
Similarly, the finishing point is found from

lim lim
w w

w w
Æ • Æ •

-( ) = ( )( )F j a b jT N
T N (6.10)

so it either amounts to aT/bT (T = N) or to 0 (T < N). The phase at the finishing point is
arg(jw)T-N = (T -  N)(p/2), in other words, it either lies on the real axis or on the
imaginary axis, as does the starting point.
The tangents at the starting point and the finishing point are derived respectively from
lim

w
w

Æ
( )

0
dF d  and lim

w
w

Æ •
( )dF d . The values of these limits depend on the coefficients

of a and b in F(jw), but they are always a multiple of p/2. This means that the tangents

have either horizontal or vertical directions. Table 6.1 gives some results without
providing further proof. These results are illustrated in the examples given below.
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Table 6.1. Starting and end points of a polar plot and the direction of the tangents
in these points. a) 1

2
p sign (at+1bn–atbn+1); b) 1

2
p sign (aTbN–1–aT–1bN)

Starting point End point

t > n t = n t < n T = N T < N

Value 0 at/bn • aT/bN 0

Tangent (t – n)p/2 ±p/2a p + (t – n)p/2 ±p/2b p + (T – N)p/2

Example 6.2
The function F(jw) is defined as:

F j
j

j j
w

wt

wt wt
( )

( )
=

+ +
1

2 3
2

1

starting point: t = 1; n = 0, so 0;
finishing point: T = 1; N = 2, so 0;
direction at the starting point: (1 - 0)(p/2) = p/2;
direction at the finishing point: p + (1 - 2)(p/2) = p/2.
The polar plot is depicted in Figure 6.7a. The intersection with the real axis is found
from ImF = 0, which results in w = 1/t3 and ReF = t1/t2.

Figure 6.7. (a) polar plot of F=jwt1(1 + jwt2 + (jwt3)2)
(b) polar plot of G = 1/(1 + jwt1 + (jwt2)2 + (jwt3)3);

(c) polar plot of H = 1/(jwt1 + (jwt2)2).
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Example 6.3
The function G(jw) is defined as:

G j
j j j

w
wt wt wt

( )
( ) ( )

=
+ + +

1

1 1 2
2

3
3

starting point: t = n = 0, hence at/bn = a0/b0 = 1;
finishing point: T = 0; N = 3, hence 0;
direction at the starting point: sign(0◊0 - 1◊1) (p/2) = -p/2;
direction at the finishing point: p  + (0 - 3) (p/2) = -p/2.
Figure 6.7b shows the polar plot. The intersections with the real and imaginary axes
are found from ImG = 0 and ReG = 0, which are respectively: G(w = 1/t2) = -j/(t1/t2

- t3
3/t2

3)  and G(÷t1/t3
3) = 1/(1 - t1t2

2/t3
3)

Example 6.4
The function H(jw) is defined as:

H j
j j

w
wt wt

( )
( )

=
+

1

1 2
2

starting point: t = 0; n = 0, so •;
finishing point: T = 0; N = 2, so 0
direction at the starting point: p  + (0 - 1) (p/2) = p/2;
direction at the finishing point: p + (0 - 2) (p/2) = 0.
A more precise plot will follow from further analysis done numerically (for instance,
with a computer program) or analytically:
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t t

w t t
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; ImH = -
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The real part is always negative, running from - t2
2/t1

2 (w = 0) to 0 (wÆ•); the
domain of the imaginary part extends over all the negative values. Under these
conditions it becomes possible to accurately draw the polar plot.

It is not easy to produce a polar plot for more complicated functions. The Bode plot is
easier to draw. A polar plot has the advantage of being able to represent the frequency
dependence of the transfer in a single diagram.

SUMMARY

Bode plots

∑  The Bode plot represents the modulus and the argument for complex transfer
functions versus frequency. The frequency and the modulus are plotted on
logarithmic scales.

∑  The Bode plot of a first order function can easily be drawn with the help of
asymptotic approximations for w >> 1 and w << 1.

∑ Point wt = 1 on the Bode plot of a first order system is the -3dB frequency. The

deviation from the asymptotic approximation amounts to -3 dB.
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∑ The Bode plot of a function consisting of the product of first order functions is the
sum of the individual characteristics of such first order functions.

∑ The denominator of a second order polynome is given as 1 + 2jwz/w0 - w2/w0
2. In

this expression w0 is the undamped frequency and z is the damping ratio. For z <

1/÷2 the amplitude characteristic displays overshoot; its peak value increases as z

decreases.
∑  The frequency of the maximum value of the amplitude transfer is called the

system’s resonance frequency.

Polar plots

∑  A polar plot represents a complex function in the complex plane where the
frequency is a parameter.

∑  The polar plot of a first order system describes a circle or semicircle in the
complex plane. In certain cases the circle degenerates into a straight line.

∑ The starting point and finishing point of a polar plot are found by taking the limit
of the transfer function for w = 0 and wÆ• .

∑  The direction of the tangent at the starting point is 1
2 k1p  where k1 is the

difference between the lowest power of jw  in the numerator and in the

denominator of the transfer function (k1 > 0).
∑ The direction of the tangent at the finishing point is p + 1

2 k2p  where k2 is the

difference between the highest power of jw in the numerator and the denominator

(k2 < 0).
∑ When the lowest or highest powers of jw in the numerator and denominator of the

transfer function are equal, the tangents at the starting point and the finishing
point are vertically oriented.
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EXERCISES

Bode plots

6.1 Make a sketch of the Bode plot (an asymptotic approximation) for networks a-c
in the figure below.

6.2 Find the next parameters for the network given in the figure below:  undamped
frequency w0, damping ratio z, frequency for maximal amplitude transfer, peak
value of the amplitude transfer and modulus of the transfer at w = w0.

6.3 The complex transfer function of what is known as an “all pass” network is
given as:

H j
j

j
w wt

wt
( ) =

-
+

1
1

Find |H| and argH. Draw the Bode plot for H.
6.4 Make a sketch of the Bode plot for the following function in which t =10-3 s:

H j
j

w
wt

( ) =
+( )

1

1 3

6.5 Find the Bode plot of the transfer function:

H j
j

j j
w wt

wt wt
( ) =

+
+( ) + +( )

1
1 1

1

2 3

where t1 = 0.1 s, t2 = 0.01 s and t3 = 0.001 s.
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Polar plots

6.6 Draw the polar plots of networks a-c given in Exercise 6.1.
6.7 Draw the polar plot of the transfer function given in Exercise 6.3. Explain the

term “all-pass network”.
6.8 Draw the polar plot for the following function:

  H j
j

j
w wt

wt
( ) =

+
+

1
1

1

2

in three cases: t1 = 2t2; t1 = t2 and t1 = t2/2
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7 Passive electronic
components

Up until now we have only considered models (the network elements) of electronic
systems and components. In this chapter we shall be looking at the actual electronic
components and discussing their properties. Electronic components are the basic
constituents of electronic circuits and systems. They may be divided into passive and
active components. In order to operate, active components require external power.
They make signal power amplification possible. Passive components do not require
auxiliary energy to operate properly. They cannot generate signal power gain, in fact it
is quite the reverse: signal processing is accompanied by power loss.
In this chapter we shall be looking at passive components such as resistors, capacitors,
inductors and transformers. The first part of the chapter will describe these
components as electronic circuit elements. The second part of the chapter will then
deal with special ways of realizing their applications as sensors.

7.1 Passive circuit components

7.1.1  Resistors

The ability of material to transport charge carriers is termed the conductivity s of that
material. The reciprocal of conductivity is resistivity r. The latter is defined as the
ratio between the electric field strength E (V/m) and the resultant current density J
(A/m2), hence:

E J= ◊r (7.1)

and

s
r

=
1

(7.2)
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The conductivity of common materials ranges almost from zero almost up to infinity.
It is determined by the concentration of charge carriers and their specific mobility
within the material. On the basis of their conductivity, materials can be classified as
isolators, semiconductors or conductors (Figure 7.1). Conductivity is a material
property that is independent of dimensions (except in special cases as with very thin
films).

Figure 7.1 The conductivity of some materials.

The resistance R (unit ohm, W) of a piece of material is defined as the ratio between
the voltage V across two points of the material and the resulting current I (Ohm's law).
The resistance depends on the resistivity of the material as well as on its dimensions.
The reciprocal of the resistance is the conductance G (unit S-1, sometimes called
siemens, S).
A huge range of resistor types is now commercially available. They are categorized as
fixed resistors , adjustable resistors and variable resistors. Important criteria to
consider when working with resistors are: the resistance value or range, the inaccuracy
(tolerance of the value), the temperature sensitivity (temperature coefficient) and the
maximum tolerated temperature, voltage, current and power. Ultimately all these
properties will be determined by the material type in use and the construction. With
respect to the materials, we may distinguish between carbon film, metal film and
metal wire resistors.
Metal film and metal wire resistors have much better stability than the carbon film
types of resistors but the latter allow for the realization of much higher resistance
values. Metal wire resistors show a self-inductance and capacitance that may not
always be ignored. Self-inductance can be minimized by adopting special winding
methods like those implemented in expensive, highly accurate types of resistors.
Usually the desired resistance value of a film resistor (made of carbon or metal) is
achieved by cutting a spiral groove into a film around the cylindrical body. Table 7.1
provides an overview of the main properties of the various resistor types in common
use.

Table 7.1. Some properties of different resistor types.

Range tolerance temperature
coefficient

maximum
temperature

maximum
power

carbon film 1 … 107 5 … 10 –500 … +200 155 0.2 … 1
metal film
(NiCr)

1 … 107 0.1 … 2 50 175 0.2 … 1

wire wound
(NiCr) 0.1 … 5·104 5 … 10 –80 … +140 350 1 … 20
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Except in very special cases, the resistance values are normalized and fit into various
series (International Electro-technical Commission, 1952). The basic norm is the E-12
series where each decade is subdivided logarithmically into 12 parts. The subsequent
values between 10 and 100 W are:

10, 12, 15, 18, 22, 27, 33, 39, 47, 56, 68, 82, 100.

Resistors with narrower tolerances belong to other series, for instance the E-24 series
(increasing by a factor 1024 ), E-48, E-96 and E-192. For further information on
commercially available resistors the reader is referred to manufacturers’ information
books.

7.1.2 Capacitors

A capacitor is a set of two conductors separated from each other by an isolating
material called the dielectric. The capacitance C (unit farad, F) of this set is defined as
the ratio between the charge Q being displaced from one conductor to the other and
the voltage V resulting between them:

C
Q

V
= (7.3)

When the charge varies, so too does the voltage. The charge transport to or from the
conductor per unit of time is the current I (I = dQ/dt), which is why the relation
between the current and the voltage of an ideal capacitor is

I C
dV

dt
= (7.4)

The capacitance of a capacitor is determined by the conductor and dielectric geometry.
The dielectric permittivity or dielectric constant is the ability of a material to be
polarized. The dielectric constant of a material that cannot form electric dipoles is, by
definition, just 1. In such situations those materials behave as a vacuum.
The capacitance of a capacitor consisting of two parallel flat plates placed distance d
apart which have a surface area of A and are situated in a vacuum equals

C
A

d
= e0 (7.5)

(this is an approximation which is only valid when the surface dimensions are large
compared to d). In this expression, e0 is the absolute or natural permittivity or the
permittivity of vacuum: e0 = 8.85·10-12 F/m. When the space between the conductors
of a capacitor is filled with a material that has the dielectric constant er, then the
capacitance increases by factor er:
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C
A

dr= e e0 (7.6)

A large capacitance requires a dielectric material with large relative permittivity.
Table 7.2 shows the relative permittivity of several materials.

Table 7.2. The dielectric constants of various materials.

material er material er

Vacuum 1 ceramic, Al2O3 10
air (0°C, 1 atm) 1.000576 porcelain 6 - 8
water, at 0°C 87.74 titanate 15 - 12,000
           at 20°C 80.10 plastic, PVC 3 - 5
glass, quartz 3.75 teflon 2.1
    Pyrex 7740 5.00 nylon 3 - 4
    Corning 8870 9.5 rubber, Hevea 2.9
mica 5 - 8 silicone 3.12 - 3.30

There is an enormous range of capacitor types. Like with resistors, capacitors are
distinguished in three ways as: fixed, adjustable (trimming capacitors) and variable.
Common dielectric materials are: air (for trimming capacitors), mica, ceramic
materials, paper, plastic and electrolytic materials.
A capacitor never behaves as a pure capacitance; it shows essential anomalies. The
leading deviations are linked to the dielectric loss, the temperature coefficient and the
breakthrough voltage. We will discuss these features separately below.
When an AC voltage is applied to the terminals of a capacitor, the dipoles in the
dielectric must continuously change their direction. The resulting dissipation (heat
loss) is known as dielectric loss. It is modeled by a resistance in parallel to the
capacitance. A quality measure for dielectric loss is the ratio between the loss
resistance current and the capacitance current. This ratio is called the loss angle d,
defined as tan d = |IR|/|IC| = 1/wRC (Figure 7.2).

Figure 7.2. A model of a capacitor with dielectric losses.

The temperature dependence of the capacitance is caused by the expansion coefficient
of the materials and the temperature sensitivity of the dielectric constant. There are
capacitors with built-in temperature compensation. The non-linearity of the
capacitance is generally negligible.
A very large capacitance value is achieved by having a very thin dielectric. However,
electrical field strength increases as thickness decreases, thus limiting the
breakthrough voltage of the capacitor.
Very high capacitance values are achieved with electrolytic capacitors. Their dielectric
consists of a very thin oxide layer, formed from the material of one of the conductors
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(usually aluminum). The surface of the conductor is first stained which creates pores
in the metal surface, thus increasing the active area. Then the surface material is
anodically oxidized. The resulting aluminum oxide can withstand a high electrical
field strength (of up to 700 V/µm), allowing a very thin layer to form without
breakthrough occurring. In the wet aluminum capacitor the counter electrode is
connected to the oxide by a layer of paper impregnated with boric acid and a second
layer of (non-anodized) aluminum. In the dry type, the paper is replaced by a fibrous
material (glass) impregnated with manganine. Instead of aluminum, tantalum can also
be used with anodic tantalum oxide as the dielectric. Electrolytic capacitors are
unipolar, in other words, they can only function correctly at the proper polarity of the
voltage (as indicated on the encapsulation layer).
The highest values of the capacitance that can be obtained are 1 F (electrolytic types);
the lowest values are around 0.5 pF and the inaccuracy is about 0.3 pF (ceramic
types). Accurate and stable capacitances are realized when plastic film (for instance
polystyrene) or mica are used as the dielectric. Mica capacitors have a loss angle that
corresponds to tan d ª 0.0002 and are very stable: 10-6/°C. They can withstand high
electric field strength (60 kV/mm) and therefore also high voltage (up to 5 kV).

7.1.3 Inductors and transformers

Inductors and transformers are components based on the phenomenon of induction: a
varying magnetic field produces an electric voltage in a wire surrounding that
magnetic field (Figure 7.3a). Quantities that describe this effect are the magnetic
induction B (unit tesla, T) and the magnetic flux F (unit weber, Wb). With a uniform
magnetic induction field (the field has the same magnitude and direction within the
space being considered), the flux equals

F = ◊B A (7.7)

where A is the surface area of the loop formed by the conductor (Figure 7.3a).
In vector notation, the magnetic flux is defined as

  

F = ◊ÚÚ
r r
B dA

A

(7.8)

This definition also holds for non-uniform fields. Both B and F are defined in such a
way that the induced voltage satisfies the expression

V
d

dtind = -
F

(7.9)

(i.e. Faraday's law of induction). The induced voltage equals the rate of change of the
magnetic flux. In a uniform magnetic field the induced voltage is vind = –AdB/dt.
The induced voltage is not influenced when short-circuiting the wire loop. The current
that will flow there will be equal to vind/R and R will be the resistance of the loop. The
induced voltage increases as the rate of change of the flux (i.e. frequency) increases.
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The induced voltage also increases as the loop area and number of turns increases
(Figure 7.3b). Each loop undergoes the same flux change and is connected in series, so
vind = –ndF/dt, with n as the number of turns.
A varying magnetic field produces an induction voltage in a conductor. The reverse
effect also exists: when current I passes through a conductor this produces a magnetic
field, its strength H (unit A/m) satisfies the Biot and Savart law:

Figure 7.3. (a) A varying magnetic field produces an induction voltage in a conductor,
(b) the induction voltage increases with the number of turns, (c) a current through a

conducting wire generates a magnetic field.

H
I

r
=

2p
(7.10)

This empiric law, which only applies to a straight wire, shows that the magnetic field
strength is inversely proportional to the distance r from the wire (Figure 7.3c).
Another form of this law is Ampère's law in which the integral of the magnetic field
strength over a closed contour equals the total current through the contour:

  

r r
H ds i

C
n

n

N

Ú Â◊ =
=1

(7.11)

This law shows that the magnetic field produced by a group of conducting wires is the
sum of the fields from each individual wire.
When two conductors are mutually coupled, an electric current in one conductor
produces a magnetic field which, as it varies over the course of time, induces a voltage
in the other conductor. This is called mutual inductance. Inevitably, this effect also
occurs in a single conductor because when a varying current goes through the
conductor it will produce a varying magnetic field that induces a voltage in the same
conductor. This phenomenon is called self-inductance. The direction of the induced
voltage is such that it tends to reduce its origin (Lenz's law). The degree of self-
inductance depends very much on the geometry of the conductor. Self-inductance
increases when the conductor is coupled more closely to itself, such as inside a coil.
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We have introduced two magnetic quantities: magnetic induction B and magnetic field
strength H. Because of the different definitions, these two quantities do not have the
same dimensions. They are joined by the equation

B H= m0 (7.12)

where µ0 = 4p·10-7 Vs/Am, the permeability of vacuum. Obviously, the inductive
coupling between two conductors (or within one conductor) depends on the properties
of the medium between the conductors. The property that accounts for the ability of
the material to be magnetized (which is magnetically polarized) can be described on
the basis of relative permeability, µ r. For a vacuum, the relative permeability is 1. The
relation between B and H in a magnetizable medium is

B Hr= m m0 (7.13)

A high value of µ r means a higher flux for the same magnetic field strength. For most
materials µ r is about 1. Some electronic applications require materials with a high
permeability (for instance supermalloy: µr = 250,000). The relative permeability of
iron is about 7500.
Magnetic materials are much less ideal than dielectric materials because the magnetic
losses are high and the material shows magnetic saturation, thus resulting in strong
non-linearity and hysteresis.

The self-inductance L  of a conductor is the ratio between  magnetic flux F and
current i through the conductor:

L
i

=
F

(7.14)

The relation between the (AC) current through the inductor and the voltage across it is

v L
di

dt
= (7.15)

We saw that the capacitance is increased by applying a high permittivity dielectric.
Likewise, the self-inductance of an inductor is increased if materials that have high
relative permeability are used. Inductors are constructed as coils (with or without a
magnetic core) and come in various shapes (for instance solenoidal, toroidal).
Whenever possible inductors are avoided in electronic circuits as they are expensive
and bulky (especially when designed for low frequencies). They display non-linearity
and hysteresis (due to the magnetic properties of the core material), resistance in the
wires and capacitance between the turns. Inductors are introduced to filters for signals
in the medium and higher frequency ranges.
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A transformer is based on signal transfer by mutual inductance. In its most basic form
a transformer has two windings (primary and secondary windings) around a core of a
material with high permeability. The ratio between the number of turns in the primary
and secondary windings is the turns ratio n. For an ideal transformer with ratio 1:n
turns, the voltage transfer (from primary winding to secondary winding) is just n, and
the current transfer is 1/n. A proper coupling between the two windings is achieved by
overlaying them and by applying a toroidal core.
Transformers are mainly used for system power supply, for down converting mains
voltage or for up converting voltages in battery-operated instruments. They are also
found in special types of (de)modulators in the middle and high frequency ranges.

7.2 Sensor components

Most electric parameters of electronic components such as: resistance, capacitance,
mutual inductance and self-inductance, depend on both the material properties and the
dimensions of the component. This dependency allows us to construct special
components that are essentially sensitive to a particular physical quantity. Such
components are then suitable for use as sensors, if they meet the normal requirements
with respect to sensitivity and reproducibility. Some of these sensors use the
sensitivity of the material parameters to externally applied physical signals, for
instance: temperature, light intensity and mechanical pressure. Others have variable
dimensions in order to remain sensitive to quantities such as displacement and
rotation. This section describes the basic construction and properties of sensors
according to resistive, capacitive, inductive, piezoelectric and thermoelectric effects.

7.2.1 Resistive sensors

The resistance between the two terminals of a conductor equals

R F= ◊r (7.16)

in which r is the resistivity of the material and F is a geometric factor determined by
the shape and dimensions of the conductor. There are two groups of resistive
transducers: the first is based on variations in r and the second uses a variable
geometry.

7.2.1.1  Temperature sensitive resistors

The resistivity of a conductive material depends on the concentration of free charge
carriers and their mobility. The mobility is a parameter that accounts for the ability of
charge carriers to move more or less freely throughout the atom lattice, their
movement is constantly hampered by collisions. Both concentration and mobility vary
according to temperature and a rate largely determined by the material.
In intrinsic (or pure) semiconductors, the electrons are bound quite strongly to their
atoms, only very few have enough energy (at room temperature) to move freely. At
increasing temperature more electrons will gain sufficient energy to be freed from
their atom, so the concentration of free charge carriers increases as the temperature
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increases. Since the temperature has much less effect on the mobility of the charge
carriers, the resistivity of a semiconductor decreases as the temperature increases: its
resistance has a negative temperature coefficient.
In metals, all available charge carriers can move freely throughout the lattice, even at
room temperature. Increasing the temperature will not affect the concentration.
However, at elevated temperatures the lattice vibrations become stronger, increasing
the chance of electrons colliding and hampering free movement throughout the
material. The resistivity of a metal therefore increases at higher temperatures and has a
positive temperature coefficient.
The temperature coefficient of the resistivity is used to construct temperature sensors.
Both metals and semiconductors can be used for this, they are then called metal
resistance thermometers and thermistors.
Constructing a high quality resistance thermometer requires a material (i.e. metal)
with a resistivity temperature coefficient that is stable and reproducible over a wide
temperature spectrum. Copper, nickel and platinum are all suitable materials. Copper
is useful in the range from –140 to +120 °C and nickel from –180 to +320 °C. By far
the best material, though, is platinum which has a number of favorable properties.
Platinum has a high melting point (1769 °C), is chemically very stable, is resistant to
oxidation and is available in very pure form. The normalized temperature range of a
platinum resistance thermometer goes from -180 °C up to +540 °C. It can even reach
1000 °C but then the stability will be reduced. Platinum resistance thermometers are
used as international temperature standards for temperatures varying from the boiling
point of oxygen (–82.97 °C) to the melting point of antimony (+680.5 °C).
The temperature characteristic of a platinum thermometer is given as:

R R T TT = + + + º0
21( ),a b (7.17)

in which R0 is the resistance at 0 °C. The normalized value of a is 3.90802·10-3 K-1 and
that of b is 5.8020·10-7 K-2, according to the European DIN-IEC 751 norm. The
temperature coefficient is thus almost 0.4%/K. A common value for R0 is 100 W. Such
a temperature sensor is called a Pt-100.

Resistive temperature sensors based on semi-conducting materials are called
thermistors. The material of a thermistor (a contraction of the words thermal and
resistor) should also have a stable and reproducible temperature coefficient.
Commonly used materials are sintered oxides from the iron group (chromium,
manganese, nickel, cobalt, iron). These oxides are then doped with elements of
different valences to obtain lower resistivity. Several other oxides are added to
improve the reproducibility. Other materials that are used for thermistors are the
semiconductors germanium, silicon, gallium-arsenide and silicon-carbide.
Thermistors cover a temperature range from –100 °C to +350 °C. Their sensitivity is
much larger than that of resistance thermometers. Thermistors can also be very small,
which makes them highly suitable for measuring temperatures inside or on top of
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small objects. Compared to resistance thermometers, thermistors are less time stable
and show much greater non-linearity.
As explained before, the resistance of most semiconductors has a negative temperature
coefficient. Much the same goes for thermistors. That is why a thermistor is also
called an NTC-thermistor or just an NTC. The temperature characteristic of an NTC
satisfies the next equation:

R R B
T TT = -

Ê
ËÁ

ˆ
¯̃0

0

1 1
exp (7.18)

with R0 the resistance at T0 (0 °C) and T the (absolute) temperature (in K). The
temperature coefficient (or sensitivity) of an NTC is:

a = = - -1
2

1
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dT

B

T
 ( )K (7.19)

The parameter B ranges from 2000 to 5000 K, for instance, at B = 3600 K and room
temperature (T = 300 K), the sensitivity amounts to –4% per K. To obtain stable
sensitivity, thermistors are aged by means of special heat treatment. A typical stability
value after ageing is +0.2% per year.
Alongside of NTC thermistors there are also PTC thermistors where the temperature
effect differs essentially from that of a thermistor. PTCs are made up of materials from
the barium-strontium-lead-titanate complex and have a positive temperature
coefficient over a rather restricted temperature range. Using various materials, a total
range is covered that goes from about -150 °C to +350 °C. Within the range of a
positive temperature coefficient the characteristic approximates

R R e T T TT
BT= < <0 1 2, (7.20)

The sensitivity in that range is B (K-1) and can be as high as 60% per K. PTC
thermistors are rarely used for temperature measurements because of their lack of
reproducibility. They function mainly as safety components to prevent overheating or
overload.

7.2.1.2  Light sensitive resistors

The resistivity of some materials depends on the intensity of incident light (the photo-
resistive effect). A resistor made up of such a material is the LDR (light-dependent
resistor or photoresistor). A common material is cadmium sulfide. In the absence of
light, the concentration of free charge carriers is low which is why the resistance of
the LDR is high. When light falls on the material, free charge carriers are generated,
concentration increases and so the resistance decreases as the intensity increases. The
light sensitivity depends on the wavelength of the light and is maximal at about 680
nm (red light). Below 400 nm and above 850 nm the LDR is not usable (Figure 7.4).
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Figure 7.4. (a) The relative conductivity of an LDR versus wavelength at constant light
intensity, (b) an example of an LDR.

Even in complete darkness resistance appears to be finite, this is the dark resistance of
the LDR, which can be more than 10 MW. The light resistance is usually defined as
resistance at an intensity of 1000 lux and it may vary from 30 to 300 W  for the
different types. Photoresistors change their resistance value fairly slowly. The
response time from dark to light is about 10 ms while from light to dark the resistance
only varies by about 200 kW/s.

7.2.1.3  Force sensitive resistors

When an electric conductor, like for instance a metal wire, is stressed its resistance
increases because the diameter decreases and the length increases. Semiconducting
materials also change their resistivity when subjected to a mechanical force
(piezoresistive effect).
Strain gauges are sensors that are based on these effects. They are used to measure
force, pressure, torque and (small) changes in length in, for instance, mechanical
constructions. Such strain gauges consist of a meander-shaped metal wire or foil
(Figure 7.5a), fixed on an isolating flexible carrier (e.g. an epoxy).

Figure 7.5. (a) An example of a strain gauge,
(b) an application of a strain gauge for the measurement of bending.
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A strain gauge undergoes the same strain as the construction onto which it is glued
(Figure 7.5b). The resistance change is proportional to the change in length. This
proportionality factor, or sensitivity, is called the strain gauge factor or simply the
gauge factor . Metal strain gauges have a gauge factor of about 2. Semiconductor strain
gauges have a much higher gauge factor (up to 200) but are less stable, less linear and
do have a higher temperature sensitivity. If measurement errors caused by temperature
changes are to be eliminated there must be temperature compensation. This is
achieved by, for instance, using a bridge circuit with two or four strain gauges.
For further information on strain gauges the reader is referred to the data sheets issued
by manufacturers.

7.2.1.4  Resistive displacement sensors

A common resistive displacement sensor is the potentiometer which is a conductive
track with a movable ruler (Figure 7.6). The conductor may consist of a spiralized
wire,  a homogeneous track of carbon or a conductive polymer. Linear displacement
sensors have a straight conductive track but angular displacement sensors have a
circular (one-turn) or helix-shaped track (multi-turn potentiometer).
The salient quality parameters are non-linearity (determined by the homogeneity of
the conductive track), the resolution (infinite for film types) and the temperature
coefficient. There are linear potentiometers ranging from several mm up to 1 m, and
angular sensors having up to 10 revolutions. Non-linearity is well below 0.1%. There
are also potentiometers with a prescribed, for instance logarithmic, non-linear
relationship between displacement (rotation) and resistance change. Such potentio-
meters do directly do certain arithmetic signal processing.

Figure 7.6. A linear resistive displacement sensor.

7.2.2  Inductive sensors

Inductive sensors are based on changes in self-inductance L  or on the mutual
inductance M  of a component which usually consists of two parts that can move
relative to each other. Figure 7.7a shows an inductor (coil) with a movable core. Its
self-inductance L varies according to the position of the core. Due to leak fields
caused by the winding and at the ends of the coil, the self-inductance varies only
linearly according to displacement Dx over a limited range (Figure 7.7b). Another
disadvantage of this type of sensor is that an impedance (self-inductance) needs to be
measured which is somewhat more difficult than simply dealing with a voltage or
current.
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In this respect the construction of Figure 7.8a is better. This sensor, which is called a
linear variable differential transformer or short LVDT consists of one primary
winding, two secondary windings connected in series but wound in opposite directions
and a movable core. When the core is just in the center of this symmetric construction
the voltages of the secondary windings are equal but opposite, so their sum is zero. A
displacement of the core from the center position results in an imbalance between the
two secondary outputs. The total output amplitude v0 thus increases according to
displacement Dx. The phase of v0 with respect to vi is 0 or p, depending on the
direction of  displacement.

Figure 7.7. (a) A coil with a movable core as a displacement sensor,
(b) self-inductance as a function of core displacement.

Figure 7.8. (a) A linear variable differential transformer,
(b) output voltage amplitude versus displacement.

LVDTs are made for displacements that go from several mm up to 1 m with a non-
linearity that is less than ±0.025% (of the nominal displacement). The sensitivity of an
LVDT is expressed as mV (output voltage) per mm (displacement) per V (input
voltage) and ranges from 10 to roughly 200 mV/mm·V, depending on the type.
Inductive sensors with a movable core can also be used for the measurement of a force
(with a spring) or acceleration (with a mass-spring system). In fact, all displacement
sensors can be used to measure velocity or acceleration by once or twice
differentiating their output: v = dx/dt; a = dv/dt.
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Figure 7.9a shows another type of inductive sensor. It consists of a coil with a fixed
core. The coil is connected to an AC voltage source so it generates a varying magnetic
field in front of the sensor head. If a conductor is close to the sensor, a voltage will be
induced in the conductor (Section 7.1.3). As there is no preferred current path in the
object, currents will flow in arbitrary directions, such currents are called eddy
currents. Due to mutual coupling, these currents in turn induce, in their turn, a voltage
in the sensor coil that opposes the original voltage and thus reduces self-inductance.
The effect depends on the distance between the coil and the object and can be used for
the construction of a contactless displacement sensor. Such an eddy-current
displacement sensor is used for  measuring (short) distances and for a number of other
applications, such as measuring the number of revolutions (tachometer), Figure 7.9b.

 
Figure 7.9. (a) Eddy-current sensor, (b) an example of an application of an eddy-current

sensor as a tachometer.

7.2.3 Capacitive sensors

The capacitance of a set of conductors is given as

C Fr= e e0 (7.21)

where F is a factor determined by the geometry of the conductors. For a capacitor
consisting of two parallel flat plates, F = A/d while A is their surface area and d the
distance between the plates. Capacitive sensors are based on changes in e r or in F.
Some examples of the first possibility are:
∑  capacitive temperature sensors using temperature dependence er. These are used

for the measurement of temperatures close to absolute zero,
∑ capacitive level sensors. Usually a linear, tubular capacitor is connected vertically

in a vessel or tank. The dielectric varies according to the level, as does the
capacitance.

∑ capacitive concentration sensors. The dielectric constant of materials like powders
or grains depends on the concentration of a particular (dielectric) substance (for
instance water).

Capacitive displacement sensors are based on variations in the factor F. Figure 7.10
gives some examples of such sensors.
A balanced configuration (Figure 7.10d and e) is used where high sensitivity is
required, common changes (for instance due to temperature) are cancelled out. There
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are cylindrical constructions (similar to the LVDT) that have extremely low non-
linearity (0.01%) over the whole nominal range (± 2 mm up to ± 250 mm).

Figure 7.10. Examples of capacitive displacement sensors, (a) variable distance
between the electrodes, (b) variable electrode surface area, (c) variable dielectric,
(d) & (e) balanced configurations (differential capacitor) (f) as a proximity sensor.

7.2.4 Thermoelectric sensors

7.2.4.1  The Seebeck effect

The free charge carriers in different materials have different energy levels. When two
different materials are connected to each other, diffusion will cause the rearrangement
of the charge carriers. This will precipitate a voltage difference at that junction.
Naturally, neutrality is maintained within the construction as a whole. The value of
this junction potential will all depend on the type of materials used and the
temperature.
In a coupling consisting of two a and b material junctions in series (Figure 7.11), two
voltages are generated at both junctions but with opposite polarity. The voltage across
the end points is zero, as long as the junction temperatures are equal.
If the two junctions have a different temperature the thermal voltages do not cancel, so
there is a net voltage across the end points of the coupling that complies with the
expression:

V T T T Tab = - + - + ºb b1 1 2
1
2 2 1 2

2( ) ( ) (7.22)

This phenomenon is called the Seebeck effect, after its discoverer, Thomas Johann
Seebeck (1770-1831). Vab is the Seebeck voltage. The coefficients b depend on the
materials and slightly also on the temperature. The derivative of the Seebeck voltage
to the variable T1 is:
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and it is called the Seebeck coefficient. The value depends on the materials and on the
temperature as well. The Seebeck coefficient can always be presented as the
difference between two other coefficients: aab = a ar – abr, with aar and abr being the
Seebeck coefficients of the couplings for materials a and r (a is the reference material)
and b and r, respectively. Usually the reference material is lead but sometimes it is
copper or platinum.

Figure 7.11. A thermocouple generates DC voltage Vab between its end points if the
junction temperatures are not equal.

The Seebeck effect is the basis for the thermocouple, a thermoelectric temperature
sensor. One of the junctions, the reference or cold junction, is kept at a constant,
known temperature (for instance 0 °C). Meanwhile the other junction (the hot
junction) is connected to the object whose temperature has to be measured. Actually,
the thermocouple only measures the temperature difference, not an absolute
temperature. Thermocouple materials should have a Seebeck coefficient that is high
(to achieve high sensitivity), a low temperature coefficient (to obtain high linearity)
and be stable in terms of time (for good long-term stability of the sensor).
Thermocouples cover a temperature range from almost 0 K to over 2800 K, and
belong to the most reliable and accurate temperature sensors in the 630 °C to 1063 °C
range. Table 7.3 reveals the properties of various thermocouples.
The sensitivity of most couples shown in Table 7.3 depends on the temperature. For
example, the sensitivity of the couple copper/constantane reaches, at 350 °C,  a value
of 60 µV/K.
All in all, metal thermocouples have a relatively low sensitivity. To obtain a sensor
with a higher sensitivity, a number of couples are connected in series. All cold
junctions are thermally connected to each other and all the hot junctions are connected
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to each other as well. The sensitivity of such a thermopile is n times that of a single
junction where n is the number of couples.

Table 7.3. Some properties of various thermocouples.

materials Composition sensitivity at 0°C
(µV/K)

temperature range
(°C)

iron/constantane Fe / 60% Cu + 40% Ni 45 0 - 760
copper/constantane Cu / 60% Cu + 40% Ni 35 –100 - 370
chromel/alumel 90% Ni + 10% Cr

94% Ni + 2% Al + rests
40 0 -120

platinum/platinum+ rhodium Pt / 90% Pt + 10% Rh 5 0 - 1500

7.2.4.2  The Peltier effect and the Thomson effect

Experimentation has shown that when electric current I flows through the junction of
two materials a and b, there is heat flow Fw from the environment to the junction. The
direction of the heat flow changes when the current is reversed. The heat flow appears
to be proportional to the current I:

F Pw ab T I= - ( ) (7.24)

with ’ the Peltier coefficient, named after its discoverer, Jean Peltier (1785-1845).
The Peltier coefficient depends only on the types of materials involved and the
absolute temperature. In a series with two junctions, heat flows from one junction to
the other (Figure 7.12), raising the temperature at one end of the connection and
lowering it at the other end. The Peltier effect can thus be applied to cooling.

Figure 7.12. Basic construction of a Peltier element: when a current flows through a
couple of junctions one of these junctions heats up and the other cools down.

A Peltier element is a cooling device based on the Peltier effect. To achieve a
reasonable cooling power, many cold junctions are connected thermally in parallel, in
a similar way to the thermopile. The hot junctions are connected to a heat sink to
reduce the heating of the hot face and to create a lower temperature at the cold face.
The Peltier effect is, after all, to generate a temperature difference. The temperature
difference across a Peltier element is limited by dissipation because of the Peltier
current itself. The maximum difference is determined by the Peltier coefficient, the
electrical resistance, and the thermal resistance between the cold and hot faces of the
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element. Theoretically, the maximum temperature difference is about 65 °C (at room
temperature). This value is obtained from selected materials like doped bismuth-
telluride (Bi2Te3). Cooling down to lower temperatures is achieved by piling up the
Peltier elements. However, the maximum temperature difference is far less than that
of the sum of the single elements.
From the theory of thermodynamics it follows that at the junction of materials a and b,
heat production is +’ab(T)I on the one hand, and +a ab(T)IT on the other hand. So,
there is a relation between the Peltier and Seebeck coefficients:

Pab abT T T( ) ( )= - a (7.25)

with T being the absolute temperature at the junction.

Heat exchange with the environment also occurs when current I flows through a
homogeneous conductor that has a temperature gradient. That is known as the
Thomson effect, named after William Thomson (Lord Kelvin), (1824-1907). The heat
flow appears to be proportional to the current I and the temperature gradient in the
conductor:

Fw T I
dT

dx
= m( ) (7.26)

and µ (T) is the Thomson coefficient of the material. Theoretically, µ is equal to
T(da/dT). Usually, in a thermocouple, all three effects: the Seebeck effect, the Peltier
effect and the Thomson effect, occur simultaneously. To prevent the thermocouple
from self-heating or self-cooling it must be connected to a measurement circuit with
high input resistance. The current through the junctions is then kept to a minimum.

7.2.5  Piezoelectric sensors

Some materials show electrical polarization when subjected to a mechanical force, this
is called the piezoelectric effect. The polarization originates from a deformation of the
molecules and results in a measurable surface charge or, via the relation Q = CV, a
voltage across the material. The relation between force and charge is extremely linear,
up to several thousand volts.
The sensitivity of piezoelectric materials is expressed in terms of the piezoelectric
charge constant d (C/N or m/V).
A material with natural piezoelectricity is quartz (SiO2). Many ceramic materials and
some polymers can be made piezoelectric by poling at high temperatures (above the
Curie temperature). Piezoelectric materials are used for the construction of
piezoelectric force sensors and accelerometers. In the latter case, a well defined mass
(a seismic mass) is connected to the piezoelectric crystal of the sensor.
A piezoelectric accelerometer (Figure 7.13a) has a strong peak in the amplitude
characteristic (Figure 7.13b), due to the mass spring system of the construction.
Another important shortcoming of a piezoelectric sensor is its inability to measure
static forces and accelerations, the charge generated by a constant force will gradually



7. Passive electronic components 111

leak away via the (high) resistance of the piezoelectric crystal, or along the surface of
the edges.

Figure 7.13. (a) An example of a piezoelectric accelerometer,
(b) the sensitivity of a piezoelectric accelerometer shows a pronounced peak in the

frequency characteristic,
(c) & (d) two application examples of piezoelectric accelerometers as vibration sensors:

on a rail and on the model of an airplane wing.

Table 7.4 shows the range and the sensitivity of piezoelectric sensors as force sensors
and as accelerometers. The various values depend very much on the size and
construction of the sensor.

Table 7.4. The range and sensitivity of piezoelectric force sensors and accelerometers.

force sensor accelerometer
range 102 - 106 N 5·103 - 106 ms-2

sensitivity 2 - 4 pC/N 0.1 - 50 pC/ms-2

resonance frequency 1 - 100 kHz

The piezoelectric effect is reversible which is what makes the material suitable for the
construction of actuators as well like, for instance, acoustic generators. Recently,
linear motors have also been designed using the piezoelectric effect.
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SUMMARY

Passive circuit components

∑ The resistivity or specific resistance r of a material is the ratio between the electric
field strength E and the resulting current density J: E = rJ; the reciprocal of the
resistivity is the conductivity, s = 1/r.

∑ Ohm's law for a resistor is: V = RI
∑ The capacitance of a set of two conductors is the ratio between the charge Q and

the voltage V: Q = CV. For two parallel plates that have surface area A and are
distance d away from each other the capacitance is C = e0A/d (in vacuum).

∑ The dielectric constant or relative permittivity er of a material is a measure of its
electric polarizability (i.e. the formation of electrical dipoles). For vacuum, er = 1,
a capacitor with a dielectric material has a capacitance that is er as much as in
vacuum.

∑ One of the drawbacks of a capacitor is the loss angle d, defined as tan d = IR/IC,
where IR and IC are the respective resistive and capacitive currents through the
capacitor.

∑  The voltage induced by a varying magnetic field is Vind = –dF/dt . With F the

magnetic flux is defined in turn as the integral of  magnetic induction B: B dA◊ÚÚ
∑  The magnetic field strength H provoked by a current through a straight wire at

distance r is H = I/2pr.
∑ The magnetic permeability of a material is a measure of its magnetic polarizability

(i.e. formation of magnetic dipoles) and is defined through the relation B = µ0µrH.
For vacuum, µr = 1.

∑ The self-inductance of a coil (inductor) is the ratio between the flux produced F
and the current through the inductor: F = LI.

∑ The voltage transfer of an ideal transformer is equal to the ratio of the numbers of
primary and secondary turns, n; the current transfer amounts to 1/n.

Sensor components

∑  For the measurement of physical quantities and parameters, special resistors are
designed with resistances that vary in a reproducible way according to physical
quantities such as: temperature, light intensity, relative displacement or angular
displacement.

∑ Resistance thermometers are based on the positive temperature coefficient of the
resistance of a metal. A common type of sensor is the Pt-100: this sensor has a
resistance of 100.00 W at 0°C, and a sensitivity of about 0.39 W/K.

∑  Thermistors have a negative temperature coefficient: their resistance decreases
exponentially as temperature increases.

∑ Strain gauges are resistive sensors where resistance varies when mechanical force
is applied. Temperature compensation is invariably necessary.
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∑  An LVDT (linear variable differential transformer) is a cylindrical transformer
with a movable core. The voltage transfer is proportional to the linear
displacement of the core.

∑  Capacitive sensors are based on the variation of their active dimensions or on
dielectric properties. The first possibility is used for the measuring of linear and
angular displacement; the second  for measuring, for instance: level, the moisture
content of a substance or thickness.

∑  Thermocouples are temperature sensors based on the Seebeck effect. With
thermocouples, temperature differences can be measured accurately over a wide
range.

∑ The Peltier effect is another thermoelectric effect that can be used for cooling.
∑  The piezoelectric effect is used for the construction of force sensors and

accelerometers. Static measurements cannot be made. The frequency characteristic
of a piezoelectric accelerometer shows a pronounced peak, due to mechanical
resonance.

EXERCISES

Passive circuit components

7.1 Give the relation between the current i and the voltage v of an (ideal) capacitor
with capacitance C. The same question is put for the charge q and the voltage v.

7.2 What is the loss angle of a capacitor?
7.3 Give the relation between the current i and the voltage v of an (ideal) coil with

self-inductance L. The same question can be put for the flux F and the current i.
7.4 What are the relations between magnetic induction B, magnetic flux F and

magnetic field strength H? Give, too, the dimensions of these three quantities.
7.5 Show that the impedance R2 between the terminals of the secondary winding of

the ideal transformer is equal to n2R1 (see the figure below).

Sensor components
7.6 The transfer characteristic of a platinum resistance is given as: R(T) =

R0(1 + aT + bT2), with R0 = 100 W, a = 3.9·10-3 K-1 and ß = -5.8·10-7 K-2.
Calculate the maximum non-linearity error relative to the line R(T) = R0(1 + aT),
in a temperature range going from -50 °C to +100 °C. Express the error in %
and in °C.

7.7 Both the connecting wires of the Pt100 sensor given in Exercise 7.6 have
resistance r. What is the maximum value of r if the measurement error due to
this resistance is to be kept below an equivalent value of 0.1 °C?
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7.8 A chromel-alumel thermocouple is used to measure the temperature of an object
with a required inaccuracy of less than 0.5 °C. Find the maximum permitted
input offset voltage for the voltage amplifier.

7.9 A strain gauge measurement circuit consists of four strain gauges connected to a
circular bar in such a manner that the resistances vary according to torsion, as
indicated in the figure below.

The required resolution of the system is a torsion corresponding to a relative
resistance change of DR/R = 10-6. Find the minimum CMRR of the amplifier A.

7.10 Give the Thévenin equivalent circuit of a thermocouple, taking into account the
resistance of the connecting wires. Give also the Norton equivalent of a
piezoelectric force sensor, bearing in mind the capacitance and the leakage
resistance of the crystal.

7.11 A linear potentiometric displacement sensor has a range from 0-20 mm and a
total resistance of R = 800 W (see the figure below). The sensor is connected to
an ideal voltage source and loaded with a measurement instrument that has an
input resistance of RL = 100 kW.

What is the maximum non-linearity error and what is its displacement?
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8 Passive filters

In conjunction with a particular property, usually the frequency of the signal
components, an electronic filter will enable signals to separate. In this respect it can be
viewed as a system with a prescribed frequency response.
Filters have a wide area of application, some examples being:
∑ to improve signal-to-noise ratio. If the frequency range of a measurement signal

differs from that of the interference or noise signals then the latter can be removed
from the measurement signal by filtering.

∑ to improve the dynamic properties of a control system. Circuits with a particular
frequency response are connected to a control system in order to meet specific
stability requirements and other criteria.

∑ as signal analysis instruments. Many frequency-selective measurement instruments
contain special filters like spectrum analyzers and network analyzers.

In this chapter we will be discussing filters that are composed solely of  passive
components (resistors, capacitors, inductors). Active filters will be examined in
Chapter 13.

The advantages of passive filters are:
∑ their high linearity (passive components are highly linear),
∑ their wide voltage and current range,
∑ the fact that no power supply is required,

The disadvantages are:
∑  that the required filter properties cannot always be combined with other

requirements, for instance with respect to input and output impedances,
∑ that the inductors used for low frequency applications are rather bulky and ideal

inductance or self-inductance is difficult to realize,
∑ that not all kinds of filter characteristics can be produced only with resistors and

capacitors.

There are four main filter types (Figure 8.1): low-pass, high-pass, band-pass and band-
reject or notch filters. Signal components with frequencies that lie within the pass
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band are transferred properly, other frequency components are attenuated as much as
possible.

Figure 8.1. Amplitude transfer characteristic of four main filter types: (a) lowpass;
(b) highpass; (c) bandpass and (d) notch filter.

There is no such thing as filters that have an ideal flat band pass frequency
characteristic up to the cut-off frequency and zero transfer beyond it. The selectivity
can be increased by increasing the network order (hence the number of components).
The first part of this chapter deals with simple, inductorless filters going up as far as
the second order. The second part deals with filters of a higher order.

8.1 First and second order RC-filters

8.1.1 Low-pass first-order RC-filter

Figure 8.2 shows the circuit diagram and the amplitude characteristic (frequency
response of the amplitude) of a low-pass filter consisting of just one resistance and
one capacitance. The transfer characteristic has already been discussed (Section 6.1.1).
The amplitude transfer is about 1 for frequencies up to 1/2pt Hz (t = RC). Signals
with a higher frequency are attenuated: the transfer decreases by a factor of 2 as the
frequency is doubled. The cut-off frequency of this RC-filter is equal to the -3dB
frequency.

Figure 8.2. (a) A lowpass RC-filter of the first order;
(b) with corresponding amplitude transfer diagram.

The frequency characteristic represents the response to sinusoidal input voltages. Let
us now look at the response to another signal, that of the stepwise change of the input
(Figure 8.3a). When the input voltage takes a positive step upwards the capacitor will
still be uncharged, so its voltage will be zero. The current through resistance R is, at
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that moment, equal to i = E/R, where E is the height of the input step. From then on,
the capacitor is charged with this current. Gradually the voltage across the capacitor
increases while the charge current decreases until, finally, the charge current drops to
zero. In its steady-state, the output voltage equals the input voltage E.
If this filter’s step response is to be more precisely calculated the system differential
equation will have to be solved (Section 4.2). The solution appears to be

v E eo
t= -( )-1 t (8.1)

If the input voltage jumps back to zero again the discharge current will at first be
equal to E/R. This current decreases gradually until the capacitance is fully discharged
and the output voltage returns to zero (Figure 8.3b). The differential equation solution
to this situation derived in Section (4.2):

v Eeo
t to= - -( ) t (8.2)

an exponentially decaying voltage. The "speed" of the filter is characterized by the
parameter t, which is called the system’s time constant. The time constant of this filter
appears to be the reciprocal of the -3dB frequency.
The step response can be drawn quite easily when we realize that the tangent at the
starting point intersects the end value at time t = t  after the input step.
Now we can compare the system behavior as described in the time domain and in the
frequency domain. For high frequencies the transfer approximates 1/jwt (Section 6.1).
This corresponds to integration in the time domain (Section 4.2). From Figure 8.3 it
can be deduced that a periodic rectangular input voltage results in a triangular-shaped
output voltage, in particular for high input frequencies. This is why the RC-network is
called an integrating network, even though it only has integrating properties for
frequencies much higher than 1/t.

Example 8.1
A sine shaped measurement signal of 1 Hz is masked by an interference signal with
equal amplitude and a frequency of 16 Hz (Figure 8.4a). This composite signal is
applied to the lowpass filter of Figure 8.4b in order to improve the signal-to-noise
ratio. When the cut-off frequency (or -3dB frequency) is 4 Hz (t = 1/8p  s), the

amplitude transfer at 1 Hz appears to be 0.97 (going on the theory expounded in
Chapters 4 and 6), whereas the amplitude transfer at 16 Hz is only 0.24 (see Figure
8.4c).
To achieve better suppression of the interference signal at 16 Hz we may shift the
-3dB frequency of the filter away from the signal frequency to, for instance, 2 Hz. If

that is done, the respective amplitude transfers for 1 Hz and 16 Hz will be 0.89 and
0.12.(Figure 8.4d). It is hardly possible to discriminate better than that between the
measurement signal and the interference signal because a further decrease in the
-3dB frequency would reduce the measurement signal itself. For a -3dB frequency of

just 1 Hz the transfers are 0.71 (or -3dB) and 0.06. The best signal-to-noise (signal-
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to-interference) improvement ratio in this example is a factor of just 16, because the
frequency ratio is 16 and the slope of the filter characteristic is 6 dB/octave.

Figure 8.3. (a) Step voltage at the input of an RC lowpass filter; (b) corresponding
step response.

Figure 8.4. (a) The input signal vi and (b) the filter from example 8.1; (c) the
output signal vo for t =1/8p s; (d) the output for t =1/2p s.

We will now show how non-ideal matching influences the filter properties. Suppose
that the filter in Figure 8.2 is connected to a voltage source with source resistance Rg

and loaded with load resistance RL (Figure 8.5).
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Figure 8.5. (a) A lowpass RC-filter connected to a source with source resistance
Rg and loaded with a load resistance RL; (b) the corresponding transfer

characteristic.

The complex transfer function of the total circuit will then be:
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The transfer in the pass band is lowered and the cut-off frequency also depends on the
load resistance. Higher source resistance and higher load resistance will move the cut-
off frequency to lower frequencies. When introducing an RC-filter to a system, the
source and load resistance influences must not be overlooked.

8.1.2 Highpass first-order RC-filter

Figure 8.6 shows the circuit diagram and the corresponding amplitude transfer of a
first-order RC high-pass filter. This filter comprises a single resistance and
capacitance. Its transfer function is
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wt1
(8.5)

with t = RC . Signal components with a frequency above 1/2t are transferred
unattenuated; at lower frequencies the transfer decreases by 6 dB/octave.
This filter’s step response can be found in a similar way to that described in the
preceding section. The exact expression for the step response can be found by solving
the network’s differential equation: vo = f(vi).  The solution appears to be:

v Eeo
t= - t (8.6)
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For low frequencies, the transfer approximates jw t , which corresponds to a
differentiation in the time domain. This network is therefore called a differentiating
network, although its differentiating properties are only exhibited at low frequencies
(w <<1/t).

Figure 8.6. (a) A highpass RC-filter of the first order; (b) the corresponding
amplitude transfer.

Figure 8.7. (a) A step voltage at the input of a highpass RC filter; (b) the
corresponding step response.

Example 8.2
The Figure 8.4a signal (drawn again in Figure 8.8a) is now connected to the high-
pass filter input in Figure 8.8b. We consider the 16 Hz signal frequency to be the
measurement signal and the 1 Hz component to be the interference signal. At a cut-off
frequency of 4 Hz, the amplitude transfer at 1 Hz will be about 0.24, and for a
frequency of 16 Hz it will be about 0.97 (see Figure 8.8c).
To further suppress the 1 Hz interference signal, the cut-off frequency of the filter
must be switched to a higher value. Suppose that the -3dB frequency is 8 Hz. In that

case the amplitude transfer at 1 Hz will only be 0.12 while at 16 Hz it is almost 0.89.
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For the same reason as that given in Example 8.1, it is not possible to reduce the
interference signal without simultaneously reducing the measurement signal. Figure
8.8d demonstrates a favorable situation: a cut-off frequency at just 16 Hz, resulting in
amplitude transfers of 0.06 at 1 Hz and 0.71 (–3dB) at 16 Hz.

Figure 8.8. (a) The input signal vi and (b) the filter circuit from Example 8.2;
(c) the output voltage vo at t =1/8p s; (d) the output for t =1/32p s.

The frequency response of a high-pass RC filter changes when it is connected to a
source impedance and a load impedance. We shall consider a source resistance
situation and a load capacitance situation (Figure 8.9).
The complex transfer of the total system is:
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Figure 8.9. (a) A highpass RC-filter with source resistance and load capacitance;
(b) due to the capacitive load, the character of the filter is changed.

The exact position of the cut-off frequencies is found by writing the denominator as
(1 + jwt1)(1 + jw t 2) and solving the equations t1t2 = R gRCLC  and t 1 + t2  =
RC + RgC + RCL. The cut-off frequencies are 1/t1 and 1/t2 (6.1.2). Their approximated
values can be found more easily by using the conditions Rg << R and CL << C which
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are the conditions for optimal voltage matching. The denominator can then be
factorized into (1 + jwRC)(1 + jwRgCL), from which will follow the cut-off frequencies
1/RC (i.e. the original high-pass filter frequency) and 1/RgCL (an additional cut-off
frequency derived from the source and load). This example illustrates again the
importance of taking into account the source and load impedances.

8.1.3 Bandpass filters

A simple way to obtain a band-pass filter is by connecting a low-pass filter and a high-
pass filter in series (Figure 8.10).

Figure 8.10. (a) A bandpass RC filter composed of a lowpass filter and a highpass
filter in series; (b) the corresponding amplitude transfer characteristic.

Because of the mutual loading, the transfer is not equal to the product of  the two
sections individually. From calculations it follows that:
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with t1 = R1C1,  t2 = R2C2 and a = R1/R2. The ratio t2/t1 determines the width of the
pass band (the bandwidth of the filter). The transfer has a maximum at w = 1/÷t1t2, for
which |H| = 1/(1 + a + t1/t2). Because the denominator contains the term (jw)2, the
filter is said to be of the second order. The slope of the amplitude characteristic is +
and -6dB/octave: its selectivity is rather poor. This filter cannot separate two closed
frequencies very well.
There are different ways of creating similar band-pass filter amplitude transfers, using
the same number of components, for instance by changing the section order. Figure
8.11 shows some of the possibilities.
The complex transfer of the filter in Figure 8.11a is:
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with t1 > t2; the transfer of the circuit in Figure 8.11b is:
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Figure 8.11. Some examples of a second-order RC-bandpass filter.

In both cases, t1 = R1C1, t2 = R2C2 and a = R1/R2. The filter of Figure 8.11b has the
advantage that both capacitive and resistive loads can easily be combined with C2 and
R2, respectively. They do not introduce additional cut-off frequencies to the
characteristics. The same holds for a source resistance or capacitance in series with the
input. Obviously the position of the cut-off frequencies may be changed but the shape
of the characteristic will not change.

8.1.4 Notch filters

There are many types of notch filters composed of only resistors and capacitors. A
fairly common type is the symmetric double-T filter (or bridged-T filter) that is
depicted in Figure 8.12.

Figure 8.12. (a) The symmetric double-T notch filter;
(b) the corresponding amplitude transfer characteristic.

When voltage matching is perfect (zero source resistance and infinite load resistance),
the complex transfer function is:
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with v = w/wo - wo/w  and wo = 1/RC. This transfer is just zero for v = 0, or w = 1/RC.
So this filter completely suppresses a signal with the frequency wo. This only applies,
however, if the circuit component values exactly satisfy the ratios as given in the
figure. Even a small deviation results in a finite transfer at w = 1/RC (dashed curve in
Figure 8.12).

8.2 Filters of higher order

The selectivity of first order filters is rather poor: the slope of the amplitude transfer
characteristic is no more than 6dB/octave or 20 dB/decade. The same holds for the
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second order band-pass filter from the preceding section. It is very easily possible to
realize second order band-pass filters with a much higher selectivity, using the
principle of resonance. An example is the combination of a capacitance and an
inductance. Resonance can also be achieved without inductances, using active circuits.
Such filter types, which are discussed in Chapter 13, have a high selectivity but only
for a single frequency, their bandwidth is very narrow.
Filter characteristics with extended flat pass bands and steep slopes are achieved by
increasing the order of the networks. Band-pass filters can be composed of low-pass
and high-pass filters. Low-pass and high-pass filters greatly resemble each other so
this section will be restricted to low-pass RC-filters.

8.2.1 Cascading first-order RC-filters

Consider a number of n first order RC low-pass filters with equal time constants t that
are connected in series. The transfer function of such a system can be written as H =
1/(1+jwt)n. It is presumed that the sections do not load each other (this effect will be
discussed later). For frequencies much higher than 1/t, the modulus of the transfer
approximates |H| = 1/(wt)n ; this means that the transfer decreases by factor 2n when
the frequency is doubled. In other words, the slope is 6n dB/octave. The attenuation at
w = 1/t amounts to -3dB for a single section, so it is -3n dB for an n order filter. The
attenuation within the pass band is considerable.

Example 8.3
Figure 8.13 illustrates a filter consisting of 3 low-pass RC-sections, each with a cut-
off frequency of wc = 1/RC. The impedance of the components in the successive

sections is increased by a factor of 10, starting from the source side. The effect of
mutual loading can therefore be neglected and the transfer will approximate
1/(1+jwt)3.

At the cut-off frequency wc of this filter, the transfer is (_÷2)3 ª 0.35, so attenuation is

substantial. The amplitude transfer of a first order low-pass filter at a frequency of
wc/10 is about 0.995, so it closely approaches unity. With the third-order filter in this

example, the value is (0.995)3 ª 0.985, which is 1.5% lower than the ideal situation. If

the filter was designed with equally valued resistances and capacitances, then matters
would be even worse. The transfer in that case would be:

Figure 8.13. A third order lowpass filter composed of three cascaded first-order
RC sections.
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its modulus for w = wc would be 0.156, and for w = wc/10 it would only be 0.89 (see
Figure 8.14, curve e).

Figure 8.14. The amplitude transfer characteristic of (a) the asymptotic
approximation of a first order lowpass filter; (b) a real first-order filter; (c) the

asymptotic approximation of a third order filter; (d) the filter from Figure 8.13;
(e) the same filter, now with equal resistances and equal capacitances.

8.2.2 Approximations of the ideal characteristics

What clearly emerges from Example 8.3 is that the coefficients of the terms jw, (jw)2

and (jw)3 have a great influence on the shape of the transfer characteristic. One could
try to find the right coefficients for the best approximation of the ideal characteristic
for a given filter order. In order to find those optimal values several criteria may be
used leading to different characteristics. Three such approximations will be discussed
here.

∑ Butterworth filter
The criterion is a maximally flat characteristic in the pass band that reaches the
desired cut-off frequency w = wc. The shape of the characteristic beyond the cut-off
frequency will not be considered. The transfer function of order n, which satisfies this
criterion, appears to be:
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In terms of poles and zeroes (Section 6.2), the poles of the complex transfer function
are positioned equidistantly on the unity circle in the complex plane.
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∑ Chebyshev filter
The criterion is a maximally steep slope from the cut-off frequency. The shape in the
pass band will not be considered here. It appears that in satisfying the condition for the
slope, the pass band shows a number of oscillations. This number increases as the
order increases. To find the proper values of the filter components, the designer of a
Chebychev filter usually makes use of special tables.

∑ Bessel filter
The Bessel filter has an optimized step response. The criterion is a linear phase
transfer up to cut-off frequency. The step response shows no overshoot. Here, too, the
filter designer uses tables to find the proper component values.
Figure 8.15 draws a qualitative comparison between the amplitude transfer
characteristics and the step responses made by the three types.
None of the filter types discussed here can be realized just with resistances and
capacitances. One needs to use either inductors or active components.

Figure 8.15. (a) The amplitude transfer and (b) the step response of (1) a
Butterworth filter, (2) a Chebychev filter and (3) a Bessel filter, all of the 4th

order.
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So far we have only considered the filter amplitude transfer. However, phase transfer
can also be of importance, particularly for filters of a high order. The higher the order,
the larger the phase shift will be (Section 6.1.2). There is a relation between the
amplitude transfer and the phase transfer of a linear network: it is called the Bode
relation. So, having completed a filter design based on specified amplitude transfer, it
becomes necessary to check the resulting phase transfer. This may be of paramount
importance, in particular in feedback systems, where improper phase characteristics
may endanger the system's stability.

SUMMARY

First and second order RC-filters

∑ There are four basic filter types: lowpass, highpass, bandpass and band reject or
notch filters.

∑  The amplitude transfer of a first-order lowpass RC-filter (integrating network)
with time constant t is approximated by its asymptotes 1 (0 dB) for wt << 1 and
1/wt (-6dB/octave) for wt >> 1. The phase transfer runs from 0 via -p/4 at wt = 1
to -p/2.

∑ The amplitude transfer of a first-order highpass RC-filter (differentiating network)
with time constant t is approximated by its asymptotes wt (+6dB/octave) for wt
<< 1 and 1 (0dB) for wt >> 1. The phase runs from p/2 via p/4 (at wt = 1) to 0.

∑  When applying a low-pass or high-pass RC-filter, the influence of the source
impedance and the load impedance must be taken into account.

∑  A band-pass filter, composed of a low-pass and a high-pass RC-filter has an
amplitude transfer that has slopes of + and -6dB/octave. The selectivity is poor.

∑ A double-T or bridged-T filter is an example of an RC-notch filter. Under certain
conditions, the transfer is zero for just one frequency.

Filters of higher order

∑  The amplitude transfer of an n order filter, composed of n cascaded, perfectly
matched sections, has a slope of 6n dB per octave. The attenuation at the cut-off
frequency is ( 1

2 2 )n or -3n dB.

∑ A (lowpass or highpass) Butterworth filter has a maximally flat transfer in the pass
band.

∑ A Chebychev filter has a maximally steep slope from the cut-off frequency at a
given order. Its pass band transfer is oscillatory, the oscillations being more
pronounced at higher order.

∑ A Bessel filter has an optimized step response; its phase transfer is linear up to the
cut-off frequency.
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EXERCISES

First and second order RC-filters

8.1 The time constant of a passive first-order low-pass filter is t = 1 ms. Find the
modulus and the argument of the transfer for the following frequencies:
a. w = 102 rad/s,
b. w = 103 rad/s,
c. w = 104 rad/s.

8.2 A passive first-order high-pass filter has a time constant t = 0.1 s. For which
frequency is the transfer equal to:
a. 1;
b. 0.1;
c. 0.01?

8.3 A measurement signal with a bandwidth of 0-1 Hz receives interference from a
sinusoidal signal of 2 kHz. One therefore tries to attenuate the interference
signal by a factor of 100, using a first order filter. The measurement signal itself
should not be attenuated by more than 3%. Calculate the limits of the filter's
time constant.

8.4 A periodic, triangular signal contains a third harmonic component whose
amplitude is factor 9 below that of the fundamental (even harmonics fail). This
signal is applied to a low-pass filter to reshape the signal into a sine wave. Find
the resulting sine-wave output distortion (the ratio of the amplitudes of the third
harmonic and the fundamental) for filters of orders:
a. 1;
b. 2;
c. 3.

8.5 A measurement signal with frequency 10 Hz, an interference signal with the
same amplitude and frequency 50 Hz must be separated: the interference signal
must be suppressed by at least a factor of 100 compared to the measurement
signal. Find the minimum order to meet this requirement.

Filters of higher order

8.6 Find the type of filter characteristic (low-pass, high-pass, band-pass, notch) for
the filters a-c depicted below.
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8.7 The modulus of the transfer function of an nth-order low-pass Butterworth filter
is

H

c

n
=

+
Ê
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ˆ
¯̃

1

1
2w

w

Calculate the amplitude transfer of this filter for the frequency w = 1
2 wc, and

express this transfer in terms of dB for
a. n = 2;
b. n = 3.

8.8 Given a third-order LC-filter with source resistance and load resistance.

Calculate the modulus of the complex transfer function, and show that this is a
Butterworth filter.

8.9 The inductor in the filter given below has a value L = 1mH.

Find the values of C and R such that the -3dB frequency is 105 rad/s, and the
characteristic satisfies the Butterworth condition.
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9 PN-diodes

Semiconductors are vital to the field of electronics. All active components, with some
exceptions, are based on the particular properties of semiconducting materials. It is
notably the element silicon that is extensively used because it allows many electronic
components to be integrated into a small piece of this material. Other semiconducting
materials currently in use are germanium (the first transistor was made from this but
nowadays it is used for high frequency signal processing) and gallium arsenide (used
for optical components). The first part of this chapter deals with the basic concepts of
semiconductors, in particular silicon. Beyond that the operations and characteristics of
a particular semiconductor device, the pn-diode, is discussed. The second part
illustrates how such pn-diodes are applied to a number of signal processing circuits.

9.1 The properties of pn-diodes

9.1.1 The operation of pn-diodes

Pure silicon (also known as intrinsic silicon) has a rather low conductivity at room
temperature, the concentration of free charge carriers (Section 7.1) is small. Once
specially technologically treated, the charge carrier concentration can be increased to a
predefined level, thus resulting in accurately known conductivity. This process, which
is known as doping, involves adding impurities to the silicon crystal.
Silicon is a crystalline material consisting of a rectangular-shaped, symmetric lattice
of atoms. A silicon atom has four electrons in its valance band, each of which
contributes to the covalent bond with one of the four neighboring atoms. Only very
few electrons have enough energy to escape from this bond. When they do, they leave
an empty space known as a hole.
In a crystal doped with atoms which has five electrons in its valance band, four of
them will be used to form the covalent bonds with four neighboring silicon atoms. The
fifth will only be very weakly bound and therefore able to move freely through the
lattice. Notice that these electrons do not leave a hole. What they do in any case is
contribute to the concentration of free charge carriers in the material in question which
is why they are called free electrons. The material that is responsible for this supplying
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of free carriers is called a donor, the resultant doped silicon is said to be n-type silicon,
because the electrons have negative charge. At room temperature almost every impure
atom generates an additional free electron. The free charge carrier concentration is
therefore equivalent to the donor concentration.
When silicon is doped with atoms that have only three electrons in the valance band,
all three will contribute to the bonding with neighboring silicon atoms, there will even
be one link missing. This empty place, the hole, can easily be filled by a free electron,
if available. The material that facilitates this easy intake of free electrons is called an
acceptor. The resulting doped silicon is p-type silicon because of the shortage of
electrons (equivalent to holes). There are approximately as many holes as there are
impurity atoms.
At first sight, one may think that the conductivity of p-type silicon is even lower than
that of intrinsic material. This is not, however, the case at all. When a piece of p-type
silicon is connected to a battery, electrons at the negative pole of the battery will drop
into the surplus of holes. Due to the electric field produced by the battery they will
move from hole to hole and converge on the positive pole. Obviously, this type of
conducting differs essentially from the conducting of free electrons. Any time an
electron moves to another hole it leaves a new hole, thus resulting in a migration of
holes in the opposite direction. To distinguish between conduction in n-type and p-
type silicon let us think of holes as positive charge carriers, free to move through the
silicon. The mobility of electrons differs somewhat from that of holes. That is why the
conductivity of n-type silicon differs from that of p-type, even when equally doped
and kept at the same temperature.
What happens when a piece of p-type silicon is connected to a piece of n-type silicon?
This pn-junction, which has very particular properties, will play a key role in almost
all electronic components. In modern technology, the junction is not made by simply
putting two materials together (as was done in the early days of pn-junction formation)
but rather by merely partially doping n-type material with acceptor atoms or p-type
material with donor atoms. We will now discuss the main properties of such a pn-
junction.

Consider the junction of p and n-type silicon at the moment of connection. The p-type
contains a high concentration of holes but in the n-type there are hardly any holes.
Due to this sharp gradient, holes will diffuse from the p-type to the n-type material.
For the same reason, electrons will drift from the n-type to the p-type region.
However, when an electron meets a hole, they will recombine and nothing will be left.
The result of this recombining is a thin layer on either side of the junction that
contains neither free electrons nor free holes. It is depleted of free charge carriers
which is why that region is called the depletion region or the depletion layer (Figure
9.1).
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Figure 9.1. On either side of a pn-junction there is a region without free charge
carriers known as the depletion region.

The depletion region then ceases to be a neutral zone. When the electrons have drifted
away positive ions remain in the n-type material while negative ions remain in the p-
type. There is a positive and a negative space charge region on both sides of the
junction. Such a dipole space charge is accompanied by an electric field directed from
the positive to the negative region or, from the n-type to the p-type side. This electric
field prevents the further diffusion of electrons and holes. At a certain depletion layer
width an equilibrium will be struck between the electric field strength and the
tendency of free charge carriers to reduce any concentration gradient.
The width of the depletion layer depends on the concentration of free charge carriers
in the original area. The width can also be influenced by an external electric field.
Now suppose that we connect the n-side of the junction to the positive pole of a
battery and the p-side to the negative pole. The external field will then be running in
the same direction as the internal field across the junction. Moreover, since the
depletion region has a very low conductivity (a lack of free charge carriers), the
external field will almost completely cover the junction itself, thus reinforcing the
original field. We have seen that there is equilibrium concerning the depletion width
and the electric field. When an external field is applied (which is added to the internal
field) a new equilibrium will develop, this time at a wider depletion layer.
In the case of an external field with opposite polarity the reverse holds: the internal
field decreases in accordance with the decrease in the width of the depletion layer.
As the depletion layer is almost devoid of free charge carriers it behaves like an
isolator letting no current pass the junction. However, when the external electric field
is increased until it fully compensates the internal field, a current can then flow
through the material because the conductivity of the doped silicon is quite low.
On the basis of the considerations above it becomes possible to draw the voltage-
current characteristic of the pn-junction (Figure 9.2). If we disregard the leftmost part
of the characteristic (at Vz), we see that current can only flow in one direction. This
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element is therefore called a diode, in allusion to the similar property of the vacuum
diode.

Figure 9.2. The voltage-current characteristic of a pn-diode. VZ is the Zener
voltage, I0 the leakage current or reverse current and Vk  the threshold voltage.

The theoretical relationship between the current through a diode and the voltage
across it is given as (9.1):
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with q the electron charge (1.6¥10-19 C), k Boltzmann's constant (1.38¥10-23 J/K) and T
the temperature in K. At room temperature (T = 300 K) the factor q/kT equals about 40
V-1. For a negative voltage (reverse voltage), qV/kT is small compared to 1, the current
is thus about –I0, and is called the reverse current or diode leakage current. For
positive voltages (forward voltage) the current approximates I ª  I0e

qV/kT which
increases exponentially as forward voltage increases by amount e (ª2.78) per 1/40 V =
25 mV. One can roughly assert that due to this strong current rise triggered by the
voltage, the diode will conduct above a certain voltage (the threshold voltage Vk in
Figure 9.2). Below that voltage the current is almost zero. Vk depends on the material;
for silicon it has a value of between 0.5 and 0.8 V. In practice, a value of 0.6 V is used
as a rough indication. The reverse current I0 depends on the material and very much on
the temperature. Silicon diodes intended for general use have a leakage current below
10-10 A which increases exponentially as the temperature increases by a factor of 2 per
6 to 7 ∞C. Conversely, at constant current, the voltage across the diode decreases by
about 2.5 mV as the temperature increases 1 ∞C.
From Figure 9.2 and expression (9.1) it appears that a pn-diode is a non-linear
element: it is not possible to describe a diode in terms of a single resistance value. To
characterize the diode in more simple terms than the exponential relation of (9.1), we
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will introduce the differential resistance, defined as rd = dV/dI. From (9.1) it follows
that V  = (kT/q)ln(I/I0),  the differential resistance of the diode is therefore  kT/qI,
which is inversely proportional to the current I. At room temperature kT/q = 1/40 and
so the differential resistance of the diode is about 25 W for a current I = 1 mA. This
value is independent of the construction, and it is the same for all diodes. Using this
rule of thumb it becomes easy to find, for an  arbitrary current, the differential
resistance.
The reciprocal value of the differential resistance is the (differential) conductance: gd

= 1/rd, which corresponds to the slope of the tangent at a point of the characteristic
given in Figure 9.2. The conductance at 1 mA is 40 mA/V which is directly
proportional to the current.
Other important characteristics of a diode are the maximum possible current (in a
forward direction) and voltage (in a reverse direction). The maximum current is about
10 mA for very small types and may be several kA for power diodes. The maximum
reverse voltage ranges from a few V up to several 10 kV. At maximum reverse
voltage, the reverse current increases sharply (see the left part of Figure 9.2), due to a
breakdown mechanism. One such mechanism is Zener breakdown, an effect that is
employed in special diodes, called Zener diodes that are able to withstand breakdown.
In the breakdown region these diodes have a very low differential resistance (the slope
of the I-V characteristic is very steep): the voltage hardly changes at varying current.
This property is used for voltage stabilization. For applications that require a very
stable Zener voltage, diodes are constructed with an additional diode for temperature
compensation; the net temperature coefficient of the Zener voltage can be as low as
10-5 per °C. Zener diodes are constructed for voltages ranging from about 6 V  to
several 100 V. Figure 9.3 presents the symbols of a normal diode and a Zener diode.

Figure 9.3. Symbols for (a) a diode, (b) a Zener diode.

9.1.2 Photodiodes

The leakage current (reverse current) of a diode originates from the thermal generation
of free charge carriers (electron-hole pairs). Charge carriers that are produced within
the depletion layer of the diode will drift away because of the electric field: electrons
drift to the n-side and holes to the p-side of the junction. Both currents contribute to an
external leakage current, I0. The generation rate of such electron-hole pairs depends on
the energy of the charge carriers: the more energy there is, the greater the number of
electron-hole pairs produced will be. It is possible to generate extra electron-hole pairs
by adding optical energy. If light is allowed to fall on the junction, free charge carriers
will be created that will increase the leakage current of the diode. Diodes that are
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designed to employ this effect (light sensitive diodes or photodiodes), have a reverse
current that is almost proportional to the intensity of the incident light.
The main characteristics of a photodiode are:
∑  spectral response, expressed as ampère per watt or ampère per lumen (Figure

9.4a). Silicon photodiodes have a maximal response for light with a wavelength of
about 800 nm,

Figure 9.4. (a) Spectral response S and (b) a polar sensitivity diagram of a
photodiode and several light-emitting diodes. The shape of the polar diagram

depends on the device’s encapsulation (i.e. on whether it does or does not have
a built-in lens).

∑ dark current, the reverse current in the absence of light. As can be expected from
the nature of the reverse current, the dark current of a photodiode increases
markedly as temperatures rise. Usually this increase is great compared to that of
the reverse current of normal diodes and ranges from several nA to mA, depending
on the surface area of the device,
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∑  quantum efficiency, that is to say, the ratio between the number of optically
generated electron-hole pairs and the number of incident photons. This efficiency
is better than 90% at the peak wavelength.

Photodiodes have a much faster response to light variations than photoresistors
(Section 7.2.1.2), they can follow light signals with a bandwidth of several 100 MHz,
and are, therefore, suitable for glass fiber transmission applications (Figure 9.5a)

Figure 9.5. (a) An LED and a photodiode applied to glass fiber communication
links, (b) common type LED.

9.1.3 Light-emitting diodes (LEDs)

Some semiconductor materials generate photons when the forward current through a
pn-junction exceeds a certain value. Such a diode is called a light-emitting diode or
LED. Silicon is not a suitable material for this effect. A semiconductor that is better in
this respect is gallium arsenide, possibly supplemented with small amounts of
phosphorus, aluminum or indium. The color of an LED is determined by the
composition of the semiconductor. The spectrum of available LEDs ranges from
infrared to blue.
The main characteristics of an LED are:
∑ its peak wavelength which, depending on the type of material used, is between 500

nm (blue) and 950 nm (infrared);
∑  the polar emissivity diagram. There are LEDs that produce very narrow beams

(usually by applying a built-in lens) or wider beams (Figure 9.4b). Narrow-beam
LEDs are suitable for coupling with glass fibers (Figure 9.5a);

∑ the maximum allowable current, which also determines the maximal intensity. The
peak current is around 100 mA and the corresponding forward voltage is 1 to 2 V.

LEDs are constructed in various encapsulations, with or without a lens, with only one
element or a whole array. They are widely used as alpha-numeric displays. Figure
9.5b shows a simple type. There are also LEDs that emit two colors, depending on the
direction of the current. This device consists of two independent LEDs in a single
encapsulation connected in an anti-parallel fashion.



9. PN-diodes 137

9.2 Circuits with pn-diodes

PN-diodes can be used in one of two ways for non-linear signal processing. The first
possibility is based on the exponential relationship between the voltage and the
current. This creates circuits for exponential and logarithmic signal converters and for
analog multipliers. Such circuits will be discussed in Chapter 13. Looking to the diode
characteristic of Figure 9.2, it appears that for voltages below Vk the diode behaves
like a very large resistance. When conducting, the (differential) resistance is low (25
W around the 1 mA point). Furthermore, the voltage across the diode remains almost
Vk irrespective of the forward current. Similarly, with negative currents, the voltage
equals the Zener voltage VZ. So, a diode behaves like an electronic switch: when
conducting, the switch is closed, and acts as a short with a series voltage equal to Vk in
the forward mode and VZ in the reverse mode (only for Zener diodes). If the voltage is
below Vk, the switch will be off and the current will be zero. This rough approximation
is used in this particular section to analyze a number of commonly used pn-diode
circuits.

9.2.1 Limiters

A limiter or clipper is a circuit that has a prescribed limited output voltage. Figure 9.6a
shows a circuit for the limitation up to a maximum voltage and Figure 9.6b gives the
corresponding transfer characteristic.
As long as the input voltage vi < Vk, the current through the diode will be zero so the
output voltage will be vo = vi. When vi reaches Vk, the diode becomes forward biased
and conducts but its voltage remains Vk. The diode current equals (vi – Vk)/R, so with R
the input current can be limited as well.
When the diode connections are reversed, the output voltage is limited to a minimum
value equal to –Vk. By connecting two diodes in an anti-parallel fashion (Figure 9.6c),
vo is limited to between –Vk and +Vk (Figure 9.6d). For overload protection such
limiting circuits are often connected across the input of a sensitive measurement
system.
Limiting up to a voltage other than Vk is achieved using Zener diodes (Figure 9.7).
The maximum output voltage is the voltage for which both diodes conduct. The
voltage across Z1 is the Zener voltage VZ1 and that across Z2 is the normal voltage drop
Vk. A minimum voltage develops when both diodes are conducting in the reverse
direction: the voltage across Z1 is the forward biased voltage Vk and the voltage over Z2

is its Zener voltage VZ2. The output limits are not affected by load resistance (Figure
9.7b). Between the two output limits (when both diodes are reverse biased), the
transfer of the circuit is vo = viRL/(R + RL) which is the formula for the normal voltage
divider circuit.
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Figure 9.6. (a) A limiter for limitation to a maximum voltage, (b) the
corresponding transfer characteristic, (c) a limiter for both positive and negative

maximum voltages, (d) the corresponding transfer characteristic.

Figure 9.7. (a) A limiter with Zener diodes, (b) the transfer characteristic for two
values of the load resistance RL; VZ1<VZ2.
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9.2.2 Peak detectors

A peak detector is a circuit that creates a DC output voltage equal to the peak value of
a periodic input voltage. Figure 9.8a shows a peak detector circuit in its most simple
form with a capacitor and a diode.

Figure 9.8. (a) A diode peak detector for positive peak values, (b) output voltage
vo for sinusoidal input voltage vi, (c) output voltage vo for triangular input voltage

vi.
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To explain how this circuit operates let us start with an uncharged capacitor and
consider the rising part of the input voltage (Figure 9.8b). At t = 0, the voltage across
the diode is zero: the diode is reverse biased. The output vo is also zero and keeps to
that value until the input voltage vi reaches Vk. Only then does the diode reach a state
of conduction so that a current can flow and the voltage can remain Vk. The output
thus keeps up with the input and there is a constant difference of Vk. The capacitor is
charged by a positive current through the diode. The current cannot flow into the
inverse direction and so the capacitor cannot be discharged. When the input voltage
decreases after having reached its peak value the output voltage will therefore remain
constant. Its value equals the peak value of the input minus Vk. This situation will be
maintained as long as the input voltage does not again exceed vo + Vk . Only when the
value is slightly higher at the next peak will the diode conduct. The capacitor, though,
will be charged up to the new peak value in the way depicted in Figure 9.8c for
triangular input voltage.
The peak detector seen in Figure 9.8a can only detect the absolute maximum ever. If
we want the circuit to also respond to the peak value of a gradually decreasing
amplitude then the capacitor must partly discharge between two successive peaks.
This is achieved by connecting a resistor across the diode or the capacitor (Figure
9.9a). Even when the diode is reversed biased the capacitance will discharge, resulting
in a small decrease in the output voltage (Figure 9.9b). The capacitor is charged again
at each new maximum that exceeds vo + Vk. In other words, also when amplitude is
gradually decreasing, the circuit can follow the peak value of a periodic signal. The
price of this simple measure is a small ripple in the output signal, even at constant
amplitude. To estimate an appropriate resistance value for a minimum output ripple,
we must assume that there is a linear discharge curve (instead of a negative
exponential curve). At t = 0, T, 2T, ...., vo equals v̂i  – Vk and falls with a rate v̂i /t
(V/s). The output ripple is:
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The true value is somewhat smaller than this approximation, because vo starts to rise
again from the moment slightly before t = T, 2T, … To minimize the ripple, t must be
large. To keep track of a decreasing amplitude, t must be small. A compromise must
therefore be made between ripple amplitude and the response time to decreasing
amplitudes.
The output voltage of a peak detector is always about Vk below the actual peak value.
When changing the polarity of the diode in Figure 9.8a, the output voltage responds to
the negative of the peak value: vo = v̂ i + Vk. An AC voltage with an amplitude that is
below Vk (about 0.6 V) cannot be detected with this simple circuit.

9.2.3 Clamp circuits

A clamping circuit moves the average level of an AC signal up or down so that the top
has a fixed value. Figure 9.10 shows the most simple circuit configuration and gives
an example of sinusoidal input and output voltage.
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Figure 9.9. (a) Peak detector with discharge resistance in order to allow a slowly
decreasing amplitude to be detected, (b) the determining of the ripple voltage.

Figure 9.10. (a) A clamping circuit, (b) the response to a sinusoidal input signal.

At t = 0 it is assumed that the capacitor is uncharged. Obviously, the output voltage
can never exceed value Vk. In addition, the capacitor can never be discharged at a
diode voltage that is below Vk. With these conditions in mind it becomes clear
precisely how this circuit operates. At increasing input vi, the diode remains reverse
biased, no current flows, so vo = vi. As soon as vi reaches Vk  the diode will conduct
and behave like a short-circuit: vo = Vk . This situation is maintained until the input has
reached its maximum. In the meantime, the capacitor is charged up to a voltage of vc =
v̂ i - Vk , but cannot discharge. As a result, the output follows the input and there is a
constant difference of just Vk , as long as the output does not exceed the value Vk .
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As the capacitor can be charged but not discharged, the circuit only functions well at
constant or increasing signal amplitude. This drawback is eliminated by connecting a
resistor across the diode or capacitor to allow some discharge of the capacitor between
two successive input signal maximums (c.f. the peak detector of Section 9.2.2).

Figure 9.11. (a) A clamp circuit with discharge resistance and an additional
voltage source, (b) an input signal showing step-wise  amplitude change by a

factor of 3, (c) the resulting output voltage for R = •; (d) the output voltage for
the finite value of R.
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An arbitrary clamping level can be obtained by using a voltage source in series with
the diode. The clamping level becomes V + Vk . If the polarity of the diode is changed
this will result in clamping on the negative peaks of the input. Figure 9.11 shows a
circuit that clamps the negative peaks at a level of V + Vk  and which also responds to
slowly decreasing amplitudes as depicted in Figure 9.11b. Clamping circuits are used
to set a proper DC level for AC signals. This can be combined with a peak detector
(Figure 9.8a) to create a peak-to-peak detector where the output equals the peak-peak
value of the input, minus 2Vk .

9.2.4 DC voltages sources

Most electronic systems require a more or less stable power supply voltage and
sometimes a very stable and precisely known reference voltage. The voltage should
not be affected by the current through it and made to behave like an ideal voltage
source. Special integrated circuits are available for high stability requirements which
give a stable output voltage for various output currents over a wide power range.
Simpler methods can be adopted in situations where the requirements are less strict. In
this section we shall introduce two DC voltages sources, the first uses an unstabilized
DC voltage as a primary power source while the second uses an AC power source.

A voltage stabilizer with Zener diodes

As explained in Section 9.1, the Zener voltage is virtually independent of the reverse
current through the diode. This property is employed when realizing a simple yet
fairly stable voltage source (Figure 9.12).

Figure 9.12. Voltage stabilization using a Zener diode.

The input of this circuit is a voltage Vi that may vary over a substantially wide range.
The diode is biased by its reverse current, the value of which is laid down by resistor
R. Obviously, under the condition Vi > VZ, the output voltage VL equals VZ , which
makes it almost independent of the current through the diode. When the circuit is
loaded with RL, a current flows through the load equal to IL = VZ /RL. As long as IR > IL,
enough current will remain for the Zener diode to maintain its Zener voltage. The
output is constant, irrespective of the load resistance. For this particular application
there are Zener diodes available that have a maximum tolerated power of 0.3 up to 50
W.
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Graetz bridge

Graetz’ bridge circuits (Figure 9.13) are used extensively in systems that require a DC
supply voltage but where only AC power is available.

Figure 9.13. (a) A simple power supply circuit consisting of a transformer, a diode
bridge and a capacitor, (b) a rectifier bridge in a single housing, (c) the input

voltage of the bridge circuit, (d) rectified output where the ripple depends on the
load current and the capacitance C.

First of all, the primary AC voltage is reduced to a proper value of vi by the
transformer. Due to the four diodes, the current IL through RL can only flow in the
direction indicated in Figure 9.13a. The polarity of the output voltage vL is always
positive, irrespective of the polarity of vi (Figure 9.13d, thin line). In conjunction with
this property the diode bridge is also sometimes known as a double-sided rectifier (a
single-sided rectifier simply clips the negative halves of the sine wave). The capacitor
C forms a peak detector (Section 9.2.2) together with the bridge’s diodes. The ripple
in the output signal vL (Figure 9.13d, bold line) is caused by capacitor discharge
through the load resistance. A large C value is required to keep this ripple below a
specified value, even at high load currents.
Rectifying bridges are available as single components (Figure 9.13b) for a wide range
of the allowed maximum current and power.

SUMMARY

The properties of pn-diodes

∑ The conductivity of n-doped silicon is mainly determined by the concentration of
free electrons. In p-doped silicon the conductivity is mainly determined by the
concentration of holes.

∑ The relation between the current through a pn-junction and the voltage is given as
I = I0(e

qV/kT –1). For V < 0, I = I0, the leakage current or the reverse current of the
diode. This current is very temperature-dependent.
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∑  A silicon diode becomes conductive at a forward voltage of about 0.6 V. At
constant current, the temperature sensitivity of the forward voltage is roughly –2.5
mV/K.

∑ The differential resistance of a pn-diode is rd = kT/qI; rd is about 25 W at I = 1 mA.
∑ Zener diodes show an abrupt increase in the reverse current at the Zener voltage.

They are used as voltage stabilizers and voltage reference sources.
∑ The leakage current of light-sensitive diodes or photodiodes is proportional to the

intensity of the incident light. To operate properly the diode should be reverse
biased.

∑ Light-emitting diodes or LEDs emit a light beam, the intensity of which is roughly
proportional to the forward current. The color or wavelength of the light is
determined by the composition of the semiconductor material.

Circuits with pn-diodes

∑ A pn-diode can be used as an electronic switch: for Vd < Vk, its resistance is very
high. When conducting, the resistance is low, and the voltage across the diode is
about 0.6 V.

∑ Diode limiters make use of the property that the diode voltage is limited to about
Vk = 0.6 V or (with Zener diodes) to the Zener voltage VZ.

∑ The peak value of a periodical signal can be measured using the diode-capacitor
circuit given in Figure 9.8. The output voltage is 0.6 V below the peak voltage.
The response to decreasing amplitudes is improved by using an additional resistor
that introduces a ripple voltage at the output.

∑ With the diode-capacitor circuit shown in Figure 9.10, the top of a periodic signal
is shifted to a fixed value, irrespective of the signal amplitude. The response to
slowly increasing amplitude is improved by additional resistance.

∑ With a Zener diode a reasonably stable voltage source can be realized.
∑ The Graetz bridge is a double-sided rectifier. Using a relatively large capacitor this

rectified voltage can be converted into a DC voltage with a small ripple.

EXERCISES

The properties of pn-diodes

9.1 What is the theoretical relationship between the current through a pn-diode and
the voltage across it?

9.2 Give the approximate value of the differential resistance of a pn-diode at 1 mA,
at 0.5 mA and at 1 mA. Give also the conductance values.

9.3 What is the change in the diode voltage at constant current when there is a
temperature increase of 10 ∞C?

9.4 What is the change in the diode voltage at constant temperature when the current
increases by a factor of 10?

9.5 To obtain the value of the series resistance rs of a diode the voltage is measured
in two different currents: 0.1 mA and 10 mA. The respective results are 600 mV
and 735 mV. Find rs.
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Circuits with pn-diodes

9.6 Draw the transfer function (output voltage versus input voltage) of each of the a-
d circuits depicted below. The diode has an ideal V-I characteristic; Vk = 0.5 V.

9.7 Find the output voltage of the peak detector given below for sinusoidal input
voltages with amplitude 6 V, 1.5 V and 0.4 V and zero average value. The diode
has ideal properties, Vk = 0.6 V.

9.8 Refer to the circuit in the preceding exercise C =0.1 mF. The input voltage is a
sine wave with a frequency of 5 kHz. A resistor R is connected in parallel to C.
Find the minimum value of R when the ripple (peak-to-peak value) is less than
1% of the amplitude of vi. The diode voltage Vk can be neglected with respect to
the input amplitude.

9.9 Find the average value of vo for each of the following a-c circuits at an input
amplitude of 5 V. Assume that Vk = 0.6 V.
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9.10 The figure given below shows a clamp circuit for clamping the negative tops of
a signal to an adjustable voltage V. What is the range of V if this circuit is to be
properly operated. Bear in mind that the input signal is, on average, a sinusoidal
voltage of zero with a peak value value v̂ i; Vk = 0.6 V.

9.11 Sketch the output signal of a Graetz bridge loaded with a resistor of 20 W, and
connected to:
a. an AC voltage of 50 Hz, rms value 10 V;
b. a DC voltage of +10 V;
c. a DC voltage of -10 V.
What is the ripple voltage in all three cases? Vk = 0.6 V.

9.12 Answer the same questions as those posed in 9.11 but imagine now that a
capacitance of 1500 mF is connected to the bridge.

9.13 Find the minimum value of RL in the following circuit for which the output
voltage is just 5.6 V.
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10 Bipolar transistors

Bipolar transistors consist of three alternate layers of p-type and n-type silicon. By
making the middle layer of the three very thin it becomes possible to amplify
electronic signals with this component. In this chapter we shall start by examining the
transistor’s operating principles before going on to describe its behavior as an active
electronic component. Examples will be given of amplifier circuits with bipolar
transistors.

10.1 The properties of bipolar transistors

10.1.1  Construction and characteristics

Figure 10.1 presents the schematic structure of a bipolar transistor. In accordance with
the various materials used, two types of transistors exist: npn-transistors and pnp-
transistors. The same figure also mentions the names of the respective parts (the
corresponding terminals have identical names) and shows the circuit symbol for both
types.
We shall first consider the transistor as a series of two pn-junctions (or pn-diodes)
with one common part. One of the diodes is connected to a reverse voltage, the other
to a forward voltage. The common part is called the transistor base, the adjacent part
of the reverse biased diode is the collector and the adjacent part of the forward biased
diode is the emitter. As the base-emitter diode has forward voltage, a current will flow
through that junction. In an npn-transistor this current is composed of electrons
flowing from the emitter to the base region. Under normal conditions these electrons
leave the transistor via the base connection. No current will in fact flow through the
base-collector junction because of the reverse voltage.
The situation changes significantly when the width of the base region is made very
thin, as indicated in Figure 10.1. The vast majority of the electrons that enter the base
will survive the journey through the base and enter the collector region. Once there,
they will be drawn into the collector by the electric field across the base-collector
junction. Only a fraction of the electrons fail to reach the collector and leave the
transistor via the base terminal. In an npn-transistor where the voltages are properly
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connected, the electrons flow from the emitter to the collector, thus corresponding to a
physical current between the collector and the emitter and thereby passing the forward
biased base-emitter junction and the reverse biased base-collector junction.

Figure 10.1. (a) Schematic structure and npn-transistor symbol (b) the same for a
pnp-transistor.

A pnp-transistor operates in exactly the same way There holes flow from the emitter
via the thin base region towards the collector. The polarity of the physical current is
positive from emitter to collector because the holes are positive charge carriers.
We have seen that only a fraction of the total current flows through the base. This
fraction is an important parameter for the transistor, it determines the transistor’s
current gain b which is defined as the ratio between the collector current IC and the
base current IB, so: IC = IB. The current gain depends to a great extent on the width of
the base region and ranges from 100 to 300 for low-power transistors up to 1000 for
special types (super-b transistors). High-power transistors have a much lower b, of 20
or even less.
The current through the base-emitter diode (the emitter current IE) still satisfies the
diode equation 9.1. As the collector current is almost equal to the emitter current (the
difference is just the small base current) the collector current satisfies (9.1) as well:

I I eC
qV kTBEª 0

The collector current is therefore determined by the base-emitter voltage VBE, it is
independent of the base-collector voltage VBC under the condition of a reverse biased
base-collector junction. In other words, the collector behaves like a current source: the
collector current does not depend on the collector voltage. More specifically, it is a
voltage-controlled current source, because the current is directly related to the base-
emitter voltage. It is also a current amplifier with a current gain of b, because the
collector current satisfies the relation IC = bIB.
It is important to distinguish between the two properties of a bipolar transistor: its
output signal (the collector current) can be controlled either by an input voltage (VBE)
or by an input current (IB).
Figure 10.2 depicts the typical characteristics of a bipolar transistor: in (a) the relation
is shown between the collector current and the base-emitter voltage (at a fixed base-
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collector voltage) and in (b) the collector current versus the collector voltage (relative
to the emitter voltage) is shown with VBE as a parameter.

Figure 10.2. The typical characteristics of a bipolar transistor,
(a) IC versus VBE at constant VBC, (b) IC versus VCE for various values of VBE.

Collector breakdown occurs when the reverse voltage of the base-collector
junction is increased too much.

Obviously the actual characteristic differs in several respects from the behavior as
described previously. Firstly, the collector current (Figure 10.2a) increases less than
the exponential relation of the pn-diode would indicate because of the emitter’s
resistance and base materials. The collector current (Figure 10.2b) is not totally
independent of the collector voltage, due to the so-called Early-effect. What is not
apparent from Figure 10.2 is that the current gain varies somewhat depending on the
collector current: b decreases at very low and very high currents. Finally, a leakage
current flows through the reverse biased base-collector diode.
Other important parameters of a bipolar transistor are the maximum reverse voltage
for the collector junction, the maximum forward voltage for the emitter junction and
the maximum power IC◊VCE. The maximum power ranges from roughly 300 mW for
the smaller types to over 100 W for power transistors with forced cooling. Figure 10.3
shows different transistors in various encapsulations.

Figure 10.3. Some examples of various transistors, (a) & (b) low-power
transistors (up to about 400 mW), (c) medium power (about 10 W),

(d) high power transistor (about 100 W).
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10.1.2 Signal amplification

If a bipolar transistor is to be employed for linear signal amplification it has to be
correctly biased. This means that all voltages between the terminals and consequently
all the currents through the terminals should have a proper value. This state is called
the bias point or operating point of the transistor, look for instance at point P in Figure
10.2b. Auxiliary power supply sources, for instance batteries, are needed to bias the
transistor. Proper biasing is the foremost prerequisite for optimal operation as a signal
amplifier. The currents and voltages of the transistor must satisfy the equations:

I I eE
qV kTBE= 0

I IB C= b (10.1)

I I IB C E+ =

Once biased, the signals (voltages or currents) are superimposed on the bias voltage
and current. They are considered to be imposed fluctuations around the bias point. The
signal can be applied to the transistor, for instance, by varying the base-emitter voltage
or the base current. Whatever variations are made the equations (10.1) still remain
valid. When varying one of the transistor currents or voltages, all the other quantities
will vary consequently. To avoid non-linearity, the fluctuations are kept relatively
small. The description of this small-signal behavior is usually given in terms of the
small-signal equations found by differentiating equations (10.1) in the bias point:

i
qv

kT
I gv

v

re
BE

E BE
BE

e
= = =

i ib c= b (10.2)

i i ib c e+ =

To distinguish between bias quantities and small-signal quantities, the former are
written in capitals and the latter in lower-case characters: ie stands for dIE or DIE, vbe

for dVBE, etc.
The parameter g (A/V or mA/V) is the transconductance of the transistor and
represents the sensitivity of the collector current to changes in the base-emitter
voltage. Another notation is its reciprocal value, re, and the differential emitter
resistance (comparable to the differential resistance rd of a diode).
The transistor's ability to amplify signal power follows from the next few
considerations. Assume that the input terminal is the base and the output terminal the
collector. Suppose that the input signal is the (change in) base-emitter voltage vbe. The
collector is furthermore connected to a resistor, R, so that the voltage across R equals
icR. The input signal power is pi = ibvbe, the output signal power is po = ic

2R. The power
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transfer thus equals po/pi = ic
2R/ibvbe = bgR, a value that can easily be much larger than

1.
Equations (10.2) describe the signal behavior, irrespective of the biasing equations
(10.1). We use a transistor model based on just the small-signal equations to analyze
transistor circuits. An example of such a model, the T-equivalent circuit, is depicted in
Figure 10.4a. By applying Kirchhoff’s rules it is easy to verify that this model
corresponds to the equations (10.2).

Figure 10.4. (a) A small-signal model of a bipolar transistor, (b) an extended
model accounting for the base resistance.

The model can be extended to give a more precise description of the transistor. For
example, the model depicted in Figure 10.4b accounts for the base resistance rb. It is
the resistance of the silicon between the base terminal and the internal base contact
denoted as b¢. The corresponding circuit equations are: iere = vb'e and ibrb = vb'b.
It is also possible to add capacitances to the model in order to also make it valid for
high signal frequencies. The next section illustrates how transistor models can be used
in the analysis of some basic electronic circuits with bipolar transistors.

10.2 Circuits with bipolar transistors

In the preceding section we saw that a transistor can only operate properly when it is
biased correctly and that signals are merely fluctuations around the bias point. In this
section we shall examine a number of basic transistor circuits by analyzing both
biasing and small-signal behavior.

10.2.1 Voltage-to-current converter

Figure 10.5 shows how to use a bipolar transistor for a voltage-to-current converter:
the input voltage Vi is converted to an output current Io.
First we shall look at the circuit’s bias (when the input signal voltage is zero). Two
auxiliary voltage sources V+ (positive) and V– (negative) are responsible for the
biasing. The value of V+ is such that the base-collector voltage remains positive (to
maintain the reverse biased junction) for all possible values of Vi. The output current Io

of this circuit is identical to the collector current IC, which is almost equal to the
emitter current IE: IE = (VE – V-)/RE. As VB = Vi = 0, the emitter voltage VE is about –0.6
V (a forward biased diode junction).
When the input voltage Vi changes, emitter voltage VE consequently changes as well
(the difference VBE remains almost unchanged); hence IE varies and so does Io.
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Figure 10.5. A voltage-to-current converter.

Example 10.1
Suppose that V+ = 10 V; V– = –10 V and RE = 4.7 kW. At zero input voltage, VE is
about –0.6 V, so IE =(-0.6 + 10)/4700 = 2 mA. This is also the output current Io. With
an input voltage of Vi = +1 V, VE becomes 1 – 0.6 = 0.4 V, and so IE = 10.4/4700 =
2.2 mA. For Vi = –1 V, VE = –1.6 V and IE = 8.4/4700 = 1.8 mA. The voltage-to-
current transfer of this circuit is apparently about 1/RE = 0.21 mA/V.

Up until now we have assumed that there is a constant base-emitter voltage of 0.6 V.
However, as the current through the transistor changes, so the base-emitter voltage
also changes a little. To estimate the significance of this effect, a more precise analysis
needs to be made. To that end, the transistor given in Figure 10.5 is replaced by the
model given in Figure 10.4a, thus resulting in the circuit of Figure 10.6a.

Figure 10.6. (a) A model of the voltage-to-current converter given in Figure 10.5
where the transistor is replaced by the model given in Figure 10.4a, (b) the

corresponding small-signal model. As the  auxiliary power supply voltages are
constant they have zero value in the small-signal model.
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The voltages V+ and V- of the power sources are constant and have a very low internal
resistance: the fluctuations of these voltages is zero and so they can be connected to
ground in the small-signal model. The signal model is redrawn in Figure 10.6b. The
transistor equations (10.2) are still valid. Using these equations, the output (signal)
current io can be calculated as a function of the input signal voltage vi, for instance:

v i i r Ri b b e E= +( ) +( )b (10.3)

i i io c b= = b (10.4)

from which it follows that:
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+( ) +( )
b

b1
(10.5)

This expression accounts for a finite current gain b and a non-zero emitter differential
resistance. For b Æ • and re Æ 0, the transfer is 1/RE, a value found earlier.

Example 10.2
Suppose that the transistor in Example 10.1 has a current gain of b = 100; re is 12.5
W (because IE = 2 mA). The transfer is 2.10◊10-4 A/V, which is almost equal to the
approximated value 1/RE = 2.13◊10-4.

Apparently, in order to quickly analyze the circuit, we may consider VBE to be constant
(0.6 V), b infinite and re small compared to RE.

10.2.2 The voltage amplifier stage with base-current bias

The base of the transistor in the amplifier circuit shown in Figure 10.7 serves as the
input terminal, the output signal is identical to the collector voltage.

Figure 10.7. A voltage amplifier stage with base current biasing; the bias currents
are IC and IB.

The bias is created by V+ and a resistor RB. The emitter is connected to ground so that
V E  = 0 and V B = 0.6 V. The base current (which flows through R B) equals
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(V+ – 0.6)/RB. The collector current is b times the base current. The output bias voltage
(VC) is V+– ICRC.

Example 10.3
Given: V+ = +15 V; b = 100. Find the value for RB for which the bias collector
current is 1 mA and find the proper value of RC.
The base current should be 1 mA/100 = 10 mA: IB = (15 – 0.6)/RB = 10-5, or RB = 1.4
MW. The output voltage cannot exceed V+ and, to prevent the base-collector from
being forward biased, it may not drop below Vi. To obtain a maximum range for
output variations, set Vo halfway along the outermost values at about +7.5 V. This is
achieved for RC = (15 – 7.5)/1◊10-3 = 7.5 kW.

The input and output terminals have the emitter in common. Such a circuit is called a
common-emitter circuit or CE-circuit.
If this amplifier’s input were connected directly to a voltage source the bias point
would change dramatically. The same happens when connecting a load to the output
(for instance a resistance to ground). To prevent this happening, capacitors are
connected in series with the input and the output terminals (coupling capacitors), see
C1 and C2 in Figure 10.8. The capacitance of these components is so great that they act
as a short-circuit for signals.

Figure 10.8. The voltage amplifier from figure 10.7, extended with capacitors to
connect source and load without affecting the bias.

To calculate the voltage transfer of this amplifier we must make a model of the circuit
(Figure 10.9a). This time we shall use the model given in Figure 10.4b to account for
the internal base resistance. To simplify the analysis we make the following
assumptions: both C1 and C2 may be regarded as short-circuits for the signal
frequencies, the source resistance Rg = 0 (ideal voltage source) and RL >> RC (ignoring
the load). The model is reduced to resemble that shown in Figure 10.9b.
Voltage transfer Av = vo/vi is established, for instance, from the equations below:
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Figure 10.9. (a) Model of the circuit from figure 10.8; (b) simplified model: Rg = 0
(hence vi = vg), RL>>RC (hence vL=vo) and the couple capacitors behave as short-

circuits.

v i Ro b C= -b (10.6)

v i r i i ri b b b b e= + +( )b (10.7)

so:
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For most transistors, b >> 1 and rb << bre, hence A ª -RC/re. The minus sign is of
significance because when input voltage increases, collector current will increase and
the collector voltage (output) will decrease (in relation to the bias point).
If we want to take into account the effect of the load resistance RL in the Figure 10.9b
model then resistance RC will simply be replaced by RC//RL (the two resistors being in
parallel). The voltage gain then becomes roughly -(RC//RL)/re.
In most cases the approximations of the previous analysis are allowed. The discrete
resistance values (E12 series, see Section 7.1.1), their tolerances and the tolerances of
the transistor parameters make it pointless to carry out analyses that are any more
precise.
The biasing of the transistor depends entirely on parameter b. Unfortunately, b varies
from transistor to transistor (even if the type is the same) and is temperature-
dependent. The biasing (and via re also the voltage gain) is therefore not stable or
reproducible. To obtain more accurate voltage transfer, irrespective of the transistor
parameters, other biasing methods have to be used, as illustrated in the examples given
in the following sections.
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10.2.3 The voltage amplifier stage with a base-voltage bias

At the amplifier stage shown in Figure 10.10, the base voltage is fixed using voltage
divider circuit R1-R2 across the supply voltage V+. A resistor RE is inserted between the
emitter terminal and ground.
The voltage across RE is VB – 0.6 V, thus resulting in a collector current IC ª IE =
(VB – 0.6)/RE. The input and output voltages are coupled by coupling capacitors to
prevent the bias from being affected by source and load circuits.
Further analysis of the amplifier comprises the steps: biasing, signal voltage transfer,
input resistance and output resistance.

Figure 10.10. A voltage amplifier circuit with base-voltage biasing. The collector
bias current is almost independent of the transistor parameters.

Biasing

The resistance values R1 and R2 dictate the base voltage: VB = V+R2/(R1 + R2), where
the bias current is ignored. (This is only permitted when the resistance values of the
voltage divider are not too high, the current through R2 must be large compared to IB.)
As VBE ª 0.6 V, VE = VB - 0.6 V. The current through RE is VE/RE  and equals the
collector current. The (bias) output voltage is fixed at V+- ICRC, which should always
be larger than VB.

Small-signal voltage gain

The voltage gain is calculated using a small-signal model of the circuit (Figure 10.11).
The coupling capacitors are viewed as short-circuits.
The voltage gain is found using, for instance, the equations:

v i r i i r Ri b b b b e E= + +( ) +( )b (10.9)

v i Ro b C= -b (10.10)
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Figure 10.11. A model of the voltage amplifier circuit from figure 10.10.
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Input resistance

First, for simplicity’s sake, we take R1//R2 = Rp. The elimination of io from the next
equations:

v i r i i r Ri b b b b e E= + +( ) +( )b (10.12)

v i i Ri i b p= -( ) (10.13)

results in:
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The input resistance of the circuit is equal to a resistance value of rb + (1 + b)(re + RE)
ª bRE in parallel to both biasing resistors which means that: ri = bRE//R1//R2.

Output resistance

The output resistance (at short-circuited input terminals) is found from the equations:

v i r i i r Ri b b b b e E= + +( ) +( ) =b 0 (10.15)

i i v Ro b C= +b 0 (10.16)

From the last equation it follows that ib = 0, so ro = vo/io = RC, which is simply the
collector resistance value.
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Resistor RE has a favorable effect on the biasing which, by then, is almost independent
of the transistor parameters. However, the gain factor is reduced to –RC/(R E + re)
compared to –RC/re when RE is zero. To combine stable bias point with high voltage
gain, RE is decoupled by a capacitor CE which is in parallel to RE (Figure 10.12a). This
capacitor does not affect the (DC) bias of the circuit. With AC signals it behaves like a
short-circuit. The voltage transfer and the input and output impedances of this new
circuit can easily be calculated by supplanting RE in the foregoing expressions with ZE

= RE/(1 + jwRECE). The (complex) transfer function then becomes:
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Figure 10.12. (a) A voltage amplifier stage with decoupled emitter resistance;
(b) corresponding amplitude transfer characteristic.

For signals with a high frequency (w >> 1/reCE) the voltage transfer is about Vo/Vi = -
RC/re which is the desired high value. Figure 10.12b shows the amplitude transfer as a
function of the frequency.

Example 10.4
The given power supply is +15 V. Find proper values for the components in Figure
10.12a so that the voltage gain is A = -100, for signal frequencies from 60 Hz.
Step 1: the bias. Let IE be, for instance, 0.5 mA; this means that re = 1/40IE = 50 W
and RC = A◊re = 100¥50 = 5 kW. The voltage drop across RC is ICRC ª IERC = 2.5 V so
the collector voltage is 15 - 2.5 = 12.5 V. The voltage may fluctuate around this
value but it will never drop below the base voltage so make VB equal to, for instance,
7.5 V, so that VE = 6.9 V and RE = (6.9/0.5)¥10-3 = 13.8 kW. The resistances R1 and
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R2 must be equal in order to get VB = 7.5 V. Take 100 kW which is high enough for a
reasonable input resistance and should, in fact, be as high as possible but low enough
to ignore the influence of the base current at the bias point.
Step 2: the choice of CE. The lowest frequency fL must satisfy the inequality 2pfLreCE

>> 1, so CE >> 1/2p¥60¥50 ª53 mF.

10.2.4 The emitter follower

We noticed that the voltage between the base and the emitter is almost constant. When
the base voltage varies, the emitter voltage varies by the same amount. This property
is used in a circuit that is denoted as an emitter follower (Figure 10.13). The base is
the circuit’s input while the emitter acts as output. Although the voltage transfer of an
emitter follower is only 1 it does have other useful properties. What exactly these
properties are becomes clear when we calculate the input and output resistance of an
emitter follower.

Figure 10.13. (a) An emitter follower; the voltage gain is almost 1;
(b) a model of the emitter follower.

In the model (Figure 10.13b) the bias resistors R1 and R2 are omitted to simplify the
calculations. Since they are in parallel to the input, they do not affect voltage transfer
and output impedance.

Voltage transfer (without load resistor, io = 0)
The elimination of ib from the two equations:
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v i r i i r Ri b b b b e E= + +( ) +( )b (10.17)

v i i Ro b b E= +( )b (10.18)
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For RE which is large compared to re, the transfer is almost 1.

Input resistance (when unloaded, io = 0)
The elimination of ib from the next equations:

v i r i i r Ri b b b b e E= + +( ) +( )b (10.20)

i ii b= (10.21)

results in:
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The resistances R1 and R2 are input in parallel so the total input resistance is ri =
b(re + RE)//R1//R2.

Output resistance (at short-circuited input, vi = 0)
The elimination of ib from the equations:
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finally results in:

r
v

i

R r
r

R r
r

R r
r

ro
o

o

E e
b

E e
b

E e
b

e= =
+

+
Ê
ËÁ

ˆ
¯̃

+ +
+

= +
+

Ê
ËÁ

ˆ
¯̃

ª
1

1
1

b

b
b

/ / (10.25)

From this analysis it emerges that an emitter follower has a high input resistance
(roughly b times RE) and a low output resistance (about re). The emitter follower is
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therefore suitable as a buffer amplifier stage between two voltage transfer circuits and
for minimizing load effects.

Example 10.5
Let the bias current of an emitter follower be 1 mA. Other transistor parameters are:
b  = 200 and rb = 100 W . RE is 10 kW . In this situation the voltage transfer is
approximately 104/(25 + 104) ª 0.9975, the input resistance is 200¥(104 + 25) ª 2
MW and the output resistance is 25 W. The factor rb/(1 + b) can be ignored compared
to re.

10.2.5 The differential amplifier stage

A major disadvantage of all the coupling capacitor circuits discussed so far is that they
cannot cope with DC signals. The coupling capacitors separate the bias quantities
(DC) from the signal quantities (AC). In order to prevent the input voltage source and
the load becoming part of the bias, coupling capacitors should be applied. Even if we
succeed in solving this problem there is still the other problem of temperature. We
know that at constant (bias) current the base-emitter voltage varies according to
temperature (-2.5 mV/K). Such slow changes are not distinguished from gradually
changing input signals.
Most of these problems are solved using the circuit type shown in Figure 10.14. The
basic idea is to compensate the temperature sensitivity of the transistor by one second
in an identical transistor. First we shall discuss the biasing of this amplifier stage
before going on to study its signal behavior.

Figure 10.14. A differential amplifier stage: only the difference between vi1 and
vi2 is amplified.

Bias

The base terminals of the transistors T1 and T2 act as input terminals for the amplifier.
With respect to biasing, both base contacts are at ground potential. The bias current is
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supplied by a current source with a current of 2I like, for instance, the circuit given in
Figure 10.5 with a fixed input voltage. The base-emitter voltages of both transistors
are equal so their currents: IC1 = IC2 are the same. The collector voltage is set by V+ and
RC: VC = V+ – ICRC. Naturally this voltage must be higher than the highest occurring
base voltage.

Signal properties

As long as vi1 = vi2, the base-emitter voltages of both transistors remain equal, their
collector currents therefore remain I each. The amplifier is not sensitive to equal input
signals or common mode signals. However, for vi1 = -vi2 the collector currents of T1

and T2 will change but their sum remains 2I. For positive vi1 the collector current
through T1 increases by vi1/re, whereas the collector current of T2 decreases with the
same amount: –vi2/re. The output voltages (i.e. the collector voltages) of T1 and T2 are
thus vo1 = –vi1RC/re and vo2 = +vi2RC/re, respectively. Having a differential voltage vd =
vi1 – vi2 between both inputs gives rise to a differential output vo = vo1 – vo2 = -RCvd/re.
The transfer for differential voltages is –RC/re, just as at the normal CE-amplifier
stage. The transfer for common input signals appears to be zero. Due to the
asymmetry of the circuit, that is to say, the unequal transistor parameters, the common
mode transfer may  differ slightly from zero. The ratio between the differential
transfer and the common mode transfer is the common mode rejection ratio or CMRR
of the differential amplifier (Section 1.2).
This circuit, also known as the long-tailed pair, forms the basic circuit for almost all
types of operational amplifiers (see further Chapter 12).

SUMMARY

The properties of bipolar transistors

∑ There are two types of bipolar transistors: pnp- and npn-transistors.
∑ The three parts of a bipolar transistor are: the emitter, the base and the collector.

The currents through the corresponding terminals are denoted as: IE, IB and IC.
∑ An essential prerequisite for the proper operation of a bipolar transistor is the very

narrow width of its base region.
∑ The current gain of a bipolar transistor is b = IC/IB. The typical values of b are

between 100 and 300. So, IE ª IC.
∑ The collector current satisfies the equation I I eC o

qV kTBE=  (and is like that of the
pn-diode). If the base-collector junction is reverse biased, IC will be virtually
independent of the collector voltage.

∑ The bipolar transistor functions as a voltage controlled-current source (from VBE to
IC) or a current amplifier with a current gain of b.

∑ A bipolar transistor is biased and has fixed DC voltages and currents. Signals are
treated like fluctuations around the bias point.

∑  The change in the collector current, ic, will only depend on the change in base-
emitter voltage: ic = g◊vbe, where g = 1/re is the transconductance of the transistor
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and re the emitter differential resistance: re = kT/qIC. Hence re ª 25 W at IC = 1 mA
(compare with the rd of a pn-diode).

Circuits with bipolar transistors

∑ When used as a signal amplifier the base-emitter junction of a bipolar transistor is
forward biased and the base-collector junction is reverse biased.

∑ The analyzing of an electronic circuit with bipolar transistors can be divided into
two parts: biasing and small-signal behavior.

∑ When analyzing the small-signal behavior of a transistor circuit a transistor model
is used in which all the fixed voltages, emanating for instance from the power
source, are zero.

∑  To prevent the source and load affecting the bias point they are coupled to the
circuit via couple capacitors. This will consequently set a lower limit for the signal
frequency.

∑  The voltage transfer of a CE-stage with emitter resistance RE and collector
resistance RC is roughly –RC/RE. With decoupled emitter resistance the transfer
becomes approximately –RC/re. The low frequency cut-off point is about w  =
1/CEre.

∑ An emitter follower has a voltage transfer of 1, a high input resistance (of about
bRE) and a low output resistance (of about re). The circuit is used as a voltage
buffer.

∑ The first part of a differential amplifier is designed for low offset and drift and for
a high common mode rejection ratio. The latter is limited by the asymmetry of the
components.

EXERCISES

The properties of bipolar transistors

10.1 Give the relationship between the collector current IC and the base-emitter
voltage VBE of a bipolar transistor used in a linear amplifier circuit. Mention the
conditions for VBE and VBC for proper operation.

10.2 The current gain of a bipolar transistor is b = 200. Find the base current and the
collector current for an emitter current, IE, of 0.8 mA.

10.3 What phenomenon is described by the Early effect?
10.4 In the circuit below, VBE = 0.6 V. Find the output voltage Vo. The base current

can be ignored.
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10.5 In the following figure, VBE = 0.6 V for the npn transistor, and VEB = –VBE =
0.6 V for the pnp transistor. Find the output voltage Vo. Clue: first calculate IE1,
then IT and finally IE2.

Circuits with bipolar transistors

10.6 Take the next three voltage amplifier stages a-c (figure on next page). For all
transistors is b = •, rb = 0 W and VBE = 0.6 V (for the pnp: –0.6 V). Calculate
the differential emitter resistance of each of the transistors.

10.7 Refer to the previous exercise. Find the voltage transfer of each of those
circuits. The coupling capacitors may be seen as short-circuits for signals,
furthermore re << RE.
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10.8 The voltage transfer vo/vi in exercise 10.6b is not exactly equal to 1, due to re π
0. What is the deviation from 1?

10.9 Due to a finite value of b and the fact that rb π 0, the voltage transfer vo/vi of
circuit 10.6b deviates somewhat from 1. Find that deviation for b = 100 and rb

= 100 W.
10.10 Calculate the input resistance and the output resistance of circuit 10.6b, taking

into account the components R1, R2 and the transistor parameters b and rb: b =
100 and rb = 100 W. Approximations up to ±5 % are allowed.

10.11 In the circuit given in Exercise 10.6c the output of the first stage (i.e. the
collector of the npn-transistor) is loaded with the input of the second stage (the
base of the pnp-transistor). Calculate the voltage transfer reduction due to this
load for the whole circuit and compare it to the value found in exercise 10.7.
Take b = 100.

10.12 Calculate the emitter differential resistance re of the transistor in Exercise
10.6b, assuming that b = 100.
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11 Field-effect transistors

A field-effect transistor or FET is an active electronic component suited to signal
amplification similar to that seen in bipolar transistors. Other possible uses for the
field-effect transistor are as a voltage-controlled type of resistance and as an electronic
switch. Although the physical mechanisms of an FET essentially differ from those of a
bipolar transistor, it is remarkably similar when used as a signal amplifying
component: the FET is also biased with DC voltages and the signals are treated like
fluctuations around the bias point.
There are two main kinds of FETs: the junction field-effect transistor or JFET and the
metal-oxide semiconductor field-effect transistor or MOSFET. We will first explain
the operating principles and list the main properties of FETs. In the second part of the
chapter certain linear amplifier circuits will be described in which FETs serve as
active components.

11.1 The properties of field-effect transistors

The word field-effect alludes to the possibility of being able to affect the conductivity
of a semiconductor material by means of an electric field. A JFET utilizes the
particular properties of a pn-junction to create voltage-dependent conductivity. In a
MOSFET the conductivity is affected by capacitive induction. In both cases, the
concentration of free charge carriers (electrons or holes) is controlled by a voltage.

11.1.1 Junction field-effect transistors

In Chapter 9 we saw that the initial width of the depletion layer depends on the doping
concentration of the materials. The width can furthermore be modulated by the voltage
across the junction. The JFET is based on this latter property. Figure 11.1 provides a
schematic representation of the structure of a JFET. It consists of a p-doped or n-
doped silicon substrate with a thin layer of the complementary type of silicon. The
layer is provided with two contacts called source and drain. The path between these
contacts is the channel. If the channel is n-type then the FET will be an n-channel
FET, otherwise it is a p-channel FET. In normal operation, the substrate and the
channel are electrically separated from each other by a reverse voltage across the



168 Electronic instrumentation

junction. The conductance of the channel between source and drain (lateral
conductance) depends on the channel dimensions, in particular the effective thickness,
that is to say, the part of the layer that contains free charge carriers. The depleted part
of the channel does not contribute to conductance. When the reverse voltage across
the pn-junction is increased the depletion layer width will increase as well, thus
reducing the effective thickness of the channel and its conductance. When a voltage is
introduced between the drain and the source, a current will flow along the channel
between these contacts. That current can be controlled by the substrate voltage. The
connection to the substrate is called the gate electrode or simply the gate.

Figure 11.1. Schematic structure of an n-channel JFET.

To obtain high sensitivity or, a substantial change in channel conductance while
varying the gate voltage, the channel must be very thin, preferably the same width as a
depletion layer (<1 mm). Modern technology makes it possible for such thin channel
layers that can be completely depleted to be created. At zero channel conductance, the
FET is said to be pinched-off. The gate voltage at which this occurs is termed the
pinch-off voltage Vp and that is an important JFET parameter.
Figure 11.2a shows the voltage-current characteristic of the channel for low currents
and for various values of the gate-source voltage. Apparently in this region the JFET –
the channel resistance – behaves like a voltage-controlled resistance. At pinch-off the
resistance is infinite and at VGS = 0 the channel resistance has a relatively low value of
generally around several 100 W.
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Figure 11.2. (a) The drain current versus the drain-source voltage of a JFET for
low current values and for various values of the gate-source voltage, (b) drain

current versus gate-source voltage for two values of VDS, (c) drain current versus
drain-source voltage for various values of VGS. When drain-source voltage

becomes too high breakdown occurs (region 4). Note that the voltages of an FET
are usually relative to the source voltage of VGS and VDS.

The depletion layer is determined by the voltage across the junction, in other words,
by the voltage between the source and the gate, VGS, and between the drain and the
gate, VDS. To explain the other curves given in Figure 11.2 we shall start with VGS = 0
and look to see what happens when only the drain voltage is increased. A slight
increase in VDS will not affect the depletion layer width, its resistance will remain
constant. The channel current from source to drain therefore increases linearly as the
drain voltage increases, just as with a normal resistor. This is the curve in Figure 11.2a
at VGS = 0 and in region 1 of Figure 11.2c. When further increasing the drain voltage
the voltage across the junction that is near to the drain contact will gradually increase,
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as does the width of the depletion layer. The conductance of the channel thus
decreases. As the source-gate voltage is still zero, the width of the depletion layer in
the vicinity of the source contact does not change. This explains the triangular shape
of the depletion region in Figure 11.3a.

Figure 11.3. (a) The shape of the depletion region for zero gate-source voltage
and positive drain-source voltage, (b) the circuit symbol for a JFET.

Due to decreasing conductance, the drain current will increase at a rate that is less than
proportional to the drain voltage (region 2 in Figure 11.2c). Finally, when the drain
voltage and thus the decreasing channel conductance is further increased, the current
will reach saturation level (region 3 in Figure 11.2c, upper curve). By this stage the
channel is almost pinched off, the current will flow through a narrow path near the
drain and will be prevented from further growing, even at higher drain voltages.
If the process above is started with a negative gate-source voltage, the initial channel
width will be smaller in accordance with the higher value of the resistance. The
current-voltage curves in Figures 11.2a and c will become less steep when the gate-
source voltage is more negative and the drain current will be saturated at a much lower
value (region 3, other curves).
In region 3 the drain current is independent of the drain voltage and is determined only
by the gate-source voltage. In this region, the JFET behaves like a voltage-controlled
current source similar to that of the bipolar transistor. This similarity is reflected in the
circuit symbol of the JFET (Figure 11.3b).
Because of the different physical mechanisms when compared to the bipolar transistor
the JFET also needs to be differently biased. In the bipolar transistor one junction is
forward biased while the other is reverse biased. In the JFET, the channel must always
be reverse biased to prevent conduction to the substrate. Both source-gate and drain-
gate junctions must therefore be reverse biased. This means that with an n-channel
JFET both the source and the drain should be positive with respect to the gate (or for a
p-channel just negative). An important spin-off is the very low gate current consisting
of only the reverse biased pn-junction’s leakage current.
In the saturation region or pinch-off region the theoretical relationship between the
gate-source voltage and the drain current is:
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in which IDS is the current for VGS = 0 (see also Figure 11.2b). Just as in the bipolar
transistor, the transconductance g of a JFET is defined as the ratio between changes in
ID and VGS:
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So g is proportional to ÷ID. A typical value for the pinch-off voltage is a few volts, IDS

ranges from several mA up to 100 mA. The transconductance of a JFET is, therefore,
around 1 mA/V at ID = 1 mA. This is much less than the transconductance of the
bipolar transistor at the same bias current. On the other hand, the gate current of the
JFET is much lower than the base current, so the current gain with a JFET, ID/IG, is
very high.
In most cases, the gate current of the JFET can be ignored There is just one equation
to describe the small-signal behavior of the JFET:

i gvd gs= (11.3)

The model of a JFET is very simple too, see Figure 11.4a. This model can be extended
to account for all kinds of deviations from the ideal behavior. For example, the model
given in Figure 11.4b accounts for the influence that the drain voltage has on the drain
current (compare the Early effect in a bipolar transistor).

Figure 11.4. (a) A model of a JFET, (b) an extended model taking into account the
drain differential resistance.

11.1.2 MOS field-effect transistors

The operation mechanism of a MOSFET differs in at least two ways from that of the
JFET. Firstly, this is because the channel conductivity is not controlled by the
substrate voltage but rather by the voltage of an isolated electrode connected to the top
of the channel. The isolation consists of a very thin layer of silicon dioxide (Figure
11.5a).
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Figure 11.5. (a) the Schematic structure of a MOSFET, (b) the realization of an n-
channel MOSFET. The source and drain consist of highly doped n-type silicon
with a very low resistance, (c) & (d) circuit symbols for an n-channel and a p-

channel MOSFET.

Secondly, the conducting channel is not a deposited layer but an induced layer. On the
surface of the silicon crystal the regular structure is broken. The atoms on the surface
do not find neighboring atoms to share their valence electrons. A large concentration
of holes exists on the surface which is then still electrically neutral and the absent
material acts as a donor. Electrons from the adjacent oxide easily recombine with
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those holes. When that happens, though, the top layer of the silicon becomes
negatively charged producing a more or less conductive channel near the surface. The
concentration of electrons trapped on the surface of the p-silicon may become so high
that the channel starts to behave like an n-type silicon. This is what is called an
inversion layer.
This phenomenon is employed when creating a MOSFET. Two contacts, the drain and
the source, form the end points of a channel that then consists of such an inversion
layer. The structure is completed by a metal gate contact on top of the isolating oxide
layer. The concentration of electrons in the channel can be decreased simply by
introducing a negative gate voltage. The negative voltage then pulls holes from the p-
region towards the surface where they recombine with the electrons thus reducing the
channel conductivity. When the gate voltage is sufficiently high, the channel
conductance becomes zero and the MOSFET is pinched off, as in a JFET.
Apparently this type of MOSFET conducts at zero gate voltage. It is a normally-on
type transistor, like a JFET (a bipolar transistor, by contrast, is normally-off). It is
possible to construct MOSFETs with initially low charge carrier concentrations in the
induced channel. Only when the gate voltage is sufficiently positive will enough
electrons be driven into the channel to make it conductive. This type of transistor is
called a normally-off MOSFET. Clearly there are four types of MOSFETs: p and n-
channel, both of which are either normally-on or normally-off.
As the gate electrode is fully isolated from the drain and source electrodes by an oxide
layer the gate current is extremely small, somewhere in the region of 10 fA.
Consequently the current gain of the MOSFET is almost infinite. One disadvantage of
the MOSFET is the relatively low breakthrough voltage of the thin oxide layer (10 to
100 V). The gate contact may not be touched because then it will become
electrostatically charged.
Another disadvantage is the poor noise behavior. The MOSFET mechanism relies
entirely on the surface properties of the crystal, the slightest impurity will affect its
operation. Nevertheless, MOSFETs are used extensively in digital integrated circuits,
where noise is less of a problem and where most interconnections are made internally,
within the package. Furthermore, because of their simple lay-out, MOSFETs can be
made very small thus producing high component chip density.
Figure 11.5b provides the schematic structure of a MOSFET. The source and drain
contacts are formed on small areas of highly doped n-silicon in a lightly doped p-
substrate. This results in a low contact resistance between the external electrodes and
the channel material. However, two new pn-junctions are then introduced which go
from both contacts to the substrate. To make sure that these junctions do not have any
influence they must be kept reverse biased. For that purpose MOSFETs have a special
connection, a substrate connection that is different from the gate. By connecting the
substrate to the most negative voltage in a circuit, preferably the negative power
voltage source, the junctions always stay reverse biased.
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11.2  Circuits with field-effect transistors

We are confining all the discussion in this chapter to the area of junction field-effect
transistors. All the bipolar circuits introduced in Section 10.2 can be operated with
JFETs as well. It is only the biasing that differs, both the gate-source and the gate-
drain junctions must be reverse biased. The gate of an n-channel FET should always
be negative with respect to the source and the drain. To numerically determine the
bias, the characteristics of the JFET need to be known, for instance those given in
Figures 11.2b and c.

11.2.1  Voltage-to-current converter

In the voltage-to-current converter of Figure 11.4 the bipolar transistor is replaced by
a JFET (Figure 11.6). Let us just suppose that the characteristics of Figure 11.2 apply
to this type of JFET. A bias current of, for instance, 2 mA will occur for VGS = –2 V
(the JFET operates in region 3). At Vi = 0 (bias condition), the source voltage is +2 V
(VGS is negative). The value of RS must be such that IDRS = VS – V–, or RS = (2 –
V–)/2¥10–3. It is possible to choose V– = 0 (no negative power source required) so that
RS = 1 kW. Evidently V+ has to be sufficiently positive.

Figure 11.6. A voltage-to-current converter with a JFET.

The transfer of the converter is found in a similar way to the circuit of the bipolar
transistor. Using the model given in Figure 11.4a what we find for the transfer is:
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The rather low value of g (compared to that of the bipolar transistor) does not allow it
to be ignored.

11.2.2  The voltage amplifier stage

Both JFET junctions must be reverse biased and the biasing is quite easy (Figure
11.7). The couple capacitors make the bias independent of the source and load
circuits. Resistor RG is inserted to assure that the very low gate current amount flows
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to ground. If this resistor were left out, the gate current would not be able to flow
anywhere and would hamper the proper bias. RG can be very large, for instance 10
MW. The gate voltage, IGRG,  almost stays at zero.

Figure 11.7. A voltage amplifier stage with JFET.

Example 11.1
Suppose we want a bias current of 4 mA. From the ID-VGS characteristic (Figure
11.2b) it follows that there is a gate-source bias voltage of –1 V so RS = 250 W. The
drain-source voltage should be biased in the region of constant drain current, so it
should be at least 5 V (Figure 11.2c). The bias point is fixed half way through the
available range, between 6 V and V+. For a power supply voltage of V+ = 20 V a
proper bias value of VD is +13 V, which is achieved by having a drain resistance of
(20 – 13)/4 ¥10–3 = 1.75 kW. At a specified maximum gate current of, for instance, 200
pA the gate resistance can be as high as 10 MW: the gate voltage is only IGRG = 1 mV,
a value that barely influences the bias point.

The voltage transfer, the input resistance and the output resistance can be calculated
with the model given in Figure 11.8, which uses the transistor model of Figure 11.4.

Figure 11.8. A model of the amplifier circuit from Figure 11.7, the couple
capacitors are viewed as short-circuits.
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voltage transfer (for io = 0):
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input resistance:

r Ri G= (11.6)

output resistance:

r Ro D= (11.7)

Example 11.2
From the characteristic in Figure 11.2b it follows that there is a transconductance of
about 2 mA/V. Using the bias conditions given in Example 11.1, we find that there is
a value of vo/vi = –3.5/1.5 = –2.3, for the voltage transfer there is an input resistance
of ri = 10 MW and the output resistance is ro = 1.75 kW. The voltage gain can be
somewhat increased by decoupling resistor RS, thus resulting in a voltage transfer of
–gRD = –3.5. The rather high output resistance requires a sufficiently high input
resistance at the next stage.

11.2.3 The source follower

The circuit seen in Figure 11.6 acts as a source follower when it is not the drain
current but rather the source voltage that is taken as the output (Figure 11.9a). The
source follower has the same function as the emitter follower. It has a voltage transfer
of 1 and high input resistance and low output resistance.

Figure 11.9. (a) A source follower with a voltage gain of 1,
(b) a model of the source follower.

The properties of the source follower are analyzed on the basis of a model of Figure
11.9b. This model also accounts for the effect of a finite value of rd.

voltage transfer (for io = 0):
The elimination of vg and vs from the equations
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v vg i= (11.9)

v vs o= (11.10)

results in:
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input resistance:
infinite, because ii = 0.

output resistance (at vi = 0):
the output resistance follows from the equation
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Example 11.3
Suppose that the transconductance of the JFET applied to the circuit is 2 mA/V and rd

= 100 kW. To obtain a voltage transfer of 1, the term g(RS//rd) must be as high as
possible. Take, for instance, RS = 10 kW. This results in g(RS//rd) ª 18.2, so vo/vi =
0.95 and ro = 474 W.

SUMMARY

The properties of field-effect transistors

∑ A junction field-effect transistor (JFET) consists of an n or p-channel the thickness
of which, and thus the conductance of which, depends on the width of the
depletion layer which, in turn, is affected by the reverse voltage.

∑ The three terminals of a JFET are drain, source and gate. The channel is located
between the source and drain.
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∑ The gate-source voltage for which channel conductance is just zero is the pinch-off
voltage Vp.

∑ The JFET behaves like a voltage-controlled current source. The relation between
changes in the drain current and the gate voltage is: id = gvgs, where g is the
transconductance of the FET.

∑ To operate in analog signal processing circuits the FET is biased with DC voltages
and currents. The signals are fluctuations around the bias point.

∑ The gate current of a JFET is the very small leakage current of the reverse biased
channel-substrate junction. This gate current is much smaller than the base current
of a bipolar transistor.

∑ The gate of a MOSFET is isolated from the channel by a thin oxide layer. The gate
current of a MOSFET is extremely small.

∑ A MOSFET has a separate substrate terminal which (for n-channel types) must be
biased on the most negative voltage in the circuit.

Circuits with field-effect transistors

∑ A junction field-effect transistor (JFET) is biased so that the source-gate and the
drain-gate junctions are reverse biased.

∑  The analysis of an electronic circuit with JFETs can be split up into two parts:
comprising biasing and small-signal behavior.

∑  To analyze the small-signal behavior of a transistor circuit a transistor model is
used in which all fixed voltages, for instance from the power source, are zero.

∑  To prevent the source and load affecting the bias, parts of the circuit can be
coupled by coupling capacitors. This will, as a result, set a lower limit for the
signal frequency.

∑ With JFETs, similar circuits can be created to those made with bipolar transistors.
The main differences are:
∑ the very small gate current so that a very high input resistance can be achieved,
∑ smaller transconductance which means that the voltage gain is reduced,
∑ that the influence of the drain voltage on the drain current is not negligible, it is

represented by the internal drain resistance rd.

EXERCISES

The properties of field-effect transistors

11.1 What is the pinch-off voltage of a JFET?
11.2 The region around a pn-junction is called the depletion layer, why?
11.3 Compare the JFET and the MOSFET with respect to their gate currents.
11.4 Find the drain voltage VD and the drain current ID in the circuit given below, for

VGS = –4 V.
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11.5 The channel resistance of a certain JFET type varies from 800 W (at VGS = 0) to
• (VGS < Vp). With the network shown below we want to design a voltage-
controlled resistance that varies from 1 kW to 10 kW for the same range of VGS.
Find the values for R2 and R2.

11.6 Explain the need for a substrate MOSFET terminal.
11.7 Field-effect transistors are also called unipolar transistors as opposed to the

bipolar transistors described in Chapter 10. Explain these terminology
discrepancies.

Circuits with field-effect transistors

11.8 The ID-VGS characteristic of a JFET is illustrated in the next figure. Find the
expression for ID = f(VGS).
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11.9 Calculate the drain current of the circuit given in the next figure. The
characteristics in the preceding exercise also apply to this JFET.

11.10 Calculate VD in the circuit given below. The FET has the characteristics
described in Exercise 11.8.

11.11 Make a model of the source follower given below and find the voltage transfer,
the input resistance and the output resistance under the conditions: g = 2 mA/V
and ig = 0.
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11.12 We are given an AC voltage with a DC component of 7 V (see Figure below).
We want to transfer this signal to an average level of 4 V without affecting the
AC part. This is achieved by introducing the next circuit (a level shifter).
a. Explain how the circuit operates.
b. For both JFETs: ID (at VGS = 0) = 2 mA. Calculate R.
c. What is the maximum allowed peak value of vi?
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12 Operational amplifiers

There are a number of drawbacks attached to amplifiers with only one transistor,
particularly where the matters of: gain, input impedance, output impedance and offset
are concerned. The way to obtain better amplifiers is by establishing appropriate
combinations of various circuits. Such configurations can soon become highly
complex, indeed their design has become something of a specialist field. Fortunately,
since the technology of integrated circuits has become so advanced, the users of
electronic systems no longer need to do all their own designing. The operational
amplifier makes it possible for a whole range of high quality processing circuits to be
quite simply configured. The basic concepts underlying such designs are given in the
first part of this chapter. Ultimately, even operational amplifiers have their
shortcomings as is evidenced by the circuits designed. The second part of this chapter
addresses the issue of design analysis and puts forward various solutions to reduce
amplifier errors..

12.1 Amplifier circuits with ideal operational amplifiers

An operational amplifier is essentially a differential amplifier (Section 1.2) that has
very high voltage gain A (104 to 106), a high CMRR (>104) and a very low input
current. These kinds of amplifiers have a large number of circuit components like
transistors, resistors and, quite often, several capacitors. They do not have inductors.
All the components are integrated into a single silicon crystal or chip that is mounted
on a metal or plastic encapsulation. Figure 12.1a portrays the circuit symbol, and
Figures 12.1b and c depict two common types in various encapsulations, together with
the pin layout and pin functions. The two inputs are known as the inverting input
(indicated by the minus sign) and the non-inverting input (denoted by the plus sign).
The most important imperfections of an operational amplifier are the offset voltage
(Section 1.2) and the input bias currents (i.e. small but noticeable DC currents flowing
through the input terminals and caused by the base or gate currents in the input
transistors, Sections 10.1 and 11.1).
The offset voltage Vi,off can be accounted for by placing a voltage source in series with
one of the two input terminals. The two bias currents Ibias,1 and Ibias,2 can be modeled on
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the basis of two current sources but an easier way to account for them would be by
placing arrows next to the input leads (Figure 12.1d).

Figure 12.1. (a) The circuit symbol of an operational amplifier, Vo = A(V1 – V2),
(b) & (c) two types of dual operational amplifiers with corresponding pin layout
and pin function indication, (d) the modeling of the input offset voltage and the

two bias currents.

The most important imperfections of an operational amplifier are the offset voltage
(Section 1.2) and the input bias currents (i.e. small but noticeable DC currents flowing
through the input terminals and caused by the base or gate currents in the input
transistors, Sections 10.1 and 11.1).
The offset voltage Vi,off can be accounted for by placing a voltage source in series with
one of the two input terminals. The two bias currents Ibias,1 and Ibias,2 can be modeled on
the basis of two current sources but an easier way to account for them would be by
placing arrows next to the input leads (Figure 12.1d).
The operational amplifier is nearly always used in combination with a feedback
network. An open amplifier will become saturated because of the high voltage gain
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and the non-zero input offset voltage. Its output, which is either maximally positive or
maximally negative, is limited by the power supply voltage.
In this section we assume that the behavior of the operational amplifier is ideal. This
means that there will be: infinite gain, bandwidth, CMRR and input impedance as well
as zero input offset voltage, bias currents and output impedance. Manufacturers will
specify these and a lot of other parameters. Appendix B.2.1 gives an example of the
complete specifications for a widely-used type of operational amplifier.
Just how circuits with ideal operational amplifiers are designed will be illustrated
using a number of frequently implemented circuits.

Figure 12.2. (a) A converter for the conversion of a current Ii into a voltage Vo,
(b) an extended circuit for the summation of currents: Vo = –R(I1 + I2 + I3).

12.1.1 Current-to-voltage converters

In Figure 12.2a we see a current-to-voltage converter circuit diagram with an
operational amplifier. Let us imagine that V is the voltage across the operational
amplifier’s input terminals (here that is also the negative input voltage because the
positive input is grounded). The output voltage is Vo = A◊V. The input current for an
ideal amplifier is zero, so in line with Kirchhoff's currents’ rule, input current Ii must
flow through feedback resistance R. Kirchhoff's rule for voltages states that -V + IiR +
Vo = 0, therefore V = IiR - V/A or: V = IiR/(1 + A). The gain A is very high (• in ideal
cases), so V is almost zero. A key property of an ideal operational amplifier is that the
voltage difference between the two input terminals is zero. The output voltage of the
converter is simply Vo = -IiR.
At first sight, the combination of infinite gain and finite output voltage seems strange
but this is all down to the feedback because the output is partly fed back into the input.
If Vo were for some reason to grow, then the input voltage V would increase as well,
however, the current through R remains constant and thus also the voltage across it
which tends to reduce the output change. The result is an equilibrium in which V is
exactly zero. In practice, A is finite but very large so the voltage between the two input
terminals is not zero but very small or negligible compared to other voltages in the
circuit.
In the circuit given in Figure 12.2 the non-inverting input is ground connected which
means that the voltage of the inverting input also has zero potential: it is said to be
virtually grounded. The voltage is zero but it is not a real ground, there is in fact no
ground connection.
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The two properties of the operational amplifier, the zero input voltage and the zero
input currents, very much simplify the analysis of such circuits. They make it possible
to directly calculate the transfer of the circuit shown in Figure 12.2a. The procedure is
as follows: Ii must flow entirely through R  and, as V  = 0, the output voltage is
determined via 0 = IiR + Vo.
When a second current source is connected to the converter input that current will
flow entirely through R. The same holds for a third source, and so on (see Figure
12.2b). This circuit acts as an adder for currents. The output voltage satisfies Vo =
-R(I1 + I2 + I3).

12.1.2 Inverting voltage amplifiers

The inverting voltage amplifier that can be seen in Figure 12.3a may be viewed as a
combination of a voltage-to-current converter and a current-to-voltage converter.
The input voltage Vi is converted into a current with resistor R1. The inverting input of
the operational amplifier is virtually grounded, its potential is zero, so I = Vi/R1. This
current flows entirely through R2, so Vo = -R2I =  -(R2/R1)Vi. The amplifier circuit gain
-R2/R1, is determined by the ratio of two external resistances and is independent of the
operational amplifier parameters. The accuracy and stability are only determined by
the quality of the resistors used, not by that of the amplifier. In the special case of two
equal resistances: R1 = R2, the output is Vo = - Vi; the gain is -1 and the voltage is
inverted.
This circuit can be extended to include the summation of voltages (Figure 12.3b). The
output voltage of this circuit is Vo = -(V1/R1 + V2/R2 + V3/R3)R4 which is a weighted
summation of the three input voltages.
The input resistance of the inverting amplifier to be seen in Figure 12.2a is just equal
to R1. The resistance values are determined by, on the one hand, the specified transfer
and on the other by the lowest input resistance. Ideally the output resistance is zero.

Figure 12.3. An inverting voltage amplifier (a) with single input, (b) as an adder,
with multiple input.

Example 12.1
Let the required gain of an amplifier be -50 and the input resistance at least 13 kW. If
R1 = 15 kW, then R2 = 750 kW.
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12.1.3 Non-inverting voltage amplifiers

The operational amplifier’s output terminal given in Figure 12.4a is directly connected
to the negative input terminal (this is called unity feedback). The input voltage is
connected to the positive input terminal.
The voltage transfer of this circuit can be found in the following way: the voltages at
the positive and negative input terminals are equal, their difference is zero, so Vo = Vi,
the output follows the input voltage which means that the gain is +1. The circuit has a
very high input impedance equivalent to the operational amplifier and a very low
output impedance which is the same as that of the operational amplifier. The circuit
acts as a buffer amplifier.

Figure 12.4. Non-inverting amplifiers, (a) with voltage transfer 1 (buffer amplifier),
(b) with arbitrary voltage transfer >1, set at R1 and R2.

In the circuit given in Figure 12.4b only part of the output is fed into the input. Again,
the voltages of both operational amplifier input terminals are equal, so the voltage of
the negative input terminal is Vi. This voltage is also equal to the output of the voltage
divider, it is R1/(R1 + R2) of the output. This means that:

V

V

R R

R
o

i
=

+1 2

1
(12.1)

Again, the gain is set by the ratio of just two resistances.

12.1.4 Differential amplifiers

If an inverting and a non-inverting amplifier are combined it then becomes possible to
subtract voltages. Figure 12.5 shows the most simple configuration.

Figure 12.5. A differential amplifier circuit.
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We use the principle of superposition (the circuit is linear) to determine the transfer.
First we simply determine the output voltage due to V1, the other input voltage is zero
(grounded). The plus-terminal must therefore also be zero (no current flows through
R3 and R4). This situation is identical to the configuration seen in Figure 12.3a where
Vo = - (R2/R1)Vi. After that we have to establish the output voltage due only to V2

where V1 is taken to be zero. The voltage at the plus-terminal of the operational
amplifier becomes the output of the voltage divider with R3 and R 4 , hence
V2◊R4/(R3 + R4). When V1 is grounded the circuit is identical to the configuration of
Figure 12.4b where the transfer is (R1 + R2)/R1 and the input voltage is the same as that
mentioned above. Hence:
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The total output voltage is found by adding the contributions made by V1 and V2:
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Let us now consider a special case: R1 = R3 and R2 = R4. When the four resistors are in
this state the output is

V
R

R
V Vo = -( )2

1
2 1 (12.4)

which is the amplified difference of both input voltages. The transfer of this
differential amplifier is determined by the four resistances R1 to R4 regardless of the
properties of the operational amplifier.
When we compare the properties of this new differential amplifier with the
operational amplifier itself we see that the input resistance is much lower (input
resistances are now R1 and R3 + R4, for the two inputs), that its gain is much lower
(though more stable) and that the CMRR is much lower (due to the tolerances of the
resistors).
The CMRR is defined as the ratio of the differential mode gain and the common-mode
gain (Section 1.2). We will calculate the CMRR for the new configuration.
Suppose that the resistances have relative inaccuracy ei (i = 1 to 4), so Ri = Ri*(1 + ei),
where Ri* is the nominal value of Ri. Suppose also that ei <<1, and R1* = R3* and R2*
= R4* (the condition for a differential amplifier). A pure differential mode voltage can
be given as Vd  = V1 -  V2 or V1 = 1

2 Vd and V2 = - 1
2 Vd. The transfer for this input

voltage is Ad = Vo/Vd ª -R2/R1.
A pure common mode voltage is written as Vc or V1 = V2 = Vc; the transfer for such
signals is
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As the sign of the relative errors e is not known, we take the modulus |e| to find the
worst case CMRR:
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Example 12.2
A differential amplifier is built in the way illustrated in Figure 12.5 and the resistors
have a specified inaccuracy of ±0.5%. The gain of such an amplifier is -100. To find
the CMRR, we conclude that Ad = R2/R1 = 100, so the guaranteed rejection ratio is
101/(4¥0.005) = 5050.

12.1.5 Instrumentation amplifiers

A major disadvantage of the differential amplifier type shown in Figure 12.5 is its
rather low input resistance. This can be rectified by connecting buffer amplifiers
(Figure 12.4a) to inputs. In that way the transfer will not change but the input
resistance will be the same as the buffers and therefore very high. Another drawback
of the differential amplifier is its low CMRR as determined by the tolerances of the
resistors. When two buffers are inserted the CMRR will be even lower. If the buffers
have slightly different gains the common mode signal at their inputs will result in a
small differential signal where the two buffers have their output. In turn, that will be
amplified and made into a differential mode signal by the differential amplifier. To
circumvent this difficulty we use the arrangement given in Figure 12.6.

Figure 12.6. An instrumentation amplifier with high input resistance and high
CMRR.
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The transfer and the CMRR are determined as follows. First we consider a pure
common mode input signal: V1 = V2 = Vc that is connected to the non-inverting inputs
of operational amplifiers 1 and 2. The inverting input voltages of these amplifiers are
also Vc (assuming that the amplifiers are ideal). So the voltage across resistor Ra will
be zero, which means that there will be a zero current through Ra and therefore no
current through resistors Rb. This means that V1¢ = V1 and V2¢ = V2: the configuration
behaves exactly like that of the original differential amplifier seen in Figure 12.5 as far
as common mode signals are concerned.
Let us now consider a pure differential mode signal: V1 = -V2 = 1

2 Vd or V1 – V2 = Vd.
The voltage across resistor Ra is also equal to Vd, which means that a current through
Ra will be equal to Vd/Ra. This current will flow through the resistors Rb producing a
voltage across them that is equal to Vd(Rb/Ra). The respective inputs of the original
differential amplifier will then be V1¢ = V1 + (Rb/Ra)Vd and V2¢ = V2 - (Rb/Ra)Vd, so its
differential input will be

¢ - ¢ = +( )V V V R Rd b a1 2 1 2 (12.7)

In conclusion, the differential gain of the configuration is increased by a factor of 1 +
2Rb/Ra, while the common mode gain remains unaltered. The CMRR of the total
configuration is thus increased by factor 1 + 2Rb/Ra as far as the original differential
amplifier goes.
The differential mode gain can be adjusted by just a single resistor, Rb, which can be
distinguished from the circuit shown in Figure 12.5 where two resistors have to be
equally varied to change the gain and to maintain a reasonable CMRR.

12.2 Non-ideal operational amplifiers

An actual operational amplifier deviates from the ideal behavior in a number of ways.
Such deviations limit applicability and require careful evaluation of the specifications
before a proper choice can be made. It is important to know precisely what are the
limitations of operational amplifiers and to know how their influence on the designed
configuration can be gauged. First we shall discuss the main specifications of
operational amplifiers. We shall then go on to study the effect they have on the
properties of the circuits discussed in the preceding section while providing, where
possible, solutions to the undesired effects.

12.2.1 The specifications of operational amplifiers

The specifications of the various types of operational amplifiers that are available are
very divergent. Table 12.1 gives an overview of the main properties of three different
types.
The specifications represent typical average values and are valid for temperatures of
25 ∞C. Minimum and maximum values are also often specified (see Appendix B.2.1).
What characterizes type I, given in Table 12.1, is its low price. Type II is noted for its
excellent input characteristics (low offset voltage and low bias current) while type III
is designed for high frequency applications.
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The input components of type I are bipolar transistors while those of types II and III
are JFETs. This is something that can also be deduced from the values of the input
bias currents which correspond to the base current and gate currents of the transistors
that are used. The favorable high frequency characteristics of type III are reflected in
the high value of ft and the slew rate.

Table 12.1. A selection of typical specifications for three types of operational
amplifiers.

parameter type I type II type III Unit
Voff 1 0.5 0.5 mV
t.c. Voff 20 2 – 7 10 mV/K
Ibias 80 0.01 0.2 nA
Ioff 20 0.002 0.02 nA
t.c. Ioff 0.5 doubles per 10K nA/K
input noise 4 25

0.01
20 nV/÷Hz

pA/÷Hz
A0 2◊105 2◊105 1500 -
Ri 2◊106 1012 1012 W
CMRR 90 80 – 100 100 dB
SVRR 96 80 –100 70 dB
ft 1 1 – 4 300 MHz
slew-rate 0.5 3 – 15 400 V/ms

Explanation of the terms
Voff input offset voltage
Ibias bias current
Ioff current offset, the difference between

both bias currents
t.c. temperature coefficient
A0 DC gain
Ri resistance between input terminals
SVRR Supply Voltage Rejection Ratio
ft unity gain bandwidth
slew-rate max. value of dVo/dt

Table 12.2 provides an example of the maximum environmental conditions permitted
with type I.

Table 12.2. The absolute maximal ratings for some of the parameters of type I
given in Table 12.1.

power supply ±18 V
power dissipation 500 mW
input differential voltage ±30 V
output short-circuit duration Indefinite
operating temperature range 0 … 75°C
storage temperature range –65 … 150 °C
soldering temperature (60 s) 300 °C

12.2.2 Input offset voltage

One of the biggest possible limitations that can be placed upon an operational
amplifier is the offset voltage, in particular when processing small DC signals. Both
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the input offset voltage Voff and the input bias currents Ibias contribute to the total offset
of the circuit. This will be illustrated in Figure 12.7.
We model the input offset voltage and the bias currents as external sources, Voff, in
series with one of the input terminals (it does not matter which of the two) and Ibias

parallel to the input terminals. These sources account for all the errors taken into
consideration which is why the operational amplifier itself is made error-free, the
input currents are zero and the input voltage is zero. The input is usually connected to
a low impedance voltage source. To calculate the errors the input terminal is therefore
grounded.

Figure 12.7. The inverting amplifier of Figure 12.4b, including an offset voltage
source and two bias current sources.

The calculation is made in two stages. First just the offset voltage contribution is
calculated then just the bias current contribution is worked out. The resulting outputs
are added up in accordance with the principle of superposition for linear systems and
the output voltage is then divided by the voltage gain in order to find the equivalent
total input error voltage.
First Ibias = 0, the output voltage due to Voff is Voff (1 + R2/R1). Next Voff = 0 and the
voltage on the inverting input is also zero. This means that there is no current through
resistor R1 (both terminals are at zero potential). The bias current Ibias1 must go
somewhere and the only path is through R2. This leads to an output voltage that is
equal to Ibias1R2. The other bias current, Ibias2, flows directly to ground and does not
contribute to the output voltage. The total output error voltage is:

V V R R I Roff o off bias, = +( ) +1 2 1 1 2 (12.8)
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We do not know what the sign for Voff  and Ibias is so we take the modulus to find the
maximum worst case error signal. After dividing this by the voltage gain -R2/R1, we
find that the maximum equivalent input error voltage is:

V R R V R Ioff i off bias, = +( ) +1 1 2 1 1 (12.9)

Likewise, the error voltage of other arbitrary circuits can also be calculated.
The bias current of the operational amplifiers given in Figure 12.4 will flow entirely
through the input voltage source connected to the circuit. That will create an extra
error voltage of Ibias.Rg, where Rg is the source impedance. An amplifier with very low
bias current is needed to measure the voltage from a source with a relatively high
resistance so that the error voltage introduced is not too large.
The effect of both the offset and the bias current can be significantly reduced. The
offset voltage can be reduced or compensated by means of an additional voltage added
to the input. This compensation voltage can be taken from the power supply voltage
(Figure 12.8a) by using a proper voltage divider circuit.

Figure 12.8. Various compensation methods: (a) with additional, adjustable
voltage derived from the power supply, (b) with special operational amplifier

connections, (c) bias current compensation.

Some operational amplifiers have special connections which may be used to realize
compensation circuits more readily (Figure 12.8b). Bias current compensation is based
on the principle that both bias currents are almost equal and have the same sign (they
either flow to or from the amplifier). A resistor R3 is connected in series with the non-
inverting input (see Figure 12.8c). This creates extra offset voltage, -Ibias2R3 at the
non-inverting input point resulting in an extra output error voltage of -Ibias2R3 (1 +
R2/R1). The contribution of -Ibias1 to the output is, as we have seen before, Ibias1R2. If
both bias currents are equal, the total output error voltage will be zero if R3 satisfies
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the condition R2 = R3(1 + R2/R1) or R3 = R1//R2. Evidently the bias currents are not
exactly equal, their difference is the bias offset current Ioff. Under the same conditions
for R3, the output error voltage is equal to (Ibias1 - Ibias2)R2 = IoffR2, and the equivalent
input error voltage is IoffR1. As the offset current is usually small compared to the bias
currents, the effect of the bias currents can largely be eliminated by simply adding
resistor R3.
These compensation methods are also applicable to most other operational amplifier
circuits. After carefully compensating or adjusting the errors, the effect of the
temperature coefficients for Voff and Ioff will remain, which is why these parameters are
specified as well.

Example 12.3
An inverting voltage amplifier in the configuration given in Figure 12.8c uses a 741
type operational amplifier (type I in Table 12.1). R1 = 10 kW, R2 = 1 MW and R3 =
R1//R2. At 20 ∞C the output voltage is adjusted to zero (at zero input voltage) using the
compensation circuit seen in Figure 12.8b. We derive the maximum possible input
error voltage in a temperature bracket ranging from 0 to 70 ∞C.
The error input voltage is Voff,o = 1.01|Voff|+ 104|Ioff|. At 20 ∞C these contributions
cancel (due to adjustment). The maximum offset occurs at 70 ∞C: |Voff| = DT¥t.c.(Voff)
= 50¥20 mV; |Ioff|  = DT¥t.c.(Ioff) = 50¥0.5 nA, which is why at that temperature Voff,i

can be as high as 1.26 mV.

12.2.3 Finite voltage gain

Up until now we have assumed that the operational amplifier has an infinite voltage
gain. At low frequencies this assumption is acceptable but not in the case of higher
frequencies. Figure 12.9 shows the amplitude transfer characteristic of a typical low-
cost operational amplifier (type 741).

Figure 12.9. The amplitude transfer characteristic of an operational amplifier with
and without feedback.
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The characteristic has a remarkably low value of –3dB frequency. Is it still justifiable
to assume that the gain is infinite? We will investigate this in the case of the non-
inverting voltage amplifier shown in Figure 12.4b. The next equations apply to this
configuration: Vi = V+ (the voltage at non-inverting input); V- = Vo(R1/(R1 + R2) = bVo

(where b is the fraction of the output that is fed back to the input); Vo = A(V+ -  V-).
The elimination of V+ and V- will ultimately result in:
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Only where Ab is large compared to 1, may we approximate the transfer
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as found earlier. A less rough approximation would be:
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The relative deviation from the ideal value is about 1/Ab. The term Ab is often
encountered in control system calculations. It is called the open loop system gain and
it is the amplifier transfer and the feedback network put together. The higher the loop
gain, the less the transfer will be affected by the amplifier itself. This is the main
reason for striving for the highest possible operational amplifier voltage gain. With the
buffer amplifier given in Figure 12.4a, b = 1 the actual transfer deviates only a
fraction 1/A from 1.
As can be seen in Figure 12.9, A decreases at increasing frequency. Apparently the
amplifier behaves like a first order low-pass filter with a complex transfer function
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Substituting this expression for the transfer function of the non-inverting amplifier
configuration will lead to:
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This transfer has a first-order low-pass characteristic as well: the -3dB frequency
occurs at w = (1 + A0b)/tv. The bandwidth is factor 1 + A0b larger than that of the open
amplifier. The low-frequency transfer is A0/(1 + A0b) and it is factor 1 + A0b  less than
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that of the open amplifier. Obviously the bandwidth and gain product remains the
same, irrespective of the feedback. This can also be seen in Figure 12.9. At unity
feedback, b = 1, so Vo/Vi = A0/(1 + A0) ª 1. The bandwidth is (1 + A0)/tv ª A0/tv. This is
the unity gain bandwidth which is denoted as ft (in Hz). From the unity gain
bandwidth it is immediately clear what is the bandwidth of a circuit with arbitrary
gain.

Example 12.4
An operational amplifier has a unity gain bandwidth of ft = 2 MHz. The bandwidth of
an amplifier with a gain of 100 is 20 kHz. At a gain of 1000 the bandwidth is only 2
kHz.

Only amplifiers that behave like first-order low-pass filters have a constant gain-
bandwidth product (GB-product). Many amplifiers, in particular those used for high
frequency applications, have a second-order or even higher-order transfer function.
Such amplifiers are not always stable at arbitrary feedback. However, they do have
some extra connections so that compensating networks, like for instance a small
capacitor, can be added to guarantee stability at the chosen gain factor. This is called
external frequency compensation. The manufacturer provides the necessary instruc-
tions in the relevant specification sheets.
As a point of interest, first-order amplifiers were also originally of a higher order. The
first-order low -3dB frequency characteristic derives from internal frequency
stabilization provided to guarantee arbitrary gain stability.

SUMMARY

Amplifier circuits with ideal operational amplifiers

∑  An ideal operational amplifier has an infinite voltage gain, CMRR and input
impedance. The voltage offset, bias currents and output impedance are zero.

∑ At proper feedback, the voltage between the two input terminals of an operational
amplifier is zero.

∑  Operational amplifiers are used to realize various signal operations. Those
operations are fixed by external components and the properties are virtually
independent of the properties of the operational amplifier itself.

∑  The voltage transfer of the inverting voltage amplifier seen in Figure 12.3a is
-R2/R1 while that of the non-inverting amplifier given in Figure 12.4b is 1 + R2/R1.

∑  The inverting voltage amplifier has fairly low input resistance, R1, the input
resistance of the non-inverting amplifier is very high.

∑ The differential gain of the differential amplifier in Figure 12.5 is -R2/R1, under
the condition R1 = R3 and R2 = R4.

∑ The CMRR and the input resistance of the differential amplifier in Figure 12.5 can
be substantially increased by adding two operational amplifiers arranged in the
way shown in Figure 12.6.
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Non-ideal operational amplifiers

∑  The output offset voltage of the inverting or non-inverting voltage amplifier
comprises the terms (1 + R2/R1)Voff and IbiasR2. The contribution of Voff can be
reduced by employing the compensation methods shown in Figures 12.8a and b.
The contribution of Ibias is reduced to IoffR2 by adding the compensation resistor R3

in accordance with Figure 12.8c. These compensation methods are also applicable
to other amplifier configurations.

∑  The equivalent input offset voltage or error voltage is the output error voltage
divided by the voltage transfer.

∑ An operational amplifier with a first-order amplitude transfer characteristic has a
constant gain-bandwidth product which is specified as the unity gain bandwidth ft.

EXERCISES

Amplifier circuits with ideal operational amplifiers

12.1 What is meant by a virtual ground? The minus-terminal of an inverting
amplifier is virtually grounded, why? The minus-terminal of a non-inverted
amplifier is not virtually grounded. Explain this.

12.2 All operational amplifiers in Figures a-f (next page) can be viewed as ideal.
Find the output voltage Vo.

12.3 Design an amplifier in accordance with Figure 12.3a which has a voltage gain
of -50 and a minimum input resistance of 5 kW. Only take resistance values
from the E12 series.

12.4 Design a circuit that has just one operational amplifier and which is able to add
three voltages so that Vo = -10V1 – 5V2 + 2V3.

12.5 Deduce the transfer for the common mode and differential mode signals for the
circuit given in Figure 12.6 where the two resistors Rb are not equal. For a high
CMRR is it necessary for them to be equal?

Non-ideal operational amplifiers

12.6 The specifications for the operational amplifier given in the circuit below are:
Voff = 0.4 mV; Ibias = 10 nA; Ioff = 1 nA; ft = 5 MHz. Calculate Vo due to Voff

only.

12.7 Calculate the Vo in the circuit used in exercise 12.6 which is due only to Ibias.
Find the proper value of R3 for optimal compensation.

12.8 Find the input resistance in the circuit shown in exercise 12.6. Try also to
determine the output resistance.



12. Operational amplifiers 197

12.9 Find the bandwidth of the same circuit.
12.10 Design a circuit in accordance with the details given in Figure 12.8a so that the

voltage gain is -30 and the input resistance is at least 10 kW. The output offset
voltage should be adjustable in the range of -1.2 to +1.2 V. The power supply
voltages are +15 and -15 V.
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13 Frequency selective transfer
functions with operational

amplifiers

In Chapter 8 several circuits for frequency selective signal processing with passive
components were discussed. Certain of the disadvantages of such circuits, like the
unfavorable input and output impedances or the obligatory use of inductors, can be
overcome by using operational amplifiers.
The first part of this chapter describes circuits for signal processing functions in the
time domain, such as the integrator and the differentiator. The second part deals with
filter circuits that have a high selectivity.

13.1 Circuits for time domain operations

In this section the basic configurations for circuits are the inverting and the non-
inverting amplifiers discussed in the previous chapter (Figure 13.1). The complex
transfer functions of these circuits are expressed as H = -Z2/Z1 and H = (Z1 + Z2)/Z1,
respectively.

Figure 13.1. The basic configurations of the circuits in this chapter, (a) with
inverting transfer and (b) with non-inverting transfer.
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13.1.1 The integrator

The circuit in Figure 13.1a acts as an electronic integrator when Z1 is a resistance and
Z2 a capacitance (Figure 13.2).

Figure 13.2. Basic electronic integrator.

The transfer function of this circuit is H = -1/jwRC = -1/jwt. Its modulus equals 1/wt,
which is inversely proportional to the frequency: the modulus thus decreases by 6
dB/octave over the full frequency range. If one disregards the minus sign in the
transfer, its argument has a constant value of -p/2. A sinusoidal input signal vi  =
v̂ sinwt gives an output signal equal to vo = -(1/wt)v̂ sin(wt - p /2) = -(1/wt)v̂ coswt,
which is the integrated value of vi.
This circuit acts as an integrator for other signals as well and can be shown in the way
described below. Because of the virtual ground of the inverting input terminal, the
input signal vi is converted into a current vi/R, which flows through the capacitance C.
The output of the amplifier is vo = -vc. The current through a capacitor is i = C(dvc/dt).
Since i  = vi/R, it follows that C(dvc/dt) = vi/R, so the output voltage satisfies the
equation

v
v

RC
dt v dto

i
i= - = -Ú Ú1

t
 (13.1)

This only holds for an ideal operational amplifier. Imperfections in the amplifier cause
deviations from the ideal integrator behavior. The influences of the bias current Ibias

and the offset voltage Voff can be deduced from Figure 13.3. First one must suppose
that Ibias = 0. The current through R equals Voff/R as the non-inverting input is virtually
grounded. This current flows through the capacitance C. After that in order to find the
effect of Ibias, the offset Voff is presumed to be zero. If that is indeed the case Ibias will
flow directly into C because the voltage across R is zero. At zero input the total
current through C is therefore Ibias + Voff/R, which will result in an output voltage equal
to

v
C

I
V

R
dt Voff o bias

off
off, = - +

Ê
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ˆ
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+Ú1
(13.2)
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Figure 13.3. To determine the effect of the offset voltage Voff and the bias
current Ibias the input signal is set at zero.

Most of the polarities of Ibias and Voff are unknown so the worst case output offset is

v
C
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V

R
dt Voff o bias

off
off, = - +
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(13.3)

Example 13.1
An integrator is designed in the way given in Figure 13.2, with R = 10 kW and C =
0.01 mF. The operational amplifier that is used in this circuit has an offset voltage
that is less than 1 mV and a bias current that is less than 100 nA. On the basis of the
last equation the output will increase by 20 volts each second so within 1 second after
switching on, the amplifier will be in saturation.

To prevent the circuit from becoming saturated as a result of offset voltage and bias
current one must select an amplifier with low values of Voff and Ibias. Besides that the
following measures can be taken (see Figure 13.4):

Figure 13.4. (a) The resistor R1 in this circuit reduces the effect of the offset
voltage and R2 compensates for the bias current, (b) the transfer characteristic
shows that the circuit only acts as an integrator for frequencies much higher

than 1/(2pR1) Hz.
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∑ An additional resistor R2 in series with the non-inverting input of the operational
amplifier can be implemented. This reduces the effect of the bias current (Section
12.2.2).

∑ Offset compensation, similar to that of the inverting amplifier (see, for instance,
Figures 12.8a and b), can be introduced.

∑  An additional resistor R1 in parallel to C can be used. The transfer will then
become -(R1/R)/(1 + jwR1C). Figure 13.4b shows the transfer characteristic. At
low frequencies, the transfer is limited to R1/R; the integrator is then said to be
tamed. A disadvantage of this method is its limited integrating range. Only signals
with frequencies much higher than 1/(2pR1C) Hz are integrated.

Figure 13.5. The frequency characteristic of the integrator in Figure 13.4a in the
case of a band-limited operational amplifier. The working range of the integrator

lies within the two –3dB frequencies.

The finite gain of the operational amplifier limits the usable range of the integrator at
low frequencies and the finite bandwidth sets an upper limit for the integration range.
The integration range is found as follows. The frequency-dependent gain of the
amplifier is (see Section 12.2.3):

A j
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j v
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wt
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+
0

1
(13.4)

with A0 as the DC gain or open loop gain and tv as the first-order time constant of the
amplifier. The transfer function of the integrator in Figure 13.4a can be deduced from
the following equations:
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where Z1 = R1/(1 + jwR1C), and V- and V+ the respective voltages at the inverting and
non-inverting inputs of the amplifier. V+ is zero because the current through R2 is very
small. If one eliminates V- from these two equations under the conditions A0 >> 1,
A0R >> R1, R1 >> R  and R1C  >> tv/A0, the transfer of the integrator circuit may
approximate:
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The frequency characteristic is depicted in Figure 13.5. Apparently the circuit
integrates signals for which 1/R1C << w << A0/tv.

Example 13.2
For the circuit given in Figure 13.4, the components have the following values: R1 =
1 MW , C = 0.1 mF, R = 1 kW, A0 = 105 and tv = 0.1 s. In this design, the cut-off
frequencies are 10 and 106 rad/s. This means that there is an integration range from
roughly 15 Hz to 150 kHz.

13.1.2 Differentiator

By interchanging the positions of the resistance and the capacitance in Figure 13.2, the
circuit turns into the differentiator shown in Figure 13.6.

Figure 13.6. (a) Basic electronic differentiator, (b) to determine the effect of the
offset voltage Voff and the bias current Ibias the input signal is set at zero.
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The input voltage vi is converted into a current i = C(dvi/dt) flowing through capacitor
C. This current flows into the feedback resistor R and results in an output voltage
equal to vo = -iR = -RC(dvi/dt).
The transfer in the frequency domain is H = -Z2/Z1 = - jwt. The modulus of the
transfer is directly proportional to the frequency (a rise of 6 dB per octave) and the
argument (disregarding the minus sign) is p/2 over the whole frequency range.
Just as in the case of the integrator, the differentiator also suffers from the non-ideal
characteristics of the operational amplifier, thus limiting its useful range of operation.
The bias current causes a constant output voltage equal to -IbiasR. The offset voltage
appears unchanged at the output, because there is no current through R (at zero bias
current), see Figure 13.6b. If the polarity of Voff and the direction of Ibias, are not known
the output offset voltage will be less than |Voff| + |Ibias|R, which is a small and constant
value.
A serious disadvantage of this circuit, however, is the high gain for signals with high
frequency components. Wide band thermal noise and rapidly changing interference
signals are highly amplified by the differentiator. Furthermore, steep input signals
(like those from square or pulse-shaped voltages) can saturate the differentiator.
Finally, the frequency-dependent transfer of the operational amplifier may give rise to
a pronounced peak in the frequency characteristic of the circuit or even to instability.
For all these reasons, a differentiator of the type given in Figure 13.6 is not recom-
mended. The circuit shown in Figure 13.7 behaves better. There the range of the
differentiator is restricted to low frequencies only. By adding R1, the high-frequency
gain is limited to a certain maximum. If the frequency dependence of the operational
amplifier is not taken into account, the transfer function of the circuit given in Figure
13.7 will satisfy:
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with t1 = R1C. The frequency characteristic of this transfer is shown in Figure 13.7b.

Example 13.3
The aim is to design a differentiator for frequencies up to 100 Hz (about 600 rad/s);
the gain may not be more than 10. These requirements will be met if, for instance, t1

= R1C = 10-3  s. The R/R1 ratio should be 10. For a stable transfer it is favorable to
have a low gain at high frequencies. A suitable design is R1 = 10 kW, R = 100 kW and
C = 0.1 mF.

13.1.3 Circuits with PD, PI and PID characteristics

Control systems often require a specific transfer characteristic. Such a characteristic
may contain a proportional region (P, a frequency-independent transfer), a differenti-
ating region (D) and an integrating region (I), or a combination of the three (denoted
as PI, PD and PID). These names reflect the type of transfer in the time domain of the
controller that generates the control signals. All these characteristics may be realized
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with the configuration given in Figure 13.1a and they are briefly discussed below
(Figure 13.8).

Figure 13.7. (a) To reduce noise and high-frequency interference, resistor R1 is
added to the circuit shown in Figure 13.6, (b) the frequency characteristic of the
differentiator shows that its range is restricted to frequencies below 1/(2pR1C).

The PI-characteristic (Figure 13.8a)

Z1 = R1 and Z2 = R2 + 1/jwC2. The transfer becomes H = -(R2/R1 + 1/jwR1C2). If the
integrator is to be prevented from saturating, the gain for AC signals must be restricted
(see the upper dotted line in Figure 13.8a).

The PD-characteristic (Figure 13.8b)

Z1 consists of a resistor R1 in parallel to capacitor C1; Z2 = R2. The transfer equals H =
-(R2/R1 + jwR2C1). As discussed in the paragraph on the differentiator, measures have
to be taken to guarantee the stability of the system (see dotted line).

The PID-characteristic (Figure 13.8c)

Z1 = R1/(1 + jwR1C1); Z2 = R2 + 1/jwC2. The transfer function satisfies H = -(C1/C2 +
R2/R1 + 1/jwR1C2 + jwR2C1).
To restrict the working range of the integrator to high frequencies only, a resistor Rp is
adjusted in parallel to Z2. The working range of the differentiator is restricted to low
frequencies by a resistor Rs in series with C1. The circuit is depicted in Figure 13.8d.
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Figure 13.8. Transfer characteristics of (a) a PI-circuit, (b) a PD-circuit, (c) a PID
circuit, (d) a circuit for a PID-characteristic.

The low output impedance of the circuits discussed above allows several circuits to
cascade without there being significant loading effects . The (complex) transfer
function
of such a serial system is simply the product of the individual transfer functions. For
other filter characteristics, special filter characteristics and the respective pulse and
step responses, the reader is referred to general text books on this subject.

13.2 Circuits with high frequency selectivity

This section shows how to effect a high selectivity transfer function without using
inductors and by applying active components (operational amplifiers). We shall
discuss second-order band-pass filters with a very small bandwidth and low-pass
filters of a higher order.

13.2.1 Resonance filters

Passive filters consisting of inductors and capacitors can have a high selectivity (or a
very small bandwidth) in conjunction with the effects of resonance. To realize
resonance effects inductorless band-pass filters that have a high selectivity require the
use of active components, such as operational amplifiers.
The general transfer function of a second order network can be presented as:

H j
a a j a j

b b j b j
w

w w
w w
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0 1 2
2

0 1 2
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The coefficients a0, a1 and a2 in this expression are not all equal to zero. If the numera-
tor contains only the factor a1jw the filter will be of the band-pass type, because the
modulus of the transfer approaches zero for w Æ 0 as well as for w Æ • . If a2 = 0
(and possibly also a1 = 0), |H| = a0/b0 for w = 0, whereas for w Æ • the transfer will be
near to zero. Such a filter can therefore be said to have a low-pass character. Similarly,
it can be proven that the transfer has a high-pass character if a0 = 0.

Band-pass type filters will be discussed, so a0 = a2 = 0. The denominator of H(jw) can
be rewritten as 1 + 2jwz/w0 - w2/w0

2 (see Section 6.1.2) or as 1 + jw/Qw0 -w2/w0
2.   In

this section the latter expression will be used. If the numerator is written as H0jw/Qw0

then the transfer function of the second-order band-pass filter becomes
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(13.10)

The transfer is fixed with three parameters: H0, w0 and Q. H0 is the transfer at w = w0.
This is equal to the maximum transfer. That is why w0 is called the resonance
frequency. (In Section 6.1.2 this maximum transfer has been calculated for a second-
order function with a0 = 1 and a1 = a2 = 0. In such cases the maximum transfer occurs
at  slightly lower frequencies). The bandwidth of the filter (the frequency span
between the two -3 dB points) can be worked out by calculating the frequencies w ±
Dw for which |H| = 1

2 H0÷2. This bandwidth appears to be equal to B = 2Dw = w0/Q,
assuming that D w   << w0 (see Figure 13.9). The parameter Q  increases as the
bandwidth decreases which is why Q is called the filter’s quality factor (see also
Section 6.1.2). With only passive components (resistors and capacitors), the maximum
obtainable value for Q is 0.5.
The number of inductorless band-pass filters one can possibly have is considerable.
We will restrict ourselves to just two classes, viz. filters created with one operational
amplifier that have positive and negative feedback.

Figure 13.9. The frequency characteristic of a second-order band-pass filter with
transfer H(jw) = jw/wo Q/(1 + jw/jwo Q – (w/wo)2), for different values of Q.
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13.2.1.1 Band-pass filters with frequency-selective positive feedback

Figure 13.10 shows the control diagram of an amplifier that has positive feedback.
The feedback network consists of passive components and has a transfer equal to
b(w). The voltage transfer Vo/Vi can be calculated using the equations Vo = K(Vi + Vt)
and Vt = b(w)Vo, to yield
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K
o

i
=

- ( )1 b w
(13.11)

Figure 13.10. Basic operating of a system with positive feedback. The transfer
function has a band-pass characteristic because the feedback network is a band-

pass type filter.

If the feedback network has a band-pass characteristic (e.g. one of the networks from
Section 8.1.3), then H(w) also has a band-pass characteristic. The properties of such a
band-pass filter are clarified in the next example given in Figure 13.11.
The K gain, the summation of the input signal and the feedback signal are realized in a
single operational amplifier. The passive band-pass filter consists of the components
R1, R2, C1 and C2. Assuming that the properties of the operational amplifier are ideal,
the following equations will hold:
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with Z1 = R1//jwC1 and Z2 = R2 + 1/jwC2; V
- and V+ being the respective voltages at the

inverting and non-inverting operational amplifier inputs. When V- and V + are
eliminated from these equations, the transfer function is found to be equal to
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where it is assumed that R1 = R2 = R and C1 = C2 = C. From the denominator it appears
that w0 = 1/t and Q = R3/(2R3 - R4). The transfer at resonance is H0 = 2(R4 + R3)
/(2R3 - R4). The sensitivity in Q to varying resistance values is high, in particular when
the difference between 2R3 and R4 is small. The same holds for H0, the transfer at
resonance point. The system is unstable for R4 ≥ 2R3.
The resonance frequency and the quality factor of the filter can be varied
independently: Q only depends on R3 and R4, whereas with R and C the resonance
frequency can be tuned. A precondition for this independence is the equality of both R
resistors and both C capacitances.
The filter in Figure 13.11 is called a Wien filter, because it is derived from a particular
type of measuring bridge, the Wien bridge. Many other types of filters can be
designed along the lines of the general principle demonstrated in Figure 13.10. A
common property of these filters is the high sensitivity for varying parameters at high
Q. That is why it is difficult to realize stable filters with a high quality factor. An
advantage of these types of filters is the relatively low value of K: for the Wien filter
the value is 3 at the very most. K = 3 corresponds to an infinite Q-factor. This low
value allows such filters to be designed for relatively high frequencies (the gain-
bandwidth product of an operational amplifier is constant and so a low gain
corresponds to a high bandwidth).

Figure 13.11. An example of a band-pass filter, made up of an operational
amplifier with positive feedback.

13.2.1.2 Band-pass filters with frequency-selective negative feedback

A high quality factor can also be achieved with negative feedback. If that is to happen,
the passive feedback network should have a notch characteristic. Figure. 13.12 shows
the control diagram of such a system. Again, the operation will be explained by means
of exemplification, see therefore Figure 13.13.
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Figure 13.12. The basic principle of a filter configuration with negative feedback.
The transfer function has a band-pass characteristic because the feedback

network has a notch characteristic.

Figure 13.13. An example of a band-pass filter with an operational amplifier and
frequency-selective negative feedback.

The notch filter in this circuit is hardly recognizable as such because the amplifier and
filter functions are combined with a small number of passive components. The
negative feedback is easily recognized: there is just one feedback path from the output
to the inverting input of the operational amplifier. The transfer function of this filter
appears to be
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The resonance frequency is w0 = 1/÷(R1R2C1C2), the quality factor is Q  =
÷(R1R2C1/C2)/(R1 + R2). The maximum value of Q is _÷(C1/C2), for R1 = R2. The
quality factor is determined by the ratio of two capacitance values and is, therefore,
very stable. A disadvantage of this filter is that the parameters w0 and Q cannot be
varied independently, as can be seen from the expressions for w0 and Q .
An important property of the band-pass filter with negative feedback is its
unconditional stability, also at high Q. On the other hand, a high Q requires a high K
gain. When an operational amplifier is used, this means that the value will be
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restricted to w0, because the bandwidth of the amplifier with feedback decreases as the
gain increases.

13.2.2 Active Butterworth filters

In Section 8.2, filter types with different approximations to the ideal behavior were
examined. When using operational amplifiers these filters can be designed without
inductors. The discussion in this section will be restricted to Butterworth filters of the
second and third order.
A second-order low-pass filter is depicted in Figure 13.14. This is the so-called Sallen-
and-Key filter. The conditions for a Butterworth characteristic can be derived from the
transfer function. The transfer is described as:
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Figure 13.14. An example of an active second-order low-pass Butterworth filter.

The modulus of H(jw) is
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It is a Butterworth characteristic (see Section 8.2.2) if the factor with w2 equals zero:
(R1 + R2)

2C2
2 = 2R1R2C1C2, or C1/C2 = (R1 + R2)

2/2R1R2. To simplify the design, R1 = R2

= R, so C1 = 2C2.
The circuit can be extended to a third-order filter by adding a first-order low-pass
section (Figure 13.15). At the output, an additional amplifier stage is connected, to
achieve low output impedance and to make it possible to choose an arbitrary gain. The
transfer function is calculated to determine the Butterworth condition of this filter. To
simplify the calculation we directly propose R1 = R2 = R3 = R. The modulus of the
transfer function then becomes:
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Figure 13.15. An example of an active, third-order low-pass filter with
Butterworth characteristics that consists of second-order and  first-order filters in

cascade.

This expression has a Butterworth characteristic if the factors with w2 as well as with
w4 are zero. This results in:
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Both equations are satisfied for C1 = 4C2 and C3 = 2C2.
It will be clear from the forgoing that the deriving of  Butterworth conditions for
filters of an even higher order becomes very time-consuming. Furthermore, the
equations can no longer be solved analytically so numerical methods are required. In
publications on this subject much information can be found on the design of higher
order filters and other types of filters, such as those of Bessel, Butterworth and
Chebychev.

SUMMARY

Circuits for time-domain operations

∑ With the basic inverting configurations of Figure 13.1 simple frequency-selective
transfer functions can be realized, such as integrators, differentiators, band-pass
filters and circuits with PD, PI and PID-characteristics.

∑  The complex transfer function of the integrator given in Figure 13.2a is H =
-1/jwRC; in the time domain: vo = -(1/RC)Úvidt.

∑  The effects of bias currents and offset voltage in the integrator circuit can be
reduced by:
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∑  - having compensation techniques similar to those implemented with voltage
amplifiers;

∑ - restricting the integrating range by adding a resistor in parallel to the capacitor.
∑ The complex transfer function of the differentiator in Figure 13.5 is given as H =

-jwRC; in the time domain: vo = -RC(dvi/dt).
∑ If the differentiator is to function properly its range must be limited, for instance

by adding a resistor in series with the capacitor.

Circuits with high frequency selectivity

∑ Second-order resonance filters are described using three parameters: the resonance
frequency w0, the quality factor Q and the transfer at resonance H0. The quality
factor is the ratio between w0 and the bandwidth B; Q = w0/B.

∑ Inductorless filters can be created by applying active elements (amplifiers). Two
basic configurations are: positive feedback through a passive band-pass network
and negative feedback through a notch network. In the first type, the filter
parameters are sensitive to variations in component values and the filter may even
become unstable. The latter type has guaranteed stability and is less sensitive to
component variations.

∑ Inductorless filters with Bessel, Butterworth and Chebychev characteristics can be
realized using operational amplifiers. Such filters are designed with the aid of
tables and plots that give the ratio of the component values at the given orders and
configurations.

EXERCISES

Circuits for time-domain operations

13.1 In the integrator circuit given below the component values are C  = 1 mF and
R = 10 kW. The specifications of the operational amplifier are: |Voff| <0.1 mV
and |Ibias| < 10 nA. The input is supposed to be zero. At t = 0 the output voltage
vo = 0. What is the value of vo after 10 seconds?

13.2 In the circuit above, resistor R is connected between the ground and the non-
inverting input of the operational amplifier. What is vo at t = 10 seconds, under
the same conditions as those presented in the preceding question?

13.3 The same circuit is now extended using a resistor R0 = 1 MW in parallel with C.
What is vo, under the same conditions as before?
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13.4 a. Give the Bode plot (amplitude characteristic only) of the circuit below
(asymptotic approximation).
b. The circuit is used as a differentiator, so the phase shift should be 90∞. Find
the frequency for which the phase shift error is more than 10 degrees (that is:
the frequency for which the phase shift is 80∞).

13.5 In the next PI-circuit, the component values of R1, R2 and C have to be chosen
in such a way that the following requirements are satisfied:
- input resistance Ri > 10 kW
- proportional gain 2
- integration range that goes at least up to 100 Hz.
The operational amplifier may be considered ideal.

Circuits with high frequency selectivity

13.6 The transfer function of a certain second-order band-pass filter is given as
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with t  = 10-3 s.
Find the resonance frequency w0, the transfer at very low and very high
frequencies and the quality factor Q.
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13.7 Find the transfer function of the circuit below, and estimate the resonance
frequency and the quality factor Q. t = RC = 10 ms, R1 = R2 = R and C1 = C2 =
C.

13.8 Convert the circuit in Figure 13.14 into a second-order high-pass filter with
Butterworth characteristics.

13.9 The following circuit is a filter consisting of two integrators and a differential
amplifier. This filter is called a dual-integrator loop or a state-variable filter.
Find the transfer function. Which components should be made adjustable to
vary Q independently of w0, and which components should be used to tune w0

independently of Q?



215

14 Nonlinear signal processing
with operational amplifiers

This chapter explains how to design circuits for nonlinear analog transfer functions.
First we shall discuss the circuits that are used for specific nonlinear operations, such
as: the comparator, the Schmitt-trigger and special nonlinear circuits where pn-diodes
function as electronic switches. Some specific functions, like logarithmic and
exponential functions, and multiplication and division, employ the exponential
relationship between the current and the voltage of a pn-diode or bipolar transistor
(see Chapters 9 and 10). These electronic systems, which are available as complete
integrated circuits, will be discussed in the second part of this chapter, as will various
circuits used for arbitrary nonlinear functions.

14.1 Nonlinear transfer functions

This section deals with the circuits that are implemented to realize certain common
nonlinear functions. One after another we shall discuss the comparator, the Schmitt-
trigger, active voltage limiters and rectifiers.

14.1.1 Voltage comparators

A voltage comparator (or short comparator) is an electronic circuit that responds to a
change in the polarity of an applied voltage. The circuit has two inputs and one output
(Figure 14.1a). The output has just two levels: high or low, all depending on the
polarity of the voltage between the input terminals (Figure 14.1b). The comparator is
frequently used to determine the polarity in relation to a reference voltage (Figure
14.1c).
It is possible to use an operational amplifier without feedback as a comparator. The
high gain makes the output either maximally positive or maximally negative,
depending on the input signal. However, an operational amplifier is rather slow, in
particular when it has to return from the saturation state.
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Figure 14.1. (a) The circuit symbol for a comparator, (b) comparator output
voltage vo as a function of two sinusoidal input voltages v1 and v2, (c) the output

for an input voltage vi which is compared to a reference voltage Vref.
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Table 14.1. Specifications for two types of comparators:  fast (type I) and
accurate (type II).

Type I Type II

Voltage gain A — 2◊105

Voltage input offset Voff ±2 mV ± 8µV/K ±1 mV, max. ±4 mV
Input bias current Ibias 5 µA 25 nA, max. 300 nA
Input offset current Ioff 0.5 µA ± 7 nA/K 3 nA, max. 100 nA
Input resistance R1 17 W –
Output resistance Ro 100 W 80 W
Response time tr 2 ns 1.3 µs
Output voltage, high vo,h 3 V –
Output voltage, low vo,l 0,25 V –

The purpose-designed comparators have a much faster recovery time with response
times as low as 10 ns. They have an output level that is compatible with the levels
used in digital electronics (0 V and +5 V). Their other properties correspond to a
normal operational amplifier and the circuit symbol resembles that of the operational
amplifier. Table 14.1 gives the specifications for two different types of comparators, a
fast type and an accurate type.
Integrated circuits with two to four comparators on one chip are currently available.
Since the power supply pins are combined, the total number of pin connections
required for a multi-comparator chip can be kept reasonably low. There are also
comparators that have two complementary outputs so that when one output is high, the
other is low and vice versa. Other types have an additional control input terminal
(strobe) that can switch off the entire circuit. At high strobe input (or low, depending
on the type), the comparator output will be high as well, irrespective of the input
polarity. At low (or high) strobe input, the circuit operates as a normal comparator.
The comparator not only gives information about the input voltage polarity but also
about the moment of polarity change. It is this property that makes the comparator a
useful device in various kinds of counter circuits. Imperfections in the comparator
(offset, time delay) will cause output uncertainty and much the same goes for input
signal noise (Figure 14.2).
The time error increases as the slope of the input signal decreases and noise level
increases.

14.1.2 Schmitt-trigger

Noise in the input signal causes fast, irregular comparator output changes (Figure
14.3a). Hysteresis is intentionally introduced to the comparator function (Figure
14.3b) in order to reduce or eliminate output jitter. The output switches from low to
high as soon as vi exceeds the upper reference level Vref1, and from high to low as soon
as vi drops below the lower level Vref2. For proper operation, the hysteresis interval Vref1

- Vref2 must exceed the noise amplitude. However, great hysteresis will lead to huge
timing errors in the output signal.
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Figure 14.2. Comparator timing uncertainty caused by noise in the input signal.

Figure 14.3. (a) Comparator output jitter caused by input noise
(b) reducing jitter by introducing hysteresis.

The right amount of hysteresis is achieved by having an operational amplifier with
positive feedback (Figure 14.4). The circuit, which is known as a Schmitt-trigger,
operates in the way described below. A fraction b of the output voltage is fed back
into the non-inverting input: b = R1/(R1 + R2). Suppose that the most positive output
voltage is E+ (usually around the positive power supply voltage) and the most negative
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output is E-. The voltage at the non-inverting input will be either bE+ or bE-. When vi

is below the voltage on the non-inverting input, then vo equals E+ (because of the high
gain). This remains a stable situation as long as vi < bE+. If vi reaches the value bE+,
the output will decrease sharply and so will the non-inverting input voltage. The
voltage difference between both input terminals decreases much faster than vi

increases so, within a very short period of time, the output becomes maximally
negative (E-). As long as vi > bE-, the output remains vo = E-, a new stable state.

Figure 14.4. A Schmitt-trigger, realized with an operational amplifier and positive
feedback (comparator with hysteresis).

The comparator levels of the Schmitt-trigger are apparently bE+ and b E-. In
conjunction with the positive feedback, even a rather slow operational amplifier can
have a fast response time. Evidently, a special comparator circuit is even better.
The switching levels can be varied by connecting R1 to a reference voltage source Vref.
Both levels shift by factor VrefR1/(R1 + R2). In most cases the hysteresis is small
compared to the input or output signal, so R1 will be small compared to R2. Vref +
(R1/R2)vo,max and Vref + (R1/R2)vo,min approximate the respective switching levels.

14.1.3 Voltage limiters

In Section 9.2.1 we discussed voltage limiters that consist of resistors and diodes. The
limit level of such circuits is determined by the diode threshold voltage, which is not
well fixed and temperature dependent (about -2.5 mV/K). Those kinds of
disadvantages can be overcome by using operational amplifiers. Figure 14.5 shows the
basic arrangement of an active limiter with adjustable limit levels and linear range
transfer.
This is how it operates: the diodes D1 and D2 are either reverse biased (infinite
resistance) or conducting (zero resistance with forward voltage VD). The circuit itself
has two stable states. When the input voltage is positive, current will flow through R1

and D1 to the amplifier output. Since the amplifier is properly fed back via the
conducting diode D1 the inverting input of the operational amplifier is at ground
potential and the output voltage equals -VD, that is: the threshold voltage of D1. This
voltage is sufficiently negative to keep D2 reverse biased. As there is no current
flowing through R2 the circuit output voltage is zero.
A negative input voltage causes a current to flow from the amplifier output via D2, R2

and R1 to the input. The operational amplifier is then fed back via the conducting
diode D2  but D1 is reverse biased (because vo is positive). In this state the output
voltage equals vo = -(R2/R1)vi. Figure 14.5b shows the resulting transfer characteristic.
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Figure 14.5. (a) An active voltage limiter, (b) the corresponding transfer
characteristic.

The circuit in Figure 14.5a limits the output voltage to a minimum value which, in this
case, is zero. Conversely, restricting to a maximum value (zero) is achieved by
reversing both diodes, thus resulting in the transfer function depicted in Figure 14.6b,
curve 1.
Figure 14.6a shows a configuration that allows the characteristic to shift in horizontal
and vertical directions. The voltage Vref,1 moves the curve in a horizontal direction. As
already explained, the current either flows through D1 or through D2 and R 2. In
accordance with Kirchhoff's rule, this current must be equal to the sum of the currents
through R1 and R3, hence Vref,1/R3 + v i/R1. The breaking point in the characteristic
occurs at zero current which means that vi = -Vref,1R1/R3 (see Figure 14.6b, curve 2). A
vertical shift is obtained using a voltage Vref,2 that is connected to the non-inverting
input of the operational amplifier (Figure 14.6b, curve 3).

Figure 14.6. (a) A voltage limiter with adjustable limiting levels for the input and
output voltage, (b) the corresponding transfer characteristics. Curve 3 applies to

non-connected input voltage Vref,1 (the floating terminal).

It would appear that the transfer characteristic does not depend on the diode threshold
voltages that derive from the high gain of the amplifier. A slight change in the input
voltage is enough to switch the diodes from forward to reverse and vice versa. The
inaccuracy of the transfer characteristic is only determined by the offset generated by
the operational amplifier.
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14.1.4 Rectifiers

The aim of a double-sided rectifier is to generate a transfer function that satisfies y =
|x|. With a single-sided rectifier y = x (x > 0) and y = 0 (x < 0): x and y are voltages or
currents.
With passive components the most common double-sided rectifier is the Graetz diode
bridge discussed in Section 9.2. It only responds to signals that exceed the threshold
voltage of the diodes. Figure 14.7 depicts a simple rectifier circuit without that
disadvantage. When the input currents are negative, D1 is forward biased and D2 is
reverse biased. The non-inverting input voltage of the operational amplifier is zero and
so the circuit behaves like the current-to-voltage converter seen in Figure 12.2: vo =
-iiR. When the input currents are positive D2 is forward biased and D1 is reverse
biased. In that situation the circuit behaves like the buffer amplifier given in Figure
12.4 where the input signal is iiR and the output signal is the same.

Figure 14.7. A current-voltage converter that operates as a double-sided rectifier.

The circuit depicted in Figure 14.5 can serve as an (inverting) single-sided rectifier.
When inversion is not required an additional inverter may be connected to its output.
The inverting rectifier can be extended to become a double-sided voltage rectifier by
adding twice the input signal to the inverted single-sided rectified signal. This is
illustrated in Figure 14.8 where the input voltage is triangular.

Figure 14.8. A double-sided voltage rectifier, consisting of a single-sided rectifier
and a summing circuit.
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When working with the circuits described above, the imperfections of the operational
amplifier should be borne in mind. It is particularly the limited bandwidth and the
slew-rate that could cause problems when signals with relatively high frequencies are
being processed.
Alongside of the circuits described in this section, there are a number of other
configurations for rectifiers and limiters described in various textbooks on electronics.
Some of these circuits have major disadvantages. For instance, since the operational
amplifier has no feedback in one of its stable states that substantially slows down its
speed. Yet others work only at particular load resistances. So, despite the beautiful
simplicity of such circuits they need to be implemented with caution.

14.2 Nonlinear arithmetic operations

14.2.1 Logarithmic converters

Figure 14.9 shows the basic principle of a logarithmic voltage converter. Since the
non-inverting input of the ideal operational amplifier is connected to ground, the
voltage on the inverted input is zero. The current through R is therefore just vi/R and it
flows entirely through the diode. With this diode, the relation between the voltage and
the current is ID = I eqV kTD

0
/  or VD = (kT/q)ln(ID/I0). This results in an output voltage

equal to:
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Figure 14.9. The basic circuit for a logarithmic converter, (a) with a pn-diode,
(b) with a bipolar transistor.

At room temperature kT/q ª 25 mV and 1/loge ª 2.3 so
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The output voltage decreases by about 60 mV each time the input voltage is increased
tenfold. The validity of this exponential relation covers a current range of about 10 nA
to several mA. When currents are greater, the series resistance of the diode disturbs
the exponential relation. At very low currents the relation is not valid either.
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The relation between the collector current IC and the base-emitter current VBE of a
bipolar transistor is also exponential and valid for a much wider range, going from
several pA to several mA. Figure 14.9b shows how this bipolar transistor property is
exploited in a logarithmic converter. The collector voltage is virtually grounded so the
base-collector junction is not forward biased which is one condition for transistor
operation in the normal range. Just like the circuit with the diode, the output for this
circuit is:
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0 0

0 06 (14.3)

Both circuits can only be used with positive input voltages. To allow in negative input
voltages, the polarity of the diode in Figure 14.9a must be reversed and in Figure
14.9b the npn-transistor must be replaced by a pnp-type transistor, however, the
circuits will remain unipolar.
The main drawback of the logarithmic converters seen in Figure 14.9 is their
tremendous temperature sensitivity. There are two terms that are responsible for this:
the term kT/q and the leakage current I0. The latter can easily be compensated for by a
second converter with an identical structure which operates at the same temperature
as, for instance, that revealed in Figure 14.10.

Figure 14.10. The basic layout of an integrated logarithmic converter internally
adjusted to base 10.

Subtracting one output from the other will result in a voltage that is proportional to the
ratio of the two input signals and that ratio will be independent of I0 provided that both
transistors have the same leakage current. Because of the factor kT/q the remaining
temperature coefficient is only 1/300 or 0.33% per K (at room temperature, 300 K).
Other shortcomings are caused by imperfections in the operational amplifier, such as
with the bias currents and the offset voltage, both of which contribute to an additional
current through the diode or transistor. If one takes into account the bias current and
the offset, the total current will amount to:
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and the modulus of Ibias and Voff is taken because we do not know the polarity of these
quantities. The output of the diode circuit becomes vo = V off - V D  (VD includes the
additional current derived from Voff and Ibias). The output of the transistor circuit
amounts to vo = -VBE. Although the collector voltage is |Voff|, it does not affect the
base-emitter voltage. The influence of  Voff and Ibias can be compensated in a similar
way to that done in linear amplifier circuits (Section 12.2.2).
Figure 14.10 gives the internal structure of a commercial type logarithmic converter.
As indicated in Figure 14.10b, the squares with "log" printed inside them represent
circuits but they do not have resistor R. That has to be connected externally by the
user. These converters come in two types: "P" and "N", for positive and negative input
voltages. Table 14.2 lists the main specifications for such a converter. It is composed
of two logarithmic converters, a subtractor (differential amplifier) and an output
amplifier. The output voltage is proportional to the logarithm of the ratio between the
two input currents I1 and I2, which is why it is called a log-ratio converter. Between
specific boundaries the transfer (or scaling factor) can be determined by the system
user simply by placing an external resistor between pins 3 and 4. The low input
impedance of the integrated circuit also allows input voltage conversion to take place
if external resistors R1 and R2 are connected in series with the inputs.

Table 14.2. The specifications of a log-ratio converter.

Transfer function Vo = –K log I1/I2

Input current range I1, I2; (+/–) 1 nA … 1 mA

Scaling factor 1 V decade ±1% ± 0.04%/K

Bias current: Ibias,1, Ibias,2: 10 pA (doubles per 10 K)

Input offset voltage Voff,i = ± 1 mV (max.) ± 25 µV/K

Output offset voltage Voff.o = ± 15 mV (max., adjustable to zero) ± 0.3 mV/K

Example 14.1
Voltage vi should be converted into voltage vo = -2log(vi/Vref) using the converter
shown in Figure 14.10 and the corresponding specifications in Table 14.2. Voltage vi

ranges from 10 mV to 10 V and a reference voltage of 10 V is available.
To minimize errors emanating from bias currents and offset voltages the currents are
made as large as possible so that for instance I1 = I2 = 1 mA. This is achieved with R1

= R2 = 10 kW . The scaling factor is set at 2 (i.e. twice the nominal value) by
connecting a resistor of 15 kW between terminals 3 and 4. At the lowest input voltage,
the output is -2log10-3 = 6 V. The output error at that input voltage point consists of
two parts (Table 14.2), one arising from Voff,o: 2 ¥ (±15) mV (the gain is twice the
nominal value) and the other arising from Voff,i: vo = -2log{(10 mV ±1 mV)/10 V}, a
value which lies between +5.98 and +6.09 V. There is therefore a maximum error of
about 90 mV. Compared to these offset errors other errors are negligible.
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14.2.2 Exponential converters

The pn-diode and the bipolar transistor can also be used to create an exponential
converter (sometimes also known as an anti-log converter) as shown in Figure 14.11.

Figure 14.11. The basic circuit of an exponential voltage converter.

Assuming that the operational amplifier is ideal, the output voltage will equal vo = IR

= I0Re qv kTi- / . The minus sign derives from the fact that vo = VEB = -VBE. The circuit

only operates with negative input voltages. A circuit that has a pnp-transistor rather
than an npn-transistor will only operate with positive input voltages.
The great temperature sensitivity of I0 can be compensated by using the same method
as that used in the logarithmic converter, in other words, by adding a second, identical
circuit. The remaining temperature coefficient deriving from the factor kT/q  is
sometimes reduced by a built-in temperature compensation circuit. The transfer of
such an exponential converter can be given as vo = - Vref e

v Ki- / , where Vref is an
internal or external reference voltage and K a scaling factor.
Depending on the external connections, some of the types available can also be used
as logarithmic converters. Figure 14.12 demonstrates that possibility. The system
consists of an exponential converter (having the transfer mentioned above), a
reference voltage Vref and an operational amplifier. In Figure 14.12a, the device is
connected as an exponential converter and in Figure 14.12b as a logarithmic
converter. The transfer in the exp-mode is vo = -vy = Vref e

v Ki / and in the log-mode it is
vo = vx and vi = -vy, so vo = -Kln(vi/Vref). The operational amplifiers are presumed to be
ideal.

14.2.3 Multipliers

Most commercial analog multipliers are based on a combination of logarithmic and
exponential transfer functions. Figure 14.13 provides the functional diagram of a
multiplier composed of the exponential and logarithmic converters seen in Figures
14.9 and 14.11. The transfer for logarithmic converters is vo,j = -(kT/q)ln(vi,j/I0Rj), j =

1,2,3, whereas for the exponential converter it is vo,4 = I0R4 e qv KTi- 4/ . The voltage after
summation equals -(kT/q)ln(vi,1vi,2R3/vi,3I0R1R2), so the output voltage is
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Figure 14.12. An integrated exponential converter, (a) connected as an
exponential converter, (b) connected as a logarithmic converter.

Figure 14.13. A functional diagram of an analog multiplier based on exponential
and logarithmic converters and a summing circuit.
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Despite the heavy temperature dependence of the individual converters, the output
does not depend on the leakage current I0 and the temperature T (which provides
identical converters and the same temperature). Another advantage is that the circuit
can act as a divider. The main disadvantage is the unipolarity: multiplication is only
performed in one quadrant.
To dispel this shortcoming, multipliers are constructed that are capable of handling
both polarities. Such multipliers are also based on the logarithmic and exponential
relations of a bipolar transistor and are available as integrated circuits.
Table 14.3 is part of the specification list for a low-cost analog multiplier integrated
circuit. This integrated device has three inputs: X, Y and Z. The function of the Z input
will be discussed in Section 14.2.4. The offset voltages of the three inputs can be
individually adjusted to zero by connecting compensation voltages to three extra
terminals. In the data sheet the manufacturer specifies how this can be done. The
crosstalk in the specification list is the output voltage derived from just one input
voltage while all the other input voltages are zero. The non-linearity of the device is
specified for the individual X  and Y  channels at maximum input voltage in both
channels.

Table 14.3. The specifications for an analog multiplier.

Transfer function Vo = Kvxvy; K = 0.1 V–1

Scale error ±2% ± 0.04%/K
Max. input voltages ± 10 V
Non-linearity vx = vo = 20 V (peak-peak); ± 0.8%

vy = vo = 20 V (peak-peak); ± 0.3%
Crosstalk (peak-peak value 50Hz) vx = 20 V, vy = 0; vo < 150 mV

vy = 20 V, vx = 0; vo < 200 mV
Input resistance X-input
                         Y-input
                         Z-input

10 MW
6 MW
36 kW

Output resistance 100 W
Output offset voltage adjustable to zero
t.c. of the offset voltage ±0.7 mV/K
Bias current X,Y-input 3 µA
                    Z-input ±25 µA
Bandwidth 750 kHz

14.2.4 Other arithmetic operations

The multiplier discussed in the preceding section can also be applied to division and
used to realize square power and square root transfer functions. A quadratic transfer
function is achieved by simply connecting the input signal to both multiplier inputs: vo

= Kvi
2. The division and extraction of the square root is obtained by introducing a

feedback configuration and using an operational amplifier. Most commercial devices
have a built-in amplifier for that particular purpose.
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Figure 14.14. An example of a divider circuit: vo = –(R2/KR1)·(vz/vx). The multiplier
is in the feedback loop of the operational amplifier. The IC can also be connected

as a multiplier and as a square rooter.

Figure 14.14 shows the functional structure of a divider circuit, it also shows the Z-
input from the foregoing section. With proper feedback, the inverting input voltage of
the operational amplifier is zero so vzR2/(R1 + R2) + KvxvyR1/(R1 + R2) = 0. Furthermore
vy = vo, so vo = -vzR2/KvxR1 and the output is proportional to the ratio of vz and vx. The
proportionality factor can freely be chosen with R1 and R2. The divider only operates
for positive vx values. In the case of negative values the negative feedback changes
into positive feedback thus destabilizing the system. The division operation error
margin depends on the errors made by the multiplier and the operational amplifier. If
one assumes that the multiplier output offset voltage is Voff,a and that the input offset
voltage of the operational amplifier is Voff,b then:
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and thus, with vo = vy:
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This shows that the relative error in vo can be very large at low vx values.
The circuit given in Figure 14.14 can be used to realize a square root transfer function.
The X and Y inputs are connected to each other. Since vx = vy = vo, the output voltage is
vo = -R2vz/KvoR1, or: vo = ÷(-R2vz/KR1) Evidently, vz can only be negative.

Transfer functions with powers other than 2 or 1
2  can be realized with combinations

of logarithmic and exponential converters. The general principle is given in Figure
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14.15. There m is an amplifier (m > 1) or an attenuator (m < 1). With m = 2 and m =
1

2 , the transfer corresponds respectively to a square power and a square root. These
circuits are more accurate than those with analog multipliers. A disadvantage is the
higher complexity and the unipolarity.

Figure 14.15. An arbitrary power function is realized using a logarithmic
converter, an amplifier/attenuator and an exponential converter: vo = Kvi

m.

Example 14.2
The mass flow Fm of a gas satisfies the equation Fm = F÷(PDp/T), if P is the total
pressure, Dp the pressure difference across the flow meter and T the absolute
temperature. F is a system constant. The quantities P, Dp and T can be measured
using electronic sensors. Let us assume that the output signals for those sensors are
xP, xDp and xT, respectively. An electronic circuit used to determine Fm is shown in
Figure 14.16. The operation follows the steps given in this figure. The output signal is
xo = ÷(xPxDp/xTxref).

Figure 14.16. An analog electronic circuit used to determine fm = F  P p TD / ; the

logarithmic converters are the same type as those given in Figure 14.10.

14.2.5 A piecewise linear approximation of arbitrary transfer functions

An arbitrary transfer function y = f(x) can be approximated using segments of straight
lines (Figure 14.17). The smaller the segments, or the more segments there are within
the interval [xmin,xmax], the better the approximation will be.
The approximation is obtained from a combination of similarly shaped elementary
functions (Figure 14.17b), in which the transfer function of the limiter from Section
4.2.3 can be recognized. To simplify the explanation we shall take that circuit as the
basis for the segmented approximation.
From Figure 14.17b it is clear that it is the weighted addition of the elementary
functions that results in the segmented function. For each of these sub-functions we
need to take the circuit as depicted Figure 14.14a with the fixed values of R1, R2 and
R3, and the adjustable reference voltages. The addition is done by means of an
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operational amplifier along the lines of the method shown in Figure 12.3b. If
necessary a normal linear transfer can be added as well. Figure 14.18 provides an
example of such a configuration with a corresponding transfer characteristic that
contains two break points (or three segments).

Figure 14.17. (a) Piecewise linear approximation at a number of segments,
(b) an example of function 1, composed of the elementary functions 2, 3 and 4.

The reference voltages Vref,j determine the position of the break points. With
resistances Ri,j the slope of the characteristic can be adjusted from the j-th break point.
The slope -Rt/Ri,j of the linear function is reduced at each following break point by a
quantity -Rt/Ri,j times the (negative) slope of the j-th limiter. The whole characteristic
can be rotated around the origin by varying Rt.
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Figure 14.18. (a) A circuit configuration for the weighted summation of the
elementary transfer functions seen in Figure 14.6b, using the circuits that feature

in Figure 14.5a. (b) the piecewise linear approximation of a non-linear transfer
function.

SUMMARY

Nonlinear transfer functions

∑ A comparator is a differential amplifier with a very high gain and a fast response.
Its output is either high or low, depending on the polarity of the input voltage.

∑  A Schmitt-trigger is a comparator with predetermined hysteresis. Like the
comparator, it is used to determine the sign (polarity) of a voltage.
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∑ The Schmitt-trigger has better noise immunity due to its hysteresis but this also
introduces an additional time or amplitude error when two signals are compared.

∑ A Schmitt-trigger can be realized by using an operational amplifier that provides
positive feedback.

∑ In active limiters and rectifiers consisting of diodes and operational amplifiers, the
switching levels are independent of the diode forward voltage.

Nonlinear arithmetic operations

∑  Logarithmic and exponential signal converters are based on the exponential
relationship between the current and the voltage of a pn-diode or on the even more
accurate exponential relationship between the collector current and the base-
emitter voltage of a bipolar transistor.

∑  The inherent great temperature sensitivity of a logarithmic and exponential
converter (which is due to the leakage current) is eliminated by compensating with
a second, identical diode or transistor.

∑  Most analog signal multipliers are based on a combination of logarithmic and
exponential converters. They are available as single-quadrant or four-quadrant
multipliers.

∑ Analog multipliers can also be used for division and square rooting. It is for that
very purpose that many integrated multipliers have built-in circuits and can be
employed by the user if the appropriate external connections are made.

∑  When using analog multipliers, special attention should be given to the
imperfections of the integrated circuits, such as voltage offset and nonlinearity.

∑  Arbitrary nonlinear transfer functions can be realized through piecewise linear
approximation, built up from a combination of limiters and a summing circuit.

EXERCISES

Nonlinear transfer functions

14.1 A voltage vg from a source with source resistance Rg = 1 kW is compared with a
reference voltage Vref that has an inaccuracy of ±2 mV. A comparator with
specifications as listed in Table 14.1, type I is used. Calculate the total
inaccuracy of this comparison in mV, over a temperature range that goes from
0 to 70 ∞C.

14.2 Find the switching levels and the hysteresis of the Schmitt-trigger in the figure
below. The operational amplifier has limited output voltages of -15 and +15V.
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14.3 Draw, in one figure, the output voltage, the non-inverting input voltage and the
input voltage of the circuit seen in exercise 14.2. Assume that the input voltage
is triangular, the amplitude 5 V and the mean value zero.

14.4 The component values of the circuits seen in Figure 14.6 are R1 = R2 = 1
2 R3 =

10 kW; Vref,1 = -3 V, Vref,2 = 2 V. Make a sketch of the transfer vo/vi.
14.5 Draw the voltages at the points indicated by the arrows in Figure 14.8 showing

what it would be like if all the diodes were reverse connected while the input
signal remained the same.

14.6 Find the transfer function of the circuit given below. Make a sketch of the
transfer function vo/vi. The forward voltage of the diodes is 0.5 V.

Nonlinear arithmetic operations

14.7 Logarithmic converters with transfer vo = KLln(vi/VL) and exponential
converters with transfer vo = KE ev Vi E/  are termed complementary if the total
transfer of the converters in series equals 1. Find the conditions for this with
respect to KL, KE, VL and VE.

14.8 Find the transfer functions vo/vi for the two circuits given below. The scaling
factor is K = 1 and the operational amplifier has ideal properties.



234 Electronic instrumentation

14.9 Find the transfer function for the following system. The transfer for the log-
converter is vp = -log(vi/10) while the transfer for the exponential converter is

vo = - -
10

10vq /
; A = 5.

14.10 Design a circuit with logarithmic and exponential converters that only has one
operational amplifier and which realizes the function

     v
v

v v
o =

◊
3

1
1 3

2
2 3

14.11 The bias currents of a log-ratio converter with transfer Klog(I1/I2) are 1 nA at
their maximum. K = 1 V. Calculate the output voltage for I1 = I2 = 1 mA. What
is the error in the output for I1 = 10 mA and I2 = 100 mA?
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15 Electronic switching circuits

The subject of this chapter is electronic switches and circuits composed of electronic
switches. In the first part we shall be discussing the general properties of electronic
switches and introducing various components that can function as electronically
controllable switches. In the latter part of the chapter, time multiplexers and sample-
hold circuits – the two types of circuits that make use of electronic switches – will be
described. Both kinds of circuits are widely used in instrumentation.

15.1 Electronic switches

There are many components that can serve as switches, some of which – such as
diodes and transistors – have already been discussed in preceding chapters. In this
section we shall be looking particularly at their properties as electronic switches. The
components we shall consider are these: reed switches, photo-resistors, pn-diodes,
bipolar transistors, junction field-effect transistors, MOSFETs and thyristors. First,
though, something must be said about the general properties of electronic switches.

15.1.1 The properties of electronic switches

When on, the ideal switch forms a perfect short-circuit between two terminals (see 1
and 2 in Figure 15.1a) and when off a perfect means of isolation. The ideal switch has
zero response time (it switches on directly as required). Finally, the control terminal
(3) is isolated from the circuit terminals which are, in turn, isolated from ground (to
form a so-called floating switch). Obviously, an actual switch only partially meets this
ideal behavior. The main imperfections are depicted in Figure 15.1b. but even a model
as complicated as this does not take into account all the properties of a switch. Usually
the dynamic properties of a switch are specified in a time diagram. Figure 15.2
clarifies the commonly used specifications with respect to dynamic behavior. The
quantity xi is connected to one terminal (input), xo is the quantity at the other terminal
(output). The quantity to be switched on and off may be a voltage or a current. In
practice, two types of switches are distinguished: voltage switches and current
switches. This distinction is based on how the switch is configured in an electronic
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circuit, rather than on its construction. For instance, it is more appropriate to use a
switch with a large offset voltage Voff as a current switch than as a voltage switch.

Figure 15.1. (a) A circuit symbol of an electronically controllable switch,
(b) a model showing some of the imperfections of an actual switch.

Figure 15.2. The dynamic properties of a switch, in terms of time delays. td(on) =
turn-on delay time, tr = rise time, ts = settling time (the space of time between

the on-command and the output within a specified error band around the steady-
state), td(off) = turn-off delay time, tf = fall time.
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Figure 15.3. Voltage switching with (a) a series switch, (b) a shunt switch, (c) a
series-shunt switch.

The salient imperfections of an electronic switch are its on-resistance and its off-
resistance. Together with the connected circuits these imperfections may well lead to
serious transfer errors. The three different configurations shown in Figure 15.3 reveal
how a voltage from a signal source with source resistance Rg is switched to a load RL

(i.e the input resistance of the connected system).
For each of these configurations the transfer in both the on-state and the off-state can
be calculated using the formula for the voltage divider.

* series switch (Figure 15.3a).

On:   
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g off L
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In the perfect switch the transfer in the on-state should be equal to RL/(Rg + RL) (thus
corresponding to a voltage divider configuration). For optimal transfer in the on-state
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the on-resistance of the switch must satisfy ron << Rg + RL. Usually, Rg << RL, so the
condition reduces to ron << RL. The ideal transfer in the off-state is zero which means
that the condition for the switch is roff >> RL.

* shunt switch (Figure 15.3b).
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Off:  
v

v

R r

R R r

r

r R R R
o

g

L on

g L on

on

on g L g

=
+

=
+( ) +

/ /
/ / 1

(15.4)

To estimate the ideal transfer the on-resistance must satisfy RgRL/roff << Rg + RL or, as
it is usually so that Rg << RL, the requirement will become roff >> Rg. For zero transfer
in the off-state: ron(1 + Rg/RL) << Rg or, since Rg << RL: ron << Rg.

* series-shunt switch (Figure 15.3c).
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For the same reasons as before, the requirements for the on and off-resistances are: roff

>> Rg; roff >> ron and ron << RL. Under the conditions ron << RL and roff >> Rg, the off-
state transfer is approximately equal to ron/roff .
These requirements are summarized in Table 15.1. In most cases, RL is large and Rg is
small. This interferes with the requirement roff >> RL for the series switch and ron << Rg

for the shunt switch. This problem does not apply to the series-shunt switch, there the
only requirement is roff >> ron, regardless of the source and load which can easily be
met by most switch types. A disadvantage of the series-shunt switch is that there is a
need for two complementary switches or two equal switches with complementary
control signals. In particular applications, however, this can even be an advantage, as
will be explained in Section 15.2.

Table 15.1. The requirements for the on and off resistances for the three
configurations of Figure 15.3.

ron roff

Series << RL >> RL

Shunt << Rg >> Rg

Series-shunt { << RL

<< roff

>> Rg

>> ron
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15.1.2 Components as electronic switches

The reed switch

The reed switch is a mechanical switch made up of two tongues (or reeds) of nickel-
iron encapsulated in a glass tube that is filled with nitrogen or some other inert gas
(Figure 15.4). The tongues are normally spaced out but when magnetized by an
external magnetic field they will attract each other and make contact. It is usually a
current flowing through a small coil surrounding the glass tube that produces the
magnetic field.
The main properties of a reed switch are:
∑ its very low on-resistance (0.1 W)
∑ its very high off-resistance (>109 W)
∑ the very low offset voltage (<1 mV, mainly due to thermoelectric voltages)
∑ its high reliability (over 107 switching operations).

Figure 15.4. The reeds or tongues of a reed switch touch when a magnetic field
is introduced.

One disadvantage of this otherwise ideal switch is its low switching speed. A
switching frequency of 100 Hz can be achieved but not much more than that. The reed
switch is not suitable for high speed switching operations but it is an excellent device
for switching functions in, for instance, automatic measurement systems (periodic self
calibration, automatic range switching) and telephone switchboards. The reed switch
is an inexpensive component, available in a range of encapsulations. There are types
that have several switches in a single, IC-like encapsulation incorporating the driving
coils.

The photo resistor

The photo resistor (first introduced in Section 7.2) can be used as a switch when
combined with a light source – such as an LED – that can be switched. The leading
properties of this component as a switch are:
∑ that it has a rather high on-resistance (up to 104 W)
∑ that there is a moderate off-resistance (roughly 106 W)
∑ its very low offset voltage (<1 mV).
Due to the inherent slowness of the photoresistive effect (especially when going from
light to dark) the switching rate is limited to about 100 Hz.

The PN-diode

It is the high resistance of a pn-diode when reverse biased and its rather low
differential resistance when forward biased that makes it suitable for switching
operations (see also Section 9.2). Its main properties as a switch are:
∑  its on resistance which is equal to the differential resistance rd and inversely

proportional to the forward current and 25 W at 1 mA
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∑ the high off-resistance of around 108 W
∑  that the offset voltage is large, notably equal to the threshold voltage Vk of the

forward biased junction which is about 0.6 V.
Another disadvantage is the absence of a separate control terminal. The diode is self-
switching, that is to say, it is the voltage across it that makes it switch.
Figure 15.5 shows a switch circuit consisting of four diodes facilitating independent
switching (with control currents is1 and is2) where the offset voltage Vk is compensated.
The main typical properties of this switching bridge are:
∑ the on-resistance: 2rd//2rd, which equals rd

∑ the offset voltage: where the difference between the value Vk  is usually 1 mV
∑ the offset current: is1 - is2.
Since diodes have brief delay times, high switching rates are possible (of up to several
GHz).

Figure 15.5. The diode bridge is switched off when is1 and is2 are zero. When
there is a rather arbitrary positive current the switch will remain on. Its on-

resistance is rd.

The bipolar transistor

To understand how a bipolar transistor can act as a switch we must consider the IC-VCE

characteristic (Figure 15.6a). There are three states: the saturation region, the pinch-
off region and the active (or linear) region. When used as a switch, the transistor is
either saturated (on) or pinched (off).
Here we shall just consider its use as a shunt switch (Figure 15.6b). In such a case the
collector-emitter voltage is VCE = vi - ICRC. This is the equation of the so-called load
line in Figure 15.6a. It is the base current that controls the switch. The transistor is off
for IB = 0, the collector current is also zero (except for the small leakage current) and
the transistor is biased at point A. When changing vi, point A shifts along the pinch-off
line. The current does not change and so the device behaves like a high resistance
device. For a shunt switch this means vo = vi.
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Figure 15.6. The bipolar transistor as a switch, (a) the current-voltage
characteristic,

(b) as a shunt switch.

If there is a considerable amount of base current then the collector current will be even
greater. The transistor is biased at point B on the saturation line. The slope of the load
line is fixed at RC and that is why point B moves along the saturation line when
varying vi: the resistance is low. VCE hardly changes when the vi changes and as VCE is
almost zero vo will also be zero.
The bipolar transistor has a high switching speed. Special types have switching rates
of several GHz. The leakage currents and the offset voltage make this switch less
attractive for high precision applications.

The junction FET

Chapter 11 described junction FET as voltage-controlled resistance, in other words,
the channel resistance between the drain and the source depends on the gate voltage
(Figure 11.2a). For VGS = 0, this resistance is fairly low (50 to 500 W). When VGS is
below the pinch-off voltage the channel resistance will be almost infinite (>108 W).
The ratio between the off and on resistance is therefore high. The advantage that the
JFET has over the bipolar transistor is to be found in its very low control current (i.e.
in the gate current) and the low offset voltage (generally 1 mV).
Figure 15.7 illustrates how the JFET can be used as a shunt switch and as a series
switch. In Figure 15.7a the source voltage is zero, so the gate can simply be controlled
by a voltage relative to ground. In Figure 15.7b, the source voltage varies according to
the input voltage vi. To keep the JFET on, VGS must remain zero irrespective of vi. This
can be accomplished by having a resistor between the gate and the source. The switch
is on when VGS = 0, so for is = 0. The switch turns off as soon as isR exceeds the pinch-
off voltage. In this configuration not only the control source but also the signal source
must be able to supply the required control current is. Here the advantage of powerless
control is undermined.
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Figure 15.7. A JFET as (a) a shunt switch, (b) a series switch.

The MOSFET

The MOSFET can be employed as a switch in much the same way that the JFET can.
With the MOSFET, the control voltage required to switch the device is fairly high and
additional substrate voltage (Section 11.1.2) is required. The on-resistance is usually
high compared to that of the JFET. The advantages of the MOSFET are, its smaller
dimensions and the fact that fewer manufacturing stages are required. This therefore
makes it easy to integrate with other components. Finally, its energy consumption is
minimal.
MOSFET switches can be found in integrated multiplexers (Section 15.2) and digital
integrated circuits (see Chapters 19 and 20). As their on-resistance is considerable,
additional buffer stages are required in analog applications so that transfer errors
arising during loading can be minimized.

The thyristor

A thyristor can be thought of as a diode which, when forward biased, only conducts
after a voltage pulse has been generated at a third terminal (the control gate or the
control input). After this pulse has been put out the thyristor will continue to conduct.
If the forward current falls below a certain threshold value then the thyristor will
switch off and this state will be maintained until there is another control pulse.
A thyristor consists of a four-layer structure made up of alternating layers of p and n-
type silicon. The explanation for the physical operation of this device is not given.
Figure 15.8a depicts the circuit symbol for a thyristor (it is like a diode but then with
an additional connection). Figure 15.8b illustrates how rectified sine wave switching
works.
The thyristor is used particularly in power control for low power systems (like
incandescent lamps) and for very high power systems (like electric locomotive
engines). The average output power depends on the surface area below the sine waves
seen in Figure 15.8b which can be controlled by the phase between the control pulses
and the sine wave.
There are similar devices that conduct in two directions (triac) and operate as two
thyristors connected in an anti-parallel way.
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Figure 15.8. (a) The circuit symbol for the thyristor, (b) power control: in this
example the mean power is reduced by gradually changing the phase of the

control pulse relative to the sine wave.

15.2 Circuits with electronic switches

This section examines two special kinds of circuits in which electronic switches
feature as essential components. The first are time-multiplexers (introduced in Section
1.1) and the second are sample-hold circuits. At the end of this section we shall
analyze an important phenomenon occurring in most switching circuits, that of the
transients derived from capacitive crosstalk.

15.2.1 Time multiplexers

Time multiplexers are used to scan a number of measurement signals and to connect
them consecutively to a common information channel so that the expensive parts of an
electronic measurement system can be shared (see Section 1.1). The multiplexing
(from now on the prefix “time” will be omitted) of digital signals is done with the aid
of logic circuits (Chapter 19). Analog multiplexers, available as integrated circuits,
require  accurate signal transfer for the selected channel.
An analog multiplexer consists of a set of electronic switches that are switched on one
at a time and in succession. Figure 15.9a shows a configuration for the multiplexing of
measurement signals that constitute the output of a differential amplifier. Figure 15.9b
is suitable for the immediate multiplexing of differential voltages (for double-poled
switches). It is sometimes also called a differential multiplexer. The switching pairs of
a differential multiplexer must have equal on and off-resistances so that they do not
degenerate the CMRR of the circuit. Some types of multiplexers allow the user to
choose between single or double mode multiplexing.
An integrated multiplexer contains various additional circuits such as, a decoder to
select the correct switch and switch drivers to supply the voltages required to the
electronic switches (Figure 15.10). Usually the channel selection is controlled by a
computer that sends a binary coded signal to the decoder input. With p binary lines 2p

different codes can be transmitted. A multiplexer with n individual channels only
needs 2logn control inputs to select 1 channel out of n. The decoder thus substantially
reduces the number of multiplexer IC connection pins.
Many multiplexers have additional control input known as the "enable input". With
the binary control signal all channels can be switched off simultaneously, irrespective
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of channel selection. This feature facilitates the multiplexing of a number of
multiplexer ICs and thus also, an extension of the number of channels.

Figure 15.9. A multiplexer for n channels (a) with differential input amplifiers and
single-poled switches, (b) with double-poled switches and a single differential

amplifier.

Table 15.2 displays the properties of a multiplexer circuit where each switch is
composed of an n-channel and a p-channel MOSFET in parallel. Most analog
multiplexers can be used as demultiplexers as well (see, for instance, the circuit in
Figure 15.10).
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Figure 15.10. The simplified internal structure of an integrated multiplexer.

Table 15.2. The specifications for an integrated 16-channel multiplexer.

number of channels 16
Contacts break before making
voltage range –15 to + 15 volts
ron 700 W + 4%/K
Dron < 10 W
Ioff (input and output) 0.5 nA
CMRR (DC)
            (60Hz)

125 dB
  75 dB

Ci(off) 2.5 pF
Co(off) 18 pF
Ctransfer(off) 0.02 pF
Setting time (0.01%)
                    (0.1%)

800 ns
250 ns

power dissipation 525 mW

15.2.2 Sample-hold circuits

A sample-hold circuit is a signal processing device with two different transfer modes
(i.e. with two states). In the sample/track mode, the output follows the input and
usually the transfer is 1. In the hold mode the output retains the value at the moment
of  hold command. Figure 15.11 illustrates how a sample-hold circuit operates.
When looking for the possible errors in such a circuit, four phases can be
distinguished: the track phase, track-hold transition, the hold-phase and hold-track
transition (Figure 15.12).
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(1) the track phase: in this state similar errors occur to those seen with an operational
amplifier, errors like offset voltage, drift, bias currents, noise, gain errors and
limited bandwidth;

(2) track-hold transition: the main errors are the delay time t1 (also aperture delay
time) and the uncertainty attached to that delay time, the aperture jitter t2;

(3) the hold phase: during this phase the hold voltage can drift away as denoted by the
term droop;

(4) hold-track transition: the specified times for this are given in Figure 15.12.

Figure 15.11. (a) The circuit symbol for a sample-hold circuit, (b) an example of
the output voltage vo where there is a corresponding input voltage vi and a

control signal.
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Figure 15.12. The various transition times and delay times of a sample-hold
circuit: t1 = turn-off delay time or aperture delay time, t2 = aperture uncertainty or

aperture jitter, t3 = settling time, t4 = turn-on delay time, t5 = settling time, t6 =
acquisition time.

Figure 15.13. A simple sample-hold circuit with a capacitor as a memory device.

In Figure 15.13 we see a simple version of a sample-hold circuit that is composed of a
switch, a hold capacitor CH and a buffer amplifier. The capacitor acts as the analog
memory for the voltage to be retained. It is charged by the input source via the switch.
The time constant of the charging (Section 4.2) is (Rg + ron)CH; the smaller the CH is,
the faster the capacitor will be charged to the input voltage.
When the switch is off the capacitor will remain charged because both the switch and
the amplifier have high resistances. However, the bias current of the buffer amplifier
tends to discharge the capacitor (or charge it, depending on the direction of the bias
current). During the hold period TH, the voltage of the capacitor changes by an amount
which is Dvo = THIbias/CH. Therefore, if there is to be a small droop at given Ibias, the
capacitance has to be as large as possible.

Table 15.3 gives an overview of some of the specifications belonging to a particular
type of sample-hold device with a structure such as that given in Figure 15.14.
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Table 15.3. Some integrated sample-hold circuit specifications based on the
structure given in Figure 15.14.

Analog input
  Voff

  Ibias

  Ri

6 mV
3 µA
30 MW

hold Æ sample
  tacq (0.01%)
       (0.1 %)

25 µs
6 µs

sample Æ hold
  aperture delay
  aperture jitter
  settling time (0.01%)

150 µs
15 µs
0.5 µs

hold mode:
  I (droop) 100 pA
track-mode
  CMRR
  Bandwidth
  Slew rate
  Ro

60 dB
1.5 MHz
3V/µs
12 W

Figure 15.14. An integrated sample-hold circuit. All components are integrated
except for the hold capacitor and some resistors that have to be connected

externally.

Switching to the hold mode requires a control input voltage of more than 2 V. To
change to the track mode the circuit requires a control voltage of below 0.8 V. The
input is provided with a integrated input amplifier. The user can set the transfer in the
track mode to an arbitrary value by connecting the proper values of resistors R1 and R2.
The capacitor CH should also be externally connected.

15.2.3 Transient errors

Due to the capacitive crosstalk emanating from the rectangular-shaped control signals
of switches, electronic switches often produce unwanted pulse-shaped voltages that
are superimposed on the measurement signal. Such crosstalk in a series switch,
controlled by a voltage vs is illustrated in Figure 15.15.
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Figure 15.15. Transients derived from switching, (a) to account for the crosstalk
of vs to the output where the input is short-circuited, (b) a circuit model directly

after having been switched off, (c) a circuit model directly after having been
switched on, (d) an output voltage derived from capacitive crosstalk.

We shall calculate the output signal derived just from the control signal. The input
voltage is set at zero – or  the equivalent – and the input terminal is ground connected.
Figures 15.15b and c show the situations directly after the respective off and on-
commands have been given. It is presumed that the switch itself responds instantly. RL

and CL represent the switch load (or, the input impedance of the connected circuit). In
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both situations, the circuit corresponds to a differentiating network as given in Figure
8.7. The output voltage due to a step in the control voltage is:

v v eo s
t= -a t (15.7)

with a = C/(C + CL).
After switching off, t = toff ª RL(C + CL); after switching on, t = ton ª ron(C + CL). The
step responses are depicted in Figure 15.15d.
For CL = 0 (no capacitive load), the level of the output pulse is equal to the level of the
control voltage (which can be several volts). A capacitive load somewhat reduces the
crosstalk pulses. The resulting sharp pulses can be capacitively coupled to other parts
of the circuit, so it is important to keep them as low as possible.

Figure 15.16. A series-shunt switch with compensation  transients, (a) a switch
with short-circuited input, (b) a model for both the on and off states, (c) an output

signal derived from control voltages vs.
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In the series-shunt switch to be seen in Figure 15.16 both switches produce crosstalk
pulses but they do compensate each other.
The circuit model in Figure 15.16a only contains the relevant components and Figure
15.16b shows the model used for the analysis. This model is valid for both the on and
off-states. In either state, one switch is off while the other remains on and the switch
resistances are in parallel. The output voltage is obtained by adding the contributions
made by the two signal voltages:

v v e v eo s
t

s
t= -- -a at t' (15.8)

with a = C/(C + C' + CL), a' = C'/(C + C' + CL) and t = t' = ron(C + C' + CL). Here it is
assumed that ron << RL. The compensation is perfect if C and C' are equal, in that case
a = a', hence Da in Figure 15.16 is zero. This may only be said to apply if both
switches respond exactly simultaneously and have equal on-resistances.

SUMMARY

Electronic switches

∑ The important parameters of electronically controlled switches are the on and off-
resistances, the offset voltage and the leakage current. In the case of dynamic
behavior, the delay times and the acquisition time constitute important characteris-
tics.

∑  When combined with a source resistance and a load resistance the on and off-
resistances create transfer errors.

∑  The following components can be employed as electronic switches: the reed
switch, the photo-resistor, the pn-diode, the bipolar transistor, the JFET and
MOSFET, and the thyristor.

∑ The reed switch and the photo-resistor are slow switches, transistors are faster and
diodes have the highest speeds of all.

∑  When used as a switch, the gate-source voltage of the JFET acts as the control
quantity: the JFET in fact switches between low channel resistance  (50 to 500 W)
and very high values.

∑ The MOSFET is widely used as an electronic switch, notably in integrated circuits
where there are many active components, like in microprocessors.

∑ The thyristor can be thought of as a diode that only conducts after a pulse has been
sent to the control gate. It switches itself off when the voltage or current falls
below a certain value. Thyristors are used for power control where they control the
moment of ignition with respect to the power signal phase.

Circuits with electronic switches

∑ A time multiplexer is a multiple switch with multiple inputs and a single output.
Channel selection is performed using a decoder.

∑ A sample-hold circuit has two states (or modes) known as track and hold mode.
The output tracks the input during the track mode; this value is retained at output
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when the hold mode is switched to.
∑ Sample-hold circuits are available as complete integrated circuits. The important

parameters are their properties as followers (or voltage amplifiers), the delay and
acquisition times and droop (i.e. the drift during the hold mode).

EXERCISES

Electronic switches

15.1 You are given a voltage source with source resistance 10 W. This voltage must
be connected to a circuit with an input resistance of 50 kW  that uses an
electronic switch in series with the source and load. Determine the conditions
that must exist for the on and off-resistance of the switch if the following
requirements are to be met. The maximum transfer error in the on-state is 0.1%
and there is a maximum transfer of 0.1% in the off-state.

15.2 Answer the same question but this time for a shunt switch.
15.3 Answer the same question but this time for a series-shunt switch consisting of

two identical switches (Figure 15.3c).
15.4 Create a table that is similar to Table 15.1 but this time for a current switch.

The current source (parallel) resistance is Rg and the load resistance is RL; RL

<< Rg).
15.5 What is the on-resistance of the diode bridge when there is a control current of

5 mA?
15.6 The following figures give two possible combinations for an electronic switch

and an operational amplifier. Discuss the effect that the on-resistance and the
offset voltage of the switch have on the accuracy of the transfer in the on-state.
Which configuration is preferable, and why?
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15.7 The pinch-off voltage of the JFET used in the circuit below has a specific range
of between -2 and -6 V. The control current of this switch is is = 2 mA. Find
the proper value of R to guarantee correct switching.

15.8 The control quantity for the JFET switch referred to in Exercise 15.7 is a
voltage connected in the way shown in the figure below. The input voltage
varies between -3 and +3 V. Find the conditions for the upper and lower levels
of the control voltage if the switch is to operate properly.

Circuits with electronic switches

15.9 The output voltage of a double-poled multiplexer is connected to the
differential amplifier in the way given in the figure below. The on-resistance of
the multiplexer is specified as ron = 500 W ± 5 W. The operational amplifier is
ideal. Calculate the CMRR for the whole circuit.

15.10 The specifications given in the following sample-hold circuit are: Voff = 100
mV; Ibias = 1 mA (positive in the direction of the arrow); CH = 1 mF and ron =
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100 W. The circuit is connected to a voltage source with a source resistance of
50 W. Calculate the absolute error in the output voltage when the circuit is in
the track mode.

15.11 Imagine that the circuit referred to in Exercise 15.10 is now connected to a
voltage source with a sinusoidal output where the amplitude is 8 V and the
frequency is 100 Hz. The offset voltage is adjusted to zero. Just at the moment
when vi reaches its peak value, a hold command is given. Find vo after 1 and
after 100 input signal periods.
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16 Signal generation

Measurement signals are almost invariably aperiodic but pure periodic signals are also
important in instrumentation. More often than not, they serve as auxiliary signals like,
for instance, when functioning as modulated signal carriers (see in this connection
Chapter 17) or when used as test signals, for example to analyze a system’s frequency
transfer function (see for further details Chapter 21). It is therefore worth knowing
how periodic signals are generated. An instrument that produces a periodic signal is
called a signal generator. If the signals produced are just sinusoidal then such an
instrument is known as an oscillator. Indeed, the principle of precisely how oscillators
work will be explained in the first part of this chapter. Finally, there are instruments
that are able to generate other periodic signals. Function generators, to name but one
sort, produce divergent periodic signals such as: square wave, triangular, ramp and
sine-shaped signals. All these kinds of instruments will be described in the second part
of this chapter.

16.1 Sine wave oscillators

There are various ways to generate a sinusoidal signal, one way is by solving a second
order differential equation using analog electronic circuits, a principle that is outlined
in this section. A second way involves starting with a symmetric, rectangular or
triangular signal. The sine shape is obtained either by filtering out the superharmonics
and keeping the fundamental, or by reshaping the signal using resistance-diode
networks of the type  described in Chapter 14. Obviously, the accuracy of this last
method will depend very much on the quality of such non-linear converters. A third
way is by synthesizing arbitrary periodic signals with the aid of a computer. There the
processor generates a series of successive codes that are converted into an analog
signal by a DA converter (Chapter 18).

16.1.1 Harmonic oscillators

The general solution to the linear differential equation
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2) and x̂  and j  are arbitrary constants. In
accordance with the sign a, x(t) remains a sinusoidal signal with an exponentially
decreasing amplitude (a > 0) or an exponentially increasing amplitude (a < 0). Only
when a = 0, x(t) is a pure sine wave with constant amplitude. Consequently, the
coefficient a is termed the damping factor. It is fairly easy to design an electronic
circuit with voltages and currents to satisfy equation (16.1). In order to generate pure
sine waves at a constant amplitude the coefficient a1 should be kept at zero which does
require extra effort.
The signal derivatives and integrals are obtained from inductances and capacitances.
Active elements are required to keep the damping factor at  zero. In addition to this,
some kind of feedback appears to be necessary. An example will be given to illustrate
the basic principle (in practical terms the example is of little significance but it is
useful for explanatory purposes). Figure 16.1 provides a block diagram of an
electronic system with two differentiators and one amplifier in series.
The output is connected straight to the input which means that:

v K
d v

dt
o

o= t 2
2

2 (16.3)

The solution to this linear, homogeneous differential equation is vo = v̂ sin(w t + j),
with w2 = -1/Kt2. Evidently K must be negative (it is an inverting amplifier). For K =
-1 the frequency of the signal produced is f = 1/2pt. Instead of using differentiators
one can alternatively take integrators. As was seen in Chapter 13, an integrator is more
stable and produces less noise than a differentiator. The differential equation,
however, remains the same.

The amplitude can have any value between the system’s signal limits, it is not fixed by
circuit parameters. As long as a1 in Equation (16.1) is zero the amplitude, once
present, will remain constant. In an actual circuit, though, the component values will
vary perpetually, for instance because of temperature fluctuations, so the condition a1

= 0 will not be met for a long time. This means that somehow the system has to be
controlled if the amplitude is to be fixed at a prescribed value. There is also another
reason why such a control circuit is needed. When the system is switched on the
amplitude is zero. As long as the damping factor a is zero, or positive, the amplitude
will remain at zero. Therefore a must be negative for a short period so that the
amplitude can be allowed to rise to the desired value. When that value has been
reached a must revert again to zero.
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In the circuit given in Figure 16.1 the term a1 is obtained by simply adding a fraction b
of v2 to the voltage v3. The output voltage thus becomes:

v K
d v

dt

dv

dto
o o= +

Ê

ËÁ
ˆ

¯̃
t bt2

2

2 (16.4)

Figure 16.1. An oscillator with two differentiators and an amplifier.

Figure 16.2. The principle of an oscillator with amplitude control.

Whether the output amplitude increases or decreases depends on the fraction b. With
b = 0 a sine wave with steady output is generated.
Figure 16.2 shows how an oscillator with electronic amplitude control is set up. The
control system consists of the following components:
∑ the amplitude detector. Its output v̂o  is a measure of the amplitude of the generated

sine wave (like, for instance, the peak detector shown in Section 9.2.2 or a rectifier
with low-pass filter);

∑ a reference voltage Vref;
∑ a control amplifier to amplify the difference between the reference voltage Vref and

the peak value v̂o ;
∑  a control element in the oscillator, this can be an electronically controllable

resistance (JFET, thermistor; photoresistor) or an analogue multiplier. This control
element affects the factor a1 in Equation (16.1) or b in Equation (16.4) and
therefore also the damping factor a.
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As the signal power is determined by the square of the signal voltage amplitude or the
current amplitude a control element based on heat dissipation may be utilized. An
element that is widely used for this purpose is the thermistor which is part of the
oscillator network that operates in such a way that at increasing amplitude (i.e. at
decreasing resistance) further increase is halted. This method, requiring merely a
single component, is extremely simple but control is slow due to the thermal nature of
the network. What should also be pointed out is that in a steady state the amplitude
depends on the thermistor parameters as well as on the heat resistance to the
environment (i.e. the environmental temperature). This method is not suited to high
amplitude stability.

16.1.2 Harmonic oscillator circuits

The relationships between the voltages and the currents in an electronic network are
given as linear differential equations. We have introduced complex variables (see
Chapter 4), mainly because the solving of these equations inevitably becomes rather
time-consuming. In its steady state, a harmonic oscillator generates a pure sine wave
which means that oscillators of this kind can be analyzed with the help of complex
variables. Equation (16.3), for example, which belongs to the circuit given in Figure
16.1, can be written as Vo = Kt2(jw)2Vo which therefore means that w2 = -1/Kt2.
Any harmonic oscillator is composed of at least one amplifier and one passive
network with a frequency-selective transfer. In most cases, an oscillator can be
modeled in the way shown in Figure 16.3. When mutual loading can be ignored or
when this effect can be discounted by A or b  then Vo = AVi and Vi = b(w)Vo  so that
Ab(w) = 1. This complex equation is termed the oscillation condition. The conditions
for oscillation and oscillation frequency are provided when this equation is solved.
Several examples will now be given to illustrate this point.

Figure 16.3. A basic harmonic oscillator diagram showing how the amplifier
output is fed back to the input via a network by means of frequency selective

transfer.

The Wien oscillator

With a Wien oscillator, the feedback comes from two resistors and two capacitors
arranged as voltage dividers with band-pass characteristics (Figure 16.4). Under the
conditions  R1 = R2 = R and C1 = C2 = C, the transfer function of this Wien network is
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The oscillation condition is Ab(w) = 1, hence:
3 1+ + =j j Awt wt
The real parts on the left and right-hand sides of this equation must be equal, just like
the imaginary parts. This will result in two equations:

Figure 16.4. (a) An oscillator created according to the principle given in Figure
16.3 with a Wien network, (b) a Wien oscillator that has one operational

amplifier.

A = 3 (16.6)

w
t

=
1

(16.7)

Equation (16.6) describes the condition for constant amplitude. If A > 3 the amplitude
will increase while with A < 3 it will decrease. Equation (16.7) gives the frequency of
the signal generated. Figure 16.4b shows a possible Wien oscillator configuration
without amplitude control. The calculation of the oscillation conditions arising directly
from this circuit results in the equations w = 1/t and R4 = 2R3. This is not a surprising
result, without the Wien network the amplifier acts as a non-inverting amplifier with a
gain of 1 + R4/R3 = 3 for the condition previously found.

The phase-shift oscillator

The basic idea underlying the phase-shift oscillator is depicted in Figure 16.5. Here
the feedback network consists of three cascaded low-pass RC filters. If the values of
the resistors and capacitors are such that the time constants are equal but the sections
do not load each other (cf. Figure 8.13) then the transfer will be b(w) = 1/(1 + jwt)3.
The oscillation condition is simply K = (1 + jwt)3. If this equation is divided into real
and imaginary parts then this will result in K = -8 and w2t2 = 3.
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Figure 16.5. A phase-shift oscillator with three low-pass RC-sections.

The two-integrator oscillator

The last example of a harmonic oscillator to be given is the two-integrator oscillator or
the dual integrator loop (Figure 16.6). The oscillator condition can easily be
established: (-1/jwt)2(-1) = 1, hence w = 1/t. The oscillation frequency can be varied
by simultaneous changing the resistors R1 and R2 or the capacitors C1 and C2. The
same effect can be achieved by having two adjustable voltage dividers (potentio-
meters) situated at the integrator inputs (Figure 16.7). If k is the attenuation of the
voltage dividers then the oscillation condition will be (1/jwt)2k2(-1) = 1 so that w =
k/t. The oscillation frequency is proportional to the attenuation of the potentiometers.

Figure 16.6. A two-integrator oscillator consisting of an amplifier and two
integrators. The frequency is adjustable with both the capacitors C and the

resistors R. Usually C1 and C2 are switched in stages by a factor of 10 (rough
frequency adjustment), whereas R1 and R2 remain the potentiometers for the

fine tuning of the frequency.

In Figure 16.7 an amplitude stabilization circuit is also given. A fraction b of v2 is
added via R5 to the leftmost inversion (cf. Equation 16.4). The value of b is multiplied
by the output of the control amplifier where the inputs are the rectified oscillator
output voltage and a reference voltage. With the control circuit the difference between
Vref and v̂o  tends to be zero.
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Figure 16.7. A possible configuration for the two-integrator oscillator with an
amplitude stabilization circuit.

16.2 Voltage generators

Periodic non-sinusoidal signals are frequently used in instrumentation systems. In
combination with an oscilloscope (see Chapter 21) it is possible to visualize a
system’s  step and pulse responses or to measure its rise and delay time. This is done
by connecting a periodic square wave or pulse signal to the test system input and
observing its output on an oscilloscope or a computer monitor. Triangular or ramp
signals make it possible to determine a system's non-linearity. They can also function
as  control signals in various actuators and be used for the testing of systems or
products. Pulse and square wave signals are widely used in digital systems, for
instance for synchronization.
In this section we shall discuss a number of the generators used with non-sinusoidal
periodic voltages. Most of these instruments are based on the periodic charging and
discharging of a capacitor.

16.2.1 Triangle voltage generators

A triangle generator periodically charges and discharges a capacitor with a constant
current (Figure 16.8). At constant current, the voltage across a capacitance constitutes
a linear time function. This voltage is connected to a Schmitt-trigger (14.2.2) with
output levels V+ and V- (Figure 16.9). The control circuit controls the switches in such
a way that for vs = V+ the capacitor is charged with current I1 and for vs = V- it is
discharged with current I2. This results in a triangular voltage across C. Any time vo

passes the Schmitt-trigger switching levels the two states will be automatically
interchanged. The peak values of the triangle are equal to the switching levels of the
Schmitt-trigger. The slope of the triangle can be adjusted by varying the values of
currents I1 and I2.
Figure 16.10 shows a simple configuration with one integrator, a Schmitt-trigger and
an inverting amplifier. At equal charging and discharging currents and V+ = V-, a
symmetrical triangle voltage is obtained. The circuit simultaneously generates a
square wave voltage.
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Figure 16.8. A functional diagram of a triangle generator. The triangular voltage is
produced by periodically charging and discharging a capacitor with a constant

current.

Figure 16.9. The voltages seen in Figure 16.8. V+ and V- are the positive and
negative power supply voltages, ßV+ and ßV- are the Schmitt-trigger switching

levels. The rise and fall time of vo is determined by I1, I2 and C.
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The ratio between the time T1 and the total period time T = T1 + T2 of such periodic
signals is the signal’s duty cycle. A symmetric signal has a duty cycle equivalent to
50%. The duty cycle can be changed by varying one of the currents in Figure 16.8.

Figure 16.10. A simple configuration for a triangle generator using a Schmitt-
trigger, an inverting amplifier and an integrator.

16.2.2 The ramp generator

A ramp voltage can be viewed as a triangular voltage with one vertical slope. Such a
short fall time is obtained by discharging a charged capacitor over a switch. The
switch is controlled by a Schmitt-trigger (Figure 16.11). For vs = V+ the switch is on
and for vs = V- it is off. The capacitor is part of an integrator that has an input
connected to a fixed reference voltage Vref1. The output of the integrator rises linearly
over the course of time until the switch goes on and the capacitor discharges. In that
way, the output reverts to zero. The process will start all over again when the switch is
released.

Figure 16.11. A functional diagram for a saw-tooth generator. The output voltage
is produced by charging a capacitor with a constant current and discharging it

through a switch.
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Figure 16.12 shows the various output voltages in the case of a negative reference
voltage. The switch goes on as soon as vo reaches the Schmitt-trigger’s upper
switching level. The capacitor discharges very rapidly, the output voltage then drops
to zero and remains at zero as long as the switch is on. This means that the lower
switching level of the Schmitt-trigger (which is bV- for Vref2 = 0, see Section 14.2.2)
must be higher than zero otherwise the Schmitt-trigger will remain in the vs = V- state,
the switch will never go off again and the output will stay at zero. This explains the
need for the second reference voltage Vref2. The switching levels of the Schmitt-trigger
are determined by R1, R2 and Vref2.

Figure 16.12. The output voltage vo of the integrator and the output voltage vs of
the Schmitt-trigger in the circuit seen in Figure 16.11. The dotted lines in vo

represent the switching levels of the Schmitt-trigger. For vs = V+ the switch is
on, for vs = V- it is off.

Example 16.1
The power supply voltages of the operational amplifiers in Figure 16.11 are V+ = 15
V and V- = –15 V. The output levels of the Schmitt-trigger are assumed to be equal to
the supply voltages or, in other words, +15 and –15 V. The switching levels are
calculated as follows. Both levels are described as:
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The upper level is for vs = +15 V, so it amounts to:
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which is also the upper ramp peak vo. The lower switching level is for vs = -15 V,
which means that it is:
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The minimum value of vo is zero (the discharged capacitor). To allow the ramp to run
from +1 V to +10 V, the upper level must satisfy:
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and the lower level must be:
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These equations establish the ratio between R 1 and R2 as well as Vref2: 3/7 and +7.9 V,
respectively.

The width of the pulse-shaped voltage vs is determined by the discharge time of the
capacitor and the delay times of the switch and the Schmitt-trigger. This pulse is, in
any case, very narrow thus creating the extremely steep rising edge of vo. The Schmitt-
trigger could be replaced by a comparator (a Schmitt-trigger without hysteresis).
However, due to the on-resistance of the switch (Section 15.1), the discharge period is
not zero (it is actually an exponentially decaying curve). Due to the Schmitt-trigger
hysteresis, the switch will only go off again if vo is sufficiently close to zero,
irrespective of the discharge time.
The frequency of the generated ramp voltage is determined by the time constant RC,
by Vref1 and by the hysteresis of the Schmitt-trigger. The control circuit adjusts the
output of the Schmitt-trigger to the levels appropriate for activating the switches.

16.2.3 Square wave and pulse generators

Most circuits used for the generation of square wave and pulse-shaped signals are
composed of resistors, capacitors and a number of digital circuits, they can also be
created with an operational amplifier. The principle of operation is essentially the
same. Figure 16.13a shows a square wave generator with a Schmitt-trigger. The
Schmitt-trigger output (the operational amplifier together with R1 and R2) is connected
to the input via an integrating RC-network. Again, the capacitor is periodically
charged and discharged but this time that is not done with a constant current but via
the resistor R instead. The voltage vc across the capacitor therefore approaches the
respective levels V+ and V- exponentially. The switching levels are bV+ and bV-. The
frequency of the generated signal can be derived from Figure 16.13b. It appears that
the period time is
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with t = RC.
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Figure 16.13. (a) The circuit and (b) the corresponding voltages of a square-wave
generator constructed with a Schmitt-trigger.

16.2.4 Voltage-controlled oscillators

Many applications require a generator with a frequency that can be controlled by a
voltage. Such generators are called voltage-controlled oscillators (VCO) or sweep
generators. The latter name is an allusion to the chance to linearly or logarithmically
change the frequency of the VCO. The control voltage is a triangular or ramp voltage
that sweeps the frequency of the VCO between two adjustable values.
The oscillators of Section 16.1 are not suitable for a VCO because their frequency is
determined by resistances and capacitances which can barely be electronically
controlled, at least not over a very wide range. The generators with periodically
charging and discharging capacitors are better suited to VCOs. The charging time and
therefore also the frequency is mainly determined by the charge current. For instance,
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the frequency of the ramp generator seen in Figure 16.11 is directly proportional to the
reference voltage Vref1.
The principle of the VCO is the same as that of the triangle generator seen in Figure
16.8. The frequency of the triangular voltage is proportional to the charge current I1

and the discharge current I2. A VCO may be obtained by employing a voltage-to-
current converter to produce these currents.
VCOs are available as integrated circuits. Figure 16.14 shows a block diagram with
the connections for such circuits. The circuit in question contains two buffered
outputs: one for a triangular voltage, the other for a square wave signal. The frequency
is controlled by the input voltage vi. Depending on the type, the sweep range will be a
factor of 3 to 10. The sweep range can be changed by external resistances or
capacitances within a 1 Hz to 1 MHz range.

Figure 16.14. An integrated voltage-controlled oscillator (VCO) with triangular and
square wave outputs.

There are also VCO types with a much wider sweep range, their output is usually just
a pulse or a square wave. The frequency sweep of such kinds of VCOs  may be more
than a factor of 1000 while the frequency range rises to over 10 MHz.
Such circuits are usually called voltage-to-frequency converters, in particular when
there is an accurate relationship between the control (or input) voltage and the output
frequency. They are used to convert sensor signals into frequency-analog signals in
order to improve noise immunity when transmitting sensor signals over large
distances.

SUMMARY

Sine wave oscillators

∑ One way of generating a sine wave is by using the electronic solution to a second
order differential equation which is a sine wave. Other methods involve: filtering
the harmonics from a triangular or rectangular signal wave, sine-shaping by means
of non-linear transfer circuits and synthesizing with a computer.
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∑ A harmonic oscillator consists of an amplifier, a frequency-selective network and
an amplitude control circuit. The parameter that has to be controlled is the
damping factor of the second order system.

∑ The oscillation condition is Ab(w) = 1, in which A and b are the amplifier transfers
and the feedback network. The solving of this equation creates the conditions for
the gain and oscillation frequency.

∑ The most frequently used types of oscillators are: the Wien oscillator (an amplifier
with a Wien network), the phase-shift oscillator (an amplifier with a cascaded
series of RC networks) and the two-integrator oscillator or dual integrator loop
(comprising a loop of two integrators and an inverting amplifier).

Voltage generators

∑  A triangular or ramp voltage can be produced by alternatingly charging and
discharging a capacitor with a constant current. The switching moments are
determined by the Schmitt-trigger switching levels and the peak-to-peak value by
its hysteresis interval.

∑ The duty cycle of a pulse-shaped signal is the ratio between the "on" time and the
period time.

∑ A voltage-controlled oscillator (VCO) is a generator with a frequency that can be
varied according to the voltage. The sensitivity of a VCO is given in Hz/V or
kHz/V.

EXERCISES

Sine wave oscillators

16.1 Why does a harmonic oscillator need an amplitude control circuit?
16.2 In a  < 0 the solution to Equation (16.2) is a sine wave with exponentially

increasing amplitude. However, when the system is switched on, the initial
amplitude will be zero. Explain why the circuit will start to oscillate?

16.3 Find the oscillation conditions for circuits a-c given below. Determine the
oscillation frequency and the conditions for the component values. The
operational amplifiers may be considered to be ideal. To simplify the
calculations, take R1 = R2 = R; and C1 = C2 = C.
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16.4 Look at the sine-wave oscillator given in Figure 16.4b. The amplitude control
is realized by replacing R4 with a thermistor. The following applied component

properties are given: R3 = 500 W ; R 4 = R th = 104 5200 1 1 0e T T( / / )- . The heat

resistance between the thermistor and the ambient is 100 K/W. T0 = 273 K, the
ambient temperature is 300 K. Find the amplitude of the output signal.

Voltage generators

16.5 Imagine that in the case of the triangle generator given below the following
conditions hold: R3 = 5R4, R1/(R1 + R2) = b and R5C = t. Discuss the changes in
vo when the value of R1 increases.
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16.6 Calculate the duty cycle of the voltages v1 and v2 in the Figure accompanying
Exercise 16.5, in the case of V+ = 15 V and for V– = –5 V.

16.7 Calculate the frequency, average value and amplitude of the triangular voltage
vo in the circuit given in Exercise 16.5 when V+ = 15 V, V- = -5 V, R5 = 10 kW,
C = 100 nF and b = 0.5.

16.8 Examine the ramp generator depicted below. The output frequency of vo is 1
kHz. Establish the value of R. All components may be considered ideal and the
output levels of the Schmitt-trigger are vs = V+ = 18 V or vs = V- = -12 V.

16.9 Study the generator in the preceding exercise. By adding only one voltage
source the average output voltage can be adjusted to zero. How can it be
adjusted and what is the value?

16.10 Look again at the ramp generator in Exercise 16.8. Find the amplitude and the
frequency of the output signal vo for R = 100 kW, the switch’s delay time is 2
ms but apart from that the switch is ideal.

16.11 Modify the circuit in Exercise 16.8 so that the output has a negative slope.
16.12 Determine the duty cycle of the output signal in Figure 16.13 as a function of

V+, V-, b and t = RC. Find the condition for a 50% duty cycle.
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17 Modulation and
demodulation

Modulation is a special kind of signal conversion that makes use of an auxiliary signal
known as the carrier. One of the parameters of this particular carrier is varied in
proportion to the input or measurement signal, all of which results in a shift in the
complete signal frequency band over a distance related to the carrier frequency. It is
because of this property that modulation is sometimes also termed frequency
conversion.
The modulated waveform has a number of advantages over the original waveform and
that is why it is widely used in various electrical systems. One modulation application
is frequency multiplexing which is one way of transmitting signals more efficiently
(see Chapter 1.1). Telecommunication would be inconceivable without modulation.
One major advantage of modulated signals is that they provide better noise and
interference immunity. It is particularly in instrumentation systems that modulation
makes it possible to bypass offset and drift. Indeed, that is the main reason why we
want to discuss modulation in this book.
The carrier is a simple waveform signal like, for instance: a sine wave, a square wave,
or a pulse-shaped signal. Several carrier parameters can be modulated using the input
signal, examples being: the amplitude, the phase, the frequency, the pulse height or the
pulse width. These types of modulation are known as amplitude modulation (AM),
phase modulation, frequency modulation (FM), pulse height and pulse width
modulation. Figure 17.1 shows some examples of this, in the figure xi is the
modulator input signal, xd the carrier signal and xo the output or modulated signal.
With FM signals (Figure 17.1d) the original information is embedded in the zero
crossings of the modulated signal whereas in an amplitude modulated signal the
information tends to be included in the peak values. These kinds of peak values are
easily affected by additive interference, the zero position crossings are much less
sensitive to interference which is why FM signals have better noise immunity than
AM signals. Nevertheless, even AM is a powerful tool in instrumentation for
suppressing interference. This chapter will therefore focus exclusively on amplitude
modulation. The first part will deal with the basic concepts of amplitude modulation,
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modulation methods and the reverse operation which is demodulation. In the second
part of the chapter some of the applications of modulation and demodulation in
particular measurement instruments will be described.

Figure 17.1. (a) The circuit symbol for a modulator, (b) an example of an input
signal, (c) amplitude modulation, (d) frequency modulation, (e) pulse height

modulation, (f) pulse width modulation.
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17.1 Amplitude modulation and demodulation

17.1.1 Theoretical background

The properties of modulated signals will be analyzed by describing time domain
signals. We shall start with a sinusoidal carrier xd(t) = x̂dcoswdt. The amplitude of the
carrier will vary according to the input signal xi(t) and will result in the time-varying
carrier amplitude x̂d(t) = x̂d(1+kxi(t)). The modulated output signal may therefore be
given as:

x t x t t x kx t to d d d i d( ) = ( ) = + ( )( )ˆ cos ˆ cosw w1  (17.1)

in which k is a coefficient determined by the modulator. With xi(t) = 0, the output is
merely xd(t), which is the original carrier signal with constant amplitude. Let us
suppose that the input signal is a pure sine wave with only one frequency wi: xi(t) =
x̂i coswit. If that is so then the modulated signal will be:

x t x kx t to d i i d( ) = +( )ˆ cos cos1 w w (17.2)

If this expression is expanded into sine-wave components it will result in:
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where m = kxiˆ  is the modulation depth, a term that is apparent from Figure 17.2. This
figure represents the output waveform for two different values of m. The input signal
can still be recognized in the envelope of the modulated signal.

Figure 17.2. A sinusoidal carrier modulated by a sinusoidal input signal with
modulation depths of (a) m = 0.25 and (b) m = 0.75.
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Evidently the modulated signal has three frequency components: one with the carrier
frequency (wd), one with a frequency that is equal to the sum of the carrier frequency
and the input frequency (wd + w i), and one that encompasses the difference between
these two frequencies (wd - wi) (Figure 17.3a).

Figure 17.3. The frequency spectra of (a) a sine wave carrier (wd) modulated with
a sine wave (wi), (b) a low frequency input signal with bandwidth B, (c) the

corresponding AM signal, (d) a frequency-multiplexed signal.

The modulator produces two new frequency components for each input component
that are positioned on either side of the carrier frequency. An arbitrary, aperiodic low-
frequency input signal has a continuous spectrum as depicted in Figure 17.3b. When
the amplitude of a carrier is modulated using this signal the whole frequency band will
be shifted to a region around the carrier frequency (Figure 17.3c). Both bands on
either side of the carrier are called the modulated signal’s side bands. The total
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bandwidth of an AM signal thus becomes twice that of the original signal. Each side
band carries all the information contained in the input signal.
From the foregoing discussion it is clear that – if the carrier frequency is high enough
– an AM signal will not contain a DC component or low frequency components, even
when the original input signal does indeed comprise such components. Modulated
signals can therefore be amplified without being disturbed by offset and drift: such
error signals can easily be removed from the amplified output with the help of a high-
pass filter.
The new position of the frequency band lies just around the carrier frequency. The
frequency band of another measurement signal can be moved to a different position by
using an alternative frequency to modulate the carrier (Figure 17.3d). If these bands,
and possibly other bands as well, do not overlap they can all be transported over a
single transmission channel (a cable, a satellite link) without disturbing each other.
Once they have been received, the signals are separated by demodulation and returned
to their original position in the frequency band.

Example 17.1
The acoustic signal bandwidth in a telephone system is limited to a range of 300 to
3400 Hz. By contrast, the transmission channels have a much wider bandwidth. To
make signal transport effective the various acoustic signals have to be converted to
different carrier frequencies so that many signals can be simultaneously transported
over one conductor pair. As both side bands contain the same information a special
modulation technique known as single sideband modulation is introduced thus
making it possible to double the channel capacity. To further improve transmitter
efficiency the carrier frequency is not transported by the signals.
The first signal is converted to a band between 12 and 16 kHz, the second to a band
between 16 and 20 kHz, and so on. In this way one cable consisting of 24 conductor
pairs can carry 2880 telephone signals.

17.1.2 Amplitude modulation methods.

There are many ways to modulate the amplitude of a carrier signal. One way is by
employing an analog multiplier (Chapter 14). When a carrier signal xd(t) = x̂dcoswdt is
multiplied by an input signal xi(t) this will result in an output signal xo(t) = xi(t)◊xd(t) =
xi(t)◊ x̂dcoswdt. For simplicity’s sake, the scale factor of the multiplier is set at 1. With
a sine-shaped input signal xi(t) = x̂i coswit the output of the multiplier is

x t x x t t x x t to i d i d i d d i d i( ) = = +( ) + -( ){ }ˆ ˆ cos cos ˆ ˆ cos cosw w w w w w1
2 (17.4)

This signal just contains the two side band components but not the carrier (see Figure
17.4a). Figure 17.4b shows this signal in the time domain. Because there is no carrier
it is called an AM signal with a suppressed carrier. In the case of arbitrary input
signals the spectrum of the AM signal consists of two (identical) side bands without a
carrier.
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Figure 17.4. (a) The frequency spectrum and (b) an AM signal amplitude-time
diagram with a suppressed carrier.

Figure 17.5. (a) An electronic switch that can act as a modulator, (b) the
switching signal s(t) that serves as a carrier.

A second type of modulator is the switch modulator in which the input signal is
periodically switched on and off, a process that can be described by multiplying the
input signal by a switch signal s(t) that is 1 when the switch is on and 0 when the
switch is off (Figure 17.5). This results in a modulated signal xo(t) = xi(t)s(t). To show
that this product is indeed a modulated signal we can expand s(t) to its Fourier series:

s t t t t( ) = + + + +{ }1
2

2 1
3

1
53 5p w w wsin sin sin ... (17.5)

(see example 17.5)
with w = 2p/T, and T as the switching signal period. With a sine wave input signal xi(t)
= x̂i coswit, the output signal xo(t) is:
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with n even. The spectrum of this signal is depicted in Figure 17.6a while Figure
17.6b shows the spectrum for an arbitrary input signal.
This modulation method produces a large number of side band pairs positioned around
the fundamental and odd multiples (w, 3w, 5w, ...). The low-frequency component
derives from multiplying the mean of s(t) (here it is 1

2 ). This low-frequency
component and all components with frequencies 3w and higher can be removed with
the help of a band-pass filter. The resulting signal will be just an AM signal with a
suppressed carrier (Figure 17.6c).
The advantages of the switch modulator are its simplicity and its accuracy. The side
band amplitude is only determined by the quality of the switch. A similar modulator
can be created by periodically changing the polarity of the input signal. This will be
equivalent to multiplying it by a switch signal that has zero as the mean value. In such
cases there is no low-frequency component as in Figure 17.6.

Figure 17.6. Signal spectra for a switch modulator, (a) the output spectrum for a
sinusoidal input signal, (b) the output spectrum for an arbitrary input signal with a

limited bandwidth, (c) as in (b) after low-pass filtering.
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Figure 17.7. (a) A resistance measurement bridge for the measurement of
resistance Rm,(b) an example of varying resistance value, (c) vo1 is an AM signal
with the carrier 1

2 vd,(d) vo2 has a constant value of 1
2 vd,(e)the bridge output

voltage vo1 – vo2: an AM signal without a carrier (scaled to a factor of 2 in the
figure).
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We have seen that the absence of DC and low-frequency components considerably
encourages the amplification of modulated signals so that offset, drift and low
frequency noise can be kept far from the signal frequency band. When very low
voltages need to be measured, and thus amplified, it is wise to modulate them before
continuing with other types of analog signal processing that might introduce DC
errors. One application of this concept is encountered in the measurement bridge
which may be viewed as a third modulation method. The principle is well illustrated
by the resistance measurement bridge or the Wheatstone bridge given in Figure 17.7a.
Such bridge circuits are widely used in the readout of resistive sensors where
resistance values change according to the physical quantity applied (Section 7.2). The
bridge is connected to an AC signal source and the AC signal (usually a sine or square
wave) acts as the carrier. In the example given here there is just one varying resistance
Rm in the bridge (Figure 17.7b). If the bridge is conceived as a double voltage divider
then the output voltage of the left-hand branch will be found to be vo1 = vdR/(R + Rm)
while the right-hand branch output is vo2 = 1

2 vd. The latter voltage has a constant
amplitude (see Figure 17.7d) while the amplitude of vo1 varies with Rm. It is an AM
signal modulated by Rm (Figure 17.7c) and it may also be written as vo1 = 1

2 vd(1 +
fr(t)), in which fr(t) varies in proportion to Rm. The bridge output signal is vo = vo1 - vo2

= 1
2 vd(1 + fr(t)) - 1

2 vd = 1
2 fr(t)vd, which is an AM signal without a carrier

(suppressed by subtracting vo2), as shown in Figure 17.7e. This output can be
amplified by introducing a differential amplifier with a high gain, its low frequency
properties are irrelevant. The only requirements are a sufficiently high bandwidth and
a high CMRR for the carrier frequency so that the vo1 -  v o 2  difference can be
accurately amplified.

17.1.3 Demodulation methods

The opposite process to modulation, sometimes misnominously termed detection, is
demodulation. If we consider the AM signal and its carrier (as seen, for instance, in
Figure 17.2a) we may observe the similarity between the amplitude envelope and the
original signal shape. One obvious demodulation method is peak detection (see
Section 9.2.2). Although this method is common in AM signal radio receivers, it is not
recommended for instrumentation purposes because of its inherent inaccuracy and
noise sensitivity: each transient is taken as a new peak belonging to the signal. A
better demodulation method would be double-sided rectifying and low-pass filtering
(see Figure 17.8).
The low-pass filter responds to the rectified signal average. When properly designed,
the output follows the input amplitude.
Obviously the peak detector and the rectifier detector only operate with AM signals
that have carriers. In the case of AM signals without carriers the envelope is no longer
a copy of the input, there the positive and negative input signals produce equal
amplitudes (Figure 17.4b). Clearly full recovery of the original waveform requires
additional information with respect to the input phase.
An excellent way of solving this problem, and it is a way that has a number of
additional advantages, is by introducing synchronous detection. This method involves
multiplying the AM signal by another signal that has the same frequency as the
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original carrier. If the carrier signal is available (as is the case in most measurement
systems) this signal can be the carrier itself.

Figure 17.8. (a) A single-sided rectified AM signal vi followed by a low-pass filter
that responds to the average value vo, (b) like (a) but with a double-sided rectified

signal to produce an average that is twice as high.

Let us suppose that we have an AM signal with a suppressed carrier: xo =
x̂ocoswdtcoswit. This is then multiplied by the synchronous signal xs = x̂scos(wdt + j),
where j takes into account a possible phase shift relative to the original carrier. The
product of these signals is xdem = x̂s x̂o ◊coswdt◊coswit◊cos(wdt + j). If the frequency
components are separated this will result in:

x t x x t x x t tdem o s i o s d i d i( ) = + +( ) +{ } + -( ) +{ }[ ]1
2

1
4 2 2ˆ ˆ cos cos ˆ ˆ cos cosw j w w j w w j

(17.7)

With a low-pass filter the components around 2wd will be removed, thus leaving us
with the original component that has a frequency of wi. In case xs is in phase with the
carrier (j = 0), this component has a maximum value. The component is zero when
the phase difference amounts j  = p/2; the component gets the negative value for a
phase difference equal to j = p. This phase sensitivity is an essential property of
synchronous detection. Figure 17.9 reviews the whole detection process.
Figure 17.9b depicts the spectrum of an AM signal without a carrier, together with
certain error signal components. If it is multiplied by the synchronous signal a new
band will be created that coincides with the original band (Figure 17.9c). The low-pass
filter removes all components with frequencies that are higher than those of the
original band (Figure 17.9d).
One important advantage of this detection method is that it helps to eliminate all error
components not present in the AM signal’s small band. If the measurement signal has



17. Modulation and demodulation 281

a narrow band (with slowly fluctuating measurement quantities), then a low filter
frequency cut-off can be chosen. Most of the error signals can therefore be removed,
even with a simple first order low-pass filter. Synchronous detection facilitates AC-
signal measurement with very low signal-to-noise ratios.

Figure 17.9. (a) A synchronous detector composed of a multiplier and a low-pass
filter, (b) the frequency spectrum of an AM signal without a carrier but with

some error signals, (c) the spectrum after synchronous signal multiplication, (d)
output after low-pass filtering: the original signal component.

17.2 Systems based on synchronous detection

The preceding section showed that synchronous detection is a powerful
instrumentation mechanism for the measuring of small AC signals with low signal-to-
noise ratio. The measurement bridge discussed in Section 17.1.2 is supplied by an AC
source and, in order to bypass the offset and drift problems of high-gain amplifiers,
the low frequency sensor signal is converted into an AM signal. Synchronous
detection of  amplified bridge output makes the measurement extremely tolerant to
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noise and other interference components (provided that they remain outside the signal
band). The bandwidth of the detection system is set by a simple first order low-pass
filter.
Many measurement instruments make use of synchronous detection, examples being:
network analyzers and impedance analyzers. In such instruments the measurement
signals are all sinusoidal, in other words, the analysis takes place in the frequency
domain. Where there is no synchronous signal it first has to be generated. This is done
by making use of a special system called the phase-locked-loop that will be described
in the next section. Synchronous detection is also used in special types of amplifiers,
like with the lock-in amplifier and the chopper amplifier. Their principles will be
explained in later sections.

17.2.1 The phase-locked loop

A phase-locked loop or a PLL is a special electronic system that is capable of tracing
the frequency of a sinusoidal measurement signal despite noise and other spurious
signals. The PLL consists of a voltage-controlled oscillator (i.e. a VCO, see Section
16.2.4), a synchronous detector and a control amplifier (Figure 17.10). The output
frequency of the VCO is controlled so that it remains equal to that of a particular input
signal frequency component. Because of the high operational amplifier gain, the
feedback loop forces the amplifier input down to zero. The synchronous detector
responds to the frequency difference between the input signal vi and the VCO output
signal vo as these signals are multiplied. When the frequencies are equal the
synchronous detector responds to the phase difference. If the difference is not zero
then the control amplifier will control the VCO via vs in such a way that it will be
reduced. In the steady state the amplifier input will be zero and so the synchronous
detector output will also be zero. This situation corresponds to equal frequencies and
to the phase difference p/2 between vi and vo.

Figure 17.10. A functional diagram of a phase-locked loop (PLL) consisting of a
synchronous detector, an amplifier and a voltage-controlled oscillator (VCO).

The synchronous detector is only sensitive to signal frequencies between fo ± B (fo is
the fundamental frequency of vo, and B is the low-pass filter bandwidth). Frequencies
outside this band are ignored. The PLL is therefore able to generate a periodic signal
with a frequency that is exactly equal to that of one particular input signal component.
This property also makes the PLL suitable as an FM-demodulator: the VCO frequency
is related to the control voltage vs. At varying input frequencies vs varies
proportionally: vs is the demodulated FM signal.
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If the circuit given in Figure 17.10 is slightly extended then it becomes possible to
generate a periodical signal with a frequency that is equal to the sum of two
frequencies (Figure 17.11). Let us now assume that the respective frequencies of the
input signals v1 and v2 are f1 and f2. Synchronous detector 1 will measure the difference
between f1 and fo  which is the frequency of the VCO. The bandwidth of this
synchronous detector is chosen in such a way that fo - f1 can pass the detector but not
the sum of fo + f1. The second detector will measure the difference between the
frequencies (fo - f1) and f2. The feedback converts this signal to zero so that f2 = fo - f1

or fo = f1 + f2.
Likewise, the PLL can be used to generate signals with frequencies that are multiples
of the frequency of the input signal. This is achieved by inserting a frequency divider
between the VCO output and the synchronous detector input as illustrated in Figure
17.10. If n is the dividend, the synchronous detector measures the difference between
fi and fo/n, this difference is then converted to zero by the feedback so that fo = nfi.
The important PLL parameters are the lock-in range and the hold range. The lock-in
range represents the range of input frequencies for which the controller automatically
locks to that specific frequency. The hold range is the range over which the input
frequency may vary after having been locked. Usually the hold range is greater than
the lock-in range. The hold range depends on the amplitude of the input signal
component: the lower the signal, the more difficult it will be for the PLL to control it.
The lock-in range of a PLL can be shifted by changing the free running frequency f0

(at vs = 0) of the VCO.

Figure 17.11. An extended PLL to produce a signal with a frequency equal to the
sum of the frequencies of v1 and v2.

Like many other electronic processing circuits, the PLL is also available as an
integrated circuit. This IC contains the analog multiplier, the control amplifier and the
VCO. The low-pass filter of the synchronous detector and the components that fix the
free-running frequency of the VCO have to be connected externally because such
components are difficult to integrate. A degree of design freedom is also reserved for
the user. In the next two sections the PLL will be considered as a complete system (the
black box approach).
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17.2.2 Lock-in amplifiers

A lock-in amplifier is an AC amplifier that is based on synchronous detection and is
intended for the measuring of the amplitude and phase of small, noisy, narrow-band
measurement signals. A simplified block diagram of a lock-in amplifier is depicted in
Figure 17.12. The amplifier has two input channels: the signal channel and the
reference channel. The signal channel consists of AC amplifiers and a band-pass filter.
This filter, known as the predetection filter, is used to remove some of the input noise
prior to detection. The filter used will be manually adjustable or automatic, all
depending on the type of lock-in amplifier that is being used. The reference channel
will be composed of an amplifier, an adjustable phase shifter and a comparator. An
adjustable low-drift DC amplifier will raise the demodulated signal to the proper
output level. The output signal is a DC or a slowly varying signal proportional to the
amplitude of the input signal. The adjustable phase shifter allows the amplifier's
sensitivity to be maximized: the sensitivity is maximal for cosj = 0 or j = p/2. The
original phase difference between vi and vref can be determined with the calibrated
phase shifter.

Figure 17.12. A simplified block diagram of a lock-in amplifier used to measure
the amplitude and phase of small AC signals.

To properly control the switches in the synchronous switching detector the reference
channel comparator converts the reference signal into a square wave. A lock-in
amplifier of the type described here is suitable for the measurement of AC signals
where synchronous signals are available (just as with bridge measuring circuits or
transfer measuring). If there is no such synchronous signal it must be produced. The
diagram given in Figure 17.13, where a PLL is used to generate the synchronous
signal, explains this process.

17.2.3 Chopper amplifiers

A chopper amplifier, or chopper stabilized amplifier, is a special type of amplifier
used for very small DC voltages or low frequency signals. To get rid of the offset and
drift encountered in common DC amplifiers, the measurement signal is first
modulated using a switch modulator. After that it is amplified and it is finally
demodulated by synchronous detection (Figure 17.14).
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Figure 17.13. A simplified block diagram of a lock-in amplifier with a self-
generating reference signal.

Figure 17.14. A block diagram of a chopper amplifier used for the measurement
of very small DC signals.

Chopper amplifiers (also, for obvious reasons, sometimes called indirect DC
amplifiers)  are available as complete modules. Table 17.1 provides a comparison
between the properties of an operational amplifier with JFETs (column I) and two
types of chopper amplifiers.
With the column II type the input voltage is chopped using JFETs as switches. With
the varactor amplifier shown in column III modulation is performed by varactors,
which means to say that reverse biased diodes are used as voltage controllable
capacitances. The main advantage of the chopper amplifier is that it combines low
input offset voltage with low bias current and the non-zero values are due to
imperfections in the switches. The varactor amplifier (sometimes also called an
electrometer amplifier after its electrometer tube forerunner) combines very high input
impedance with extremely low bias current.

Table 17.1 Selected JFET operational amplifier specifications compared with two
types of chopper amplifiers

Parameter I: JFET II: JFET chopper III:  varactor
A0 2◊105 107 105

Voff <0.5 mV <0.02 mV -
adjustable adjustable adjustable

t.c. Voff 2 - 7 mV/K 0.003 mV/K 10 mV/K
Voff supply voltage coefficient - ±0.1 mV/V 500 mV/V
Voff  long-term stability - ±1 mV/month 100 mV/month
Ibias 10 – 50 pA 2 pA 0.01 pA
t.c. Ibias 2 pA/K 0.5 pA/K ¥2 per 10 K
Bandwidth 1 – 4 MHz 2 MHz 2 kHz
Ri 1012 W 106 W 1014 W
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SUMMARY

Amplitude modulation and demodulation

∑ Amplitude modulation (AM) is a type of signal conversion in which the amplitude
of a carrier signal (which is usually sinusoidal) varies in proportion to the input
signal. The carrier frequency is high compared to the input frequency. Modulation
leads to changes in the input frequency band.

∑ The opposite process to modulation is demodulation or detection which results in
the original waveform.

∑  The spectrum of an AM signal consists of two side bands symmetrically
positioned around the carrier frequency. The information content in each of these
side bands is identical to that of the original band.

∑  Frequency multiplexing involves multiplexing in such a way that the various
signals are converted into different frequency bands by means of modulation. If
the bands do not overlap they can be simultaneously transported over a single
transmission line.

∑ Some amplitude modulation methods are:
- analog multiplying of the input signal and the carrier;
- periodic switching (on/off or +/-) of the signal, the switching signal acts as the

carrier;
- using a Wheatstone measurement bridge with an AC signal as its carrier.

∑ Multiplying two signals having frequencies f1 and f2 will result in these two new
frequencies: the sum of the frequencies f1 + f2 and the difference between them f1 -
f2.

∑ Modulated signals are not sensitive to low-frequency interference in conjunction
with the position of the frequency band. Small low-frequent measurement signals
should, if possible, be modulated prior to any other signal processing. An example
of this is the measurement bridge with AC supply voltage.

∑ Synchronous detection demodulation makes very low signal-to-noise ratio signal
measurement possible. A synchronous detector has a phase-sensitive response.

∑ Diode peak detector demodulation is simple but inaccurate and not applicable to
AM signals without carriers.

Systems based on synchronous detection

∑ Synchronous detection is a type of phase-sensitive amplitude detection suited to
the processing of signals with very low signal-to-noise ratios.

∑  A phase-locked loop (PLL) is an electronic system that generates a periodical
signal with a frequency that is equal to a particular input signal frequency
component.

∑ With a PLL, signals with frequencies equal to the sum or a multiple of two other
frequencies can be generated.

∑  The important PLL parameters, defined as the allowable frequency range of the
input signal before and after lock-in, are the hold range and the lock-in range.
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∑ A lock-in amplifier is an AC amplifier based on synchronous detection. It makes it
possible to measure the amplitude and phase of very small, noisy AC signals.

∑ A chopper amplifier is a DC amplifier in which the input signal is first modulated,
than amplified as an AC signal and finally demodulated by synchronous detection.
Such amplifiers have extremely low offset voltage and bias currents.

EXERCISES

Amplitude modulation and demodulation

17.1 What is an amplitude modulated signal with a suppressed carrier? What is
pulse width modulation?

17.2 If the amplitude of a 5 kHz frequency sine-wave carrier is modulated by a
symmetric triangular signal where the fundamental frequency is 100 Hz what
are all the frequencies in the modulated signal?

17.3 A frequency-multiplex system based on AM should transmit 12 measurement
signals, each of which has a frequency band of 100-500 Hz. What, then, is the
minimum bandwidth for this system?

17.4. In the Wheatstone bridge below all the resistors are sensors. The bridge is
supplied with an AC voltage that has an amplitude of 10 V. The output vo is
amplified by a factor of 104 and multiplied by a synchronous signal with an
amplitude of 4 V. Calculate the DC output voltage for a relative resistance
change DR/R of 10-5 and -10-5.

17.5 The question is the same as that posed in 17.4 with the difference that time it is
a switched multiplier that demodulates the amplified bridge output signal in
accordance with the following Fourier series s t t t( ) = + +4 1

3 3p w w{cos cos

+ +1
5 5cos ...}wt and the switching signal is synchronous with the bridge power

signal.

Systems based on synchronous detection

17.6 Imagine a synchronous detector composed of an ideal analog multiplier and a
low-pass filter with a cut-off frequency of 100 Hz. The frequency of the
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reference signal is 15 kHz. What, then, are the input frequencies to which this
detector is sensitive? Plot the sensitivity frequency characteristic.

17.7 The synchronous detector given in Exercise 17.6 actually acts as a band-pass
filter. What is the detector’s equivalent Q-factor?

17.8 You are given a synchronous detector composed of a switched modulator in
line with the principle depicted below and a low-pass filter with a cut-off
frequency of 200 Hz. The switching period is 0.2 ms. What are the frequencies
detected by this system?

17.9 The figure below shows a block diagram of a system used to test a linear signal
processing circuit. What is the characteristic that is displayed?

17.10 The Figure 17.12 comparator output is either high or low in accordance with
the polarity of the phase shifter output. The output levels have accurate values.
What are the requirements for the amplitude of the reference voltage vref, and
how do they change when the comparator is omitted?

17.11 Sketch the frequency spectra of all the signals in the lock-in amplifier shown in
Figure 17.12. Assume that the AC input signal is narrow-band.

17.12 Plot the frequency spectra of all the signals in the chopper amplifier given in
Figure 17.14. Assume that the quasi DC input signal is narrow-band.
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18 Digital-to-analogue and
analogue-to-digital

conversion

An analog signal is not suitable for digital processor or for computer processing. Only
after having been converted into a digital signal can it be computer processed.
Conversely, many actuators and other output devices require analog signals, so
computer digital signals have to be converted into analog signals. Analog-to-digital
converters (AD-converters or ADCs) and digital-to-analog converters (DA-converters
or DACs) are available as modules, as integrated circuits and on data-acquisition cards
for PCs. In the first part of this chapter a brief description will be given of digital
signals and binary codes before going on to describe the main types of AD and DA-
converters. The second part of the chapter will be devoted to certain particular types of
converters.

18.1 Parallel converters

18.1.1 Binary signals and codes

A digital signal has just two levels, denoted as "0" and "1". The relationship with
voltage values or current values will depend on the components implemented and, in
particular, on the technology (such as: bipolar transistors, MOSFETs and possibly
other kinds of transistors). With digital circuits that have, for instance, bipolar
transistors a "0" corresponds to a voltage below 0.8 V while a "1" is represented by a
voltage above 2 V. It is because of these wide tolerances that digital signals have
much lower interference sensitivity than analog signals. This interference and noise
tolerance leads, in turn, to a high reduction in information content. The minimum
amount of information (yes or no, high or low, "0" or "1", on or off) is called a bit
which is an acronym for “binary digit”.
Usually a measurement signal contains much more information than just 1 bit. If such
information is to be adequately represented in binary signal form, whole groups of bits
will be required, such groups are called binary words. A word consisting of 8 bits is
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called a byte (an impure acronym for “by eight”). The prefix “kilo (k)” stands for the
decimal multiple 1000, so 1 kbyte = 1000 bytes. To express multiples of powers of
two, the prefix Kibi (Ki) should be used, which equals 210 = 1024, so 1 Kibyte = 1024
bytes. The words byte and bit must not be confused but the notations kb and kB are
unclear. In this book we will not therefore use those abbreviations, instead we shall
simply refer to a kbyte or a kbit.
With n bits, just 2n different words can be constructed. The number of bits is limited to
a maximum, not only for practical reasons but also because of imperfections in the
AD-converter components that generate the binary words. Analog-to-digital
conversion thus causes at least one extra error, the quantization error (see also Section
2.1). Typical AD-converter word lengths range from 8 to 16 bits and correspond to a
quantization error of 2-8 to 2-16. Obviously it is useless to take an AD-converter with
many more bits than what corresponds to the inaccuracy or the resolution of the input
signal itself.

Example 18.1
The measurement signal range is 0 - 10 V. There are 10 bits available to
represent this signal. The resolution of this representation is  2-10 ª 0.1% or
about 10 mV.
One other measurement signal has an inaccuracy of 0.01%. The number of
bits required for proper representation is 14 because 214 > 104 > 213.

A binary word can be written as:

G a a a a a a a an n m2 1 2 1 0 1 2= ( )- - - -... ...  (18.1)

where ai is either 0 or 1 (in numbers). The value of G10 in the decimal number system
is:
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The coefficient an contributes most to G and is therefore called the most significant bit
or MSB. The coefficient a-m has the lowest weight and is therefore called the least
significant bit or LSB.
The digital signals of AD and DA-converters are the binary coded fractions of a
reference voltage Vref. The analog voltage is equal to Va = G ◊Vre where G is a binary
number between 0 and 1. The relationship between the analog and digital converter
signals is therefore:
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Consequently the MSB of a converter corresponds to a value of 1
2 Vref, the next bit is

1
4 Vref and so on until finally one arrives at the LSB with a value of 2-nVref.
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Since very many bits are required to represent high numbers the binary notation
system might be termed rather inefficient. This is why hexadecimal notation, based on
the hexadecimal number system (base 16) has become common. The 16 digits are
denoted as 1, 2, 3, .... 9, A, B, C, D and F. The last one, F, has a decimal value of 15 or
a binary value of 1111. Hexadecimal notation is derived from binary notation by
splitting up the latter into groups of four bits, starting from the binary point. The
hexadecimal character is assigned to each group of four.

Example 18.2
The binary number 1010011110 can be written as 0010 1001 1110, or as 29E
hexadecimal. In the decimal number system it is:

2◊162 + 9◊161 + 14◊160 = 670.

This can also be found from the binary notation:

1◊29 + 0◊28 +1◊27 +0◊26 +0◊25 +1◊24 +1◊23 +1◊22 +1◊21 +0◊20  = 670.

Other codes that are sometimes alternatively employed are the BCD code and the octal
code. The BCD code (binary coded digit) is structured as follows:

... a2b2c2d2 a1b1c1d1 a0b0c0d0,

in which each group of four bits represents the binary coded decimal digit. This code
is easier to interpret that the binary code.

Example 18.3
The BCD notation of the decimal number 670 in Example 18.2 is 0110 0111
0000 which are the binary codes of the respective decimal digits 6, 7 and 0.

The octal code which is sometimes used in computer programs abides by the symbols
0, 1, 2, 3, 4, 5, 6 and 7. The code 108 stands for 810 (the index denotes the number
system). Octal notation can be directly derived from binary notation by creating
divisions into groups of 3 bits (starting with the LSB), just like when converting from
binary to hexadecimal notation. The number 67010 from the preceding example
becomes 12368 in octal notation.
Figure 18.1 gives several electronic representations of a binary word. Figures 18.1a
and b are dynamic representations (with voltages or currents as time signals). In
Figure 18.1a, the bits of a word are generated consecutively: it is a serial word. The
consequence is that it takes relatively long for each measurement value, which grows
in proportion to the number of bits, to emerge. In Figure 18.1b the bits are generated
and transported simultaneously, there is one line for each bit. There are as many
parallel lines as there are bits in a word: it is therefore a parallel word. The
information is available in a single moment but more hardware is required (cables,
connectors, components). Figure 18.1c illustrates a static representation of the same
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binary word, this time with a set of switches. A "0" corresponds to a switch that is off
and a "1" to a switch that is on.

Figure 18.1. Various representations of a binary word (a) a serial word (dynamic),
(b) a parallel word (dynamic), (c) a parallel word (static) using a set of switches.

The time required for one bit is called the bit-time. The transport of a serial n-bit word
takes n bit-time, a parallel word can be transmitted substantially faster but it takes at
least one bit-time. The conversion process for an analog signal x(t) into a serial or
parallel word takes time too, this is known as the conversion time. During conversion,
the signal may change somewhat. To minimize the uncertainty of both the amplitude
and the time of the converted signals, samples are taken at specific moments (see
Section 1.2). Only the measurement values occurring at such moments are converted.
The sampled signal should be fixed during the AD-converter conversion time. This is
accomplished by having a sample-hold circuit (Section 15.2). If the conversion time is
short compared to the actual changes in the input signal then an additional sample-
hold circuit will not be required. The AD-converter itself performs the sampling.

18.1.2 Parallel DA-converters

This section only deals with one type of DA-converter, the parallel converter with a
ladder network. It is the most widely used type when it comes to general applications
and it is available at a very low price as an integrated circuit.
The first step in DA-conversion is to transfer from n parallel signal bits to sets of n
parallel switches. In order to be able to activate the switches the binary signals have to
satisfy certain conditions. Once the digital parallel input signal has been copied to the
switches, the proper weighing factors must be assigned to each of the (equal)
switches: half the reference voltage to the switch for the MSB (an-1), a quarter of the
reference to the next switch an-2, and so on. Figure 18.2 exemplifies this assigning. A
current is then allotted to each switch which corresponds to the weighing factor: I/2
for the MSB, I/4 for the next bit, and so on. The current for the last switch (LSB) is
I/2n . In this circuit, the switches have the two positions left and right (1 and 0,
respectively). When in the right position the current flows directly to ground. In the
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left position it flows to a summing point. The sum of the currents is just the analog
value that corresponds to the binary input code.

Figure 18.2. Converting a binary code into (a) a current, (b) a voltage.

The weighted currents I/2, I/4 etc. are derived from a single reference voltage (see
Figure 18.2b). Since the non-inverting input terminal voltage for the operational
amplifier is zero, the current through each resistor equals Vref/R. The ratio between two
subsequent resistance values is exactly 2 so that the corresponding currents also differ
by a factor of 2. The total current then becomes:
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in which Rn-1 the lowest resistance, belongs to the MSB an-1, and Ri = Rn-1◊2n-1-i. When
the feedback resistor Rt is made equal to Rn-1/2, the output voltage of the converter is:
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(18.5)

which, except for the minus sign, is equal to the required expression (18.1). Vref is the
full scale value of the converter: for all ai equal to 1, vo equals Vref (minus 1 LSB).
The Figure 18.2b configuration is not often implemented because it contains both very
high and very low resistances, in particular when there are large numbers of bits. It is
rather difficult to create accurate resistors with a high LSB resistance value. Indeed,
together with the unavoidable parallel capacitance, high resistance forms a large time
constant, thus making the converter slow. On the other hand, very low resistances (for
the MSB) may overload the reference source, thus resulting in unacceptable errors.
These obstacles can be bypassed if the resistance network is replaced by the ladder
network seen in Figure 18.3. One particular property of this network is the input
resistance that is independent of the number of sections, as demonstrated by Figure
18.3.
Let us now consider the currents through this network. At the first (leftmost) node the
input current I splits into two equal parts. One half flows through the resistor 2R while
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the other half goes towards the rest of the network as this also has an input resistance
of 2R. The latter current, I/2, splits up again at the second left node into two equal
parts, and so on. The currents that pass through the 2R therefore have values I/2, I/4,
I/8 etcetera. The network performs continual binary division using only two different
resistance values, R and 2R. This considerably simplifies the design of a DA-converter
for large numbers of bits.

Figure 18.3. A ladder network containing two resistance values. The input
resistance is independent of the number of sections.

Figure 18.4. A digital-to-analog converter that is making use of a ladder network.

Figure 18.4 shows how the ladder network operates in a DA-converter circuit. The
weighted currents either flow to ground (switch position "0") or to the summing point
of the current-to-voltage converter (switch position "1"). The largest current I/2 flows
to the switch for the MSB (an-1), the lowest current I/2n to the switch for the LSB (a0).
The following equations are relevant to this circuit:

I
V

R
ref= (18.6)

and
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The output voltage is:
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which, again, is equivalent to Equation (18.3).
Table 18.1 lists the major specifications of an integrated 12-bit parallel DA-converter.
This type of converter contains a built-in reference voltage (with Zener diode, Section
9) and an external connection that may be used for other purposes. The ladder network
is composed of laser-trimmed SiCr resistors. The switches are made of bipolar
transistors. In contrast to the circuit discussed above, this DA-converter has a current
output. The smallest output current step is 2-12◊2 mA which is about 0.5 mA. This
current step corresponds to an input change of one binary unit. Such a 1-bit step is
called an LSB as well. The inaccuracy and the other specifications of a DA-converter
are usually expressed in terms of this unit, that is to say, the LSB (see Table 18.1). An
inaccuracy of ± 1

2 LSB corresponds (for this 12-bit converter) to ± 1
2 ◊2-12 ª ±1.2◊10-4

of the full scale, or ±0.25 mA. The differential non-linearity represents the maximum
deviation from the nominal smallest step (LSB) at the output. Guaranteed monotony
means that the output never goes down when there is an upward change in the input
code.

Table 18.1. The specifications for a 12 bit DA-converter
(ppm = parts per million = 10-6).

Input ‘1’: max. + 5.5 V, min. + 2.0 V
‘0’: max. +0.8 V

Output current unipolar –2 mA (all bits ‘1’),
bipolar ±1 mA (all bits ‘1’ or ‘0’);

Output offset < 0.05% full scale (unipolar)
Reference voltage 10 V ± 1 ppm/K (unipolar)
Inaccuracy ± 1

4 LSB (25 °C), ± 1
2 LSB (0–70°C)

Differential non-linearity ± 1
2 LSB (25°C)

Monotony guaranteed (0–70°C)
Settling time < 200 ns (up to ± 1

2 LSB)
Power dissipation 225 mW

When it is an output voltage that is desired rather than a current, the user must add a
current-to-voltage converter to the DAC (Figure 18.5). An output voltage range of 0 –
10 V can be achieved by connecting the operational amplifier output to terminal 5 of
the converter and by thus using the internal resistor R = 5 kW as a feedback resistor: vo

= Rio. The output voltage range can be doubled by making this connection to terminal
4 instead of to terminal 5 (see the dotted line in Figure 18.5). Other ranges can be
made by connecting external resistances in series with internal resistances. By short-
circuiting terminals 2 and 3, an extra current of 1 mA is added to the current-to-
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voltage converter. The input current of the operational amplifier will then run from –1
mA to +1 mA, thus resulting in a bipolar output voltage with a range of -5 to +5 V (or
-10 to +10 V).
In the section above, the MSB is denoted as an-1 and the LSB as a0. Other notations
may also be encountered, such as the reverse notation (a0 for the MSB, an-1 for the
MSB), or from 0 (or 1) to n instead of to n-1: a0 (or a1) is the LSB, an is the MSB or
vice versa).

Figure 18.5. The internal structure of an integrated DA-converter with current
output. A voltage output is obtained from an additional operational amplifier.

18.1.3 Parallel AD-converters

The output of an AD-converter is a binary code representing a fraction of the
reference voltage, or current, corresponding to the analog input. Evidently this input
signal must range between zero and the reference that is, it must cover the full scale of
the converter. In this section we shall restrict ourselves to one type of AD-converter,
the successive approximation AD-converter. This type of converter belongs to the
class of compensating AD-converters that all use DA-converters in a feedback loop.
The basic principle is illustrated in Figure 18.6.
Besides having a DA-converter, the AD-converter contains a comparator, a clock
generator and a word generator. The word generator produces a binary code that is
applied to the DA-converter input; this code also constitutes the AD-converter output.
The word generator is controlled by the comparator (Section 14.2.1) whose output is
"1" for vi > vc and "0" for vi < v c, vi is the AD-converter input and vc is the
compensation voltage which is identical to the DA-converter output. When the
comparator output is "0", the word generator produces a following code corresponding
to a higher compensation voltage vc; when the output is "1", a new code is generated
that corresponds to a lower value of vc. This process continues until the compensation
voltage is equal to the input voltage vi (a difference of less than 1 LSB). As vc is the
output of the DA-converter, its input code is just a digital representation of the analog
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input voltage. In the final state, the average input of the comparator is zero, the input
voltage vi is compensated by the voltage vc.
The clock generator produces a square wave voltage with fixed frequency (i.e. the
clock frequency). It controls the word generator circuit so that at each positive or
negative transition of the clock a new word is generated.

Figure 18.6. The principle of a compensating AD-converter using a DA-converter
in a feedback loop.

The question which then arises is: how can the final state be reached as quickly as
possible using the minimum number of clock pulses? As we do not know what the
input signal is, the best estimation is halfway along the allowable range, that is Vref/2.
The first step in the conversion process is therefore to generate a code that
corresponds to the compensation voltage of Vref/2 (Figure 18.7). The comparator
output will indicate whether the input voltage is in the upper half of the range (Vref/2 <
vi < Vref) or in the lower half (0 < vi < Vref/2). The comparator output is therefore
exactly equal to the MSB an-1 of the digital code we are looking for. If an-1 = 1, then
the compensation voltage will be increased by Vref/4, in order to check during the next
comparison whether the input is in the upper or the lower half of the remaining range.
For an-1 = 0, the compensation voltage is decreased by that same amount. The second
comparison results in the generation of the second bit an-2. The successive
comparisons are governed by the clock generator usually consisting of one
comparison (or one bit) per clock pulse. After n comparisons have been made the LSB
a0 will be known and the conversion process finished.
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Figure 18.7. An amplitude-time diagram relating to the compensation voltage in a
successive approximate AD-converter.

The word generator, which operates according to the principle explained here, is
known as a successive approximation register or SAR. Most low-cost AD-converters
are based on this principle. Though the bits are generated consecutively the bit values
are stored in the digital memory (which is integrated into the converter) so that they
remain available as parallel binary words. Some converter types have a serial output
as well, where the bits are only available as series words during the conversion
process.
The conversion time of a successive approximation AD-converter is equal to the
number of bits n multiplied by the clock period Tc: tc = n◊Tc = n/fc and independent of
the analog input signal.

Table 18.2. The specifications of a successive approximate AD-converter.

Resolution 10 bit
Analog input bipolar – 5 V up to + 5 V

unipolar 0–10 V
Input impedance 5 kW
Offset (bipolar) ± 2 LSB (adjustable to zero) ± 44 ppm/K
Differential non-linearity < ± 1

2 LSB (25°C)
Conversion time min. 15 µs; max. 40 ms
Power dissipation 800 mW

Table 18.2 reviews the main specifications of a 10-bit successive approximation ADC.
This type of converter contains a clock generator (500 kHz), a reference voltage
source, a comparator and buffer amplifiers at each output. Figure 18.8 shows the
internal structure of this fully integrated converter. The functions of the terminals are
as follows. The analog input voltage is connected between terminals 1 (ground) and 2
(note the relatively low input resistance). At floating terminal 3 the input voltage
range goes from 0 to +10 V while at grounded terminal 3 an additional current source
is connected to the internal DA-converter input. This prompts an input range shift
from 0...10 V to –5...+5 V.
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Terminals 4 to 13 form the 10-bit parallel digital output. Ten buffer amplifiers are
connected between the DA-converter and the output terminals, these are called tri-
state buffers. A tri-state buffer has three states: "0", "1" and off, in the off-state there is
no connection between the converter and the output terminals. This third state is
controlled by an extra input to each buffer. The tri-state buffers allow the complete
circuit to be connected to one of  the processor busses from which it can be
electronically disconnected. This makes it possible for several devices to be connected
to their corresponding terminals in parallel without the danger of short-circuiting.

Figure 18.8. The internal structure of an integrated AD-converter with a
successive approximation register (SAR).

As soon as the conversion process is finished the SAR generates a "0" at terminal 14
(during the conversion this output is "1"). The buffers connect the binary code to the
corresponding output terminals. This output signal can furthermore be used to let the
processor know that the conversion is finished and that the output data is valid (this
terminal is also called the data ready output).
Finally, a binary signal at terminal 15 starts the converter. As long as this input is "1"
the converter remains in a wait state but as soon as the input is switched to "0" (for
instance by a signal from the computer), the conversion starts.

18.2 Special converters

In the first part of this chapter two popular types of AD and DA-converters were
described. In this second part we shall introduce several other types: the serial DA-
converter, two direct parallel AD-converters and the integrating AD-converter or dual
slope converter.
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18.2.1 The serial DA-converter

The weighing factors of a binary word, parallel or otherwise, follow from the position
of the bits relative to the "binary" point. In an ADC or DAC these weighing factors are
1/2 (MSB), 1/4, 1/8 and so on up to 1/2n for the LSB. The allocation of the weighing
factors is based on the spatial arrangement of the bit lines or the switches. In a serial
word (Figure 18.9a) allocation is based on the time order of the bits. The first step is to
convert the binary signal, which may be a voltage or a current, into a corresponding
switch state (on or off). One side of the switch is connected to a reference voltage Vref

while the other terminal is zero when the switch is off and Vref when the switch is on
(Figure 18.9b). The conversion process takes place in a number of sequential phases.
Let us now just suppose that the LSB is the bit in front. If that is the case, the first
phase will consist of the following actions: a division of the voltage a0Vref by 2, and a
storage of this value in a memory device. In the second phase, the value a1Vref  will be
added to the contents of the memory, the result will then be divided by 2 and stored
again while the old value is deleted. The memory will then contain the value (a0/4)Vref

+ (a1/2)Vref. This process will be repeated as long as bits arrive at the  converter input.
When the MSB (i.e. the nth bit) commences, the contents of the memory will be:
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which is precisely the desired analog value GVref. Figure 18.10 shows a circuit that
works exactly in the way indicated by this procedure. The memory device is a
capacitor which is charged when the switch S2 is placed in the left-hand position.
When the switch is in the right-hand position, the charge will be maintained and can
be measured by a buffer amplifier. The sample-hold circuit retains the voltage when C
is disconnected from the sample-hold circuit. Both switches, the bit switch S1 and the
sample-hold circuit switch, have equal switch rates that are also equal to the bit
frequency. In each bit period S2 samples half of the refreshed value and transfers that
value to the sample-hold circuit.

Figure 18.9. (a) An example of a binary serial word in which the LSB is the
leading bit and (b) a functional diagram of a serial DA-converter.
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Figure 18.10. A DA-converter along the lines of the procedure given in Figure
18.9. The switches are controlled by a clock signal.

The structure of this converter does not depend on the number of bits. The inaccuracy
is mainly down to the imperfections of both amplifiers and both memory devices (the
capacitor C and the sample-hold circuit).

18.2.2 The direct AD converter

The structure of a direct AD-converter is quite straightforward (Figure 18.11). The
input voltage is simultaneously compared to all possible binary fraction references.
With an n-bit converter there are 2n distinct levels. The reference voltage is subdivided
into 2n equal voltages. Using the same number of comparators the input voltage vi is
compared to each of these levels. There will be a certain number of comparator
outputs, counting from the top which is low while the rest is high, and everything will
depend on the input voltage. A digital decoder combines these 2n values and generates
the required binary code of n bits. This AD-converter is characterized by its high
conversion speed limited by the comparator and decoder time delay as well as by the
large number of components (and thus also the high price).
It is possible to significantly reduce the number of components but this will mean
having to sacrifice speed (Figure 18.12). Here, the input voltage vi is compared to
Vref/2, which results in the MSB. If an-1 = 1 (thus vi > Vref/2), vi will be reduced by Vref/2
but otherwise remains the same. To determine the next bit, an-2, the corrected input
voltage should be compared to Vref/4. However, it is easier to compare twice the value
with Vref/2 which is the same. The voltage vi -  an-1Vref/2 is therefore multiplied by 2
and compared to a second comparator with half the reference voltage. This procedure
is repeated until the last bit (LSB) is reached.
Because the comparators are by this stage connected in series, this particular converter
is called a cascaded DA-converter. It is somewhat slower than the preceding type,
because the delay times accumulate, on the other hand the number of components
required has been considerably reduced.
Table 18.3 shows a specification of the two DA-converters described above. Normally
the conversion time is inverse to the conversion frequency. However, that no longer
holds for very fast cascaded converters. The word bit frequency can be much higher
than the conversion speed: a bit is applied to the previous comparator when the
preceding bit is in the second comparator and so on (pipe-lining). This explains why
the conversion frequency of the cascaded converter is higher than its inverse
conversion time.
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Figure 18.11. An n-bit direct AD-converter uses 2n accurate resistors and 2n

comparators, the conversion speed is very high.

Figure 18.12. The principle of a cascaded AD-converter.

Table 18.3. A specification example for a direct and for a cascaded DA-converter.

parallel cascaded
resolution 8 bit 8 bit
inaccuracy ±0.15% ± 1

2 LSB ±0.15% ± 1
2 LSB

monotony guaranteed guaranteed
differential non-linearity 0.01% 0.01%
conversion time 35 ns 150 ns
conversion frequency 20 MHz 11 MHz

18.2.3 Integrating AD-converters

In an integrating AD-converter the input signal is integrated during conversion, the
digital output is proportional to the mean value of the input signal. Since noise and
other interference signals are also integrated, their contribution to the output is low
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(presuming that the average value of these signal components is zero). For this reason,
integrating AD-converters are widely used in accurate DC current and voltage
measurement systems. In connection with input integration these converters have a
slower response than other AD-converters.
Figure 18.13 shows the principle of a dual-slope integrating AD-converter. First the
input signal is integrated and then a reference voltage is given. The conversion starts
with the switch S1 in the upper position. The input signal is connected to the integrator
which integrates vi for a fixed time period T. When constant input is positive and there
is positive integrator transfer, output will increase linearly in accordance with time.
The comparator output is negative and keeps the switch, S2, on. This switch lets past a
series of pulses with a frequency of f0 to a digital counter circuit. In digital voltmeters
this is usually a decimal counter. At each pulse the counter is incremented by one
count, as long as S2 is on. When the counter is "full" (i.e. when it has reached its
maximum value) it gives the command to switch S1 to disconnect vi and to connect the
negative reference voltage to the integrator. At the same moment, the counter will
again start counting from zero. Because Vref is negative the integrator output decreases
linearly in terms of time. As soon as the output detected by the comparator is zero, S2

will switch off and the counter will stop counting. The content of the counter at that
point in time constitutes a measure of the integrated input voltage. Figure 18.14
reveals the integrator output for one conversion period and two different constant
input voltages.

Figure 18.13. The principle of a dual slope AD-converter.

The procedure is as follows: the conversion starts at t = t0, the counter is then reset to
zero, switch S2 goes on as soon as vc is positive and the counter starts counting. By the
time t = t0 + T the counter is full and by that stage the integrator output voltage is
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where t is the proportionality factor (RC-time) of the integrator. At constant input
voltage the output slope is vi/t. From t = t0 + T the negative reference is integrated,
which means that vc decreases at a rate of Vref/t. When vc = 0 (at t = t1), S2 goes off and
the counter stops. The voltage rise during the first integration (of vi) is fully
compensated by the voltage drop during the second integration (of Vref). This
maximum voltage is equal to the slope multiplied by the integration time so it is:

Figure 18.14. The output vc of the integrator during one dual slope AD-converter
conversion period for two different input voltages v1 and v2. The integration time
for v1 is t1; for v2 it is t2 (v1<v2). The integration time t is proportional to the input

voltage vi.
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The voltage vi is transferred to a time ratio. This ratio is measured by the decimal
counter. The first integration period T is such that the counter is full at a power of 10,
so 10n. When the counter starts again with the second integration, at t = t0 + T, the
number of pulses is equal to (t1 - t0 - T)◊10n/T = (vi/Vref)◊10n. If vi is not constant during
the integration period, the number of pulses N at the end of the second integration
period equals:
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At first sight this conversion method might seem rather laborious. However, the
resultant output code depends entirely on the reference voltage and, of course, on the
input voltage but not on other component values. The only requirement placed upon
the integrator and the frequency f0 is that they be constant during the integration
period.
The method also makes it possible to greatly reduce mains interference (from 50 or 60
Hz spurious signals). The integration time chosen to suppress 50 Hz interference is a
multiple of 20 ms. In such cases the average for a 50 Hz signal is just zero.
Digital voltmeters based on the dual slope technique have an inaccuracy of less than
10-4 to 10-5. The converters are available as module or integrated circuits.

SUMMARY

Parallel converters

∑ A binary signal has just two levels denoted as "0" and "1". The information load is
restricted to 1 bit at a time, a binary signal is very fault tolerant.

∑ A binary word is a group of bits. A byte is a group of 8 bits and a kilobyte contains
1024 bytes. The bit with the highest weight is the most significant bit or the MSB
while the bit with the lowest weight is the least significant bit or LSB.

∑ The ultimate number of bits limits the resolution of the measurement quantity, the
error due to AD conversion is at least the quantization error: ± 1

2 LSB.
∑ Besides the decimal and the binary number systems other common systems are the

hexadecimal and octal systems (with bases 16 and 8 respectively). The BCD code
is a combination of the decimal and the binary code.

∑ Binary words materialize dynamically (through voltages or currents) or statically
(by means of switches) either as parallel words or serial words. A serial word can
be transmitted along a single line but a parallel word needs as many lines as there
are bits.

∑ Conversion from analog to digital signal form requires sampling and quantization.
Both steps can lead to the introduction of additional errors.

∑ The digital signal of DA and AD-converters is the binary code of a fraction G of
the reference (voltage): Va = GVref, with 0 < G < 1. The reference is the full scale.
The weight of the MSB is just 1

2 Vref.
∑  The inaccuracy parameters of AD and DA-converters are expressed in terms of

LSB units. The LSB of an n-bit converter with reference voltage Vref is Vref/2
n.

∑ The ladder network in a parallel DA-converter generates a series of currents which
differ successively by a factor of 2, they are the weighing factors of the bits.

∑ The differential non-linearity of an AD or DA-converter is the maximum deviation
from the nominal step of 1 LSB. If differential non-linearity is more than 1 LSB
monotony can no longer be guaranteed.

∑ Compensating AD-converters make use of a DA-converter in a feedback loop. A
widely used type is the successive approximation converter. With n  bits
conversion is performed within n steps (involving comparisons and clock pulses).
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Special converters

∑ A serial DA-converter converts a binary coded signal directly upon receipt of the
bits using a capacitor as a memory device and a sample-hold circuit.

∑ An n-bit direct AD-converter has 2n comparators but it is very fast. The cascaded
converter is also fast but it has a reduced number of components (n comparators in
series).

∑  An integrating AD converter responds to the integral or average of the analog
input signal. These converters are slow but accurate because of the high noise and
interference immunity.

∑  The two-fold integration (one the input, one the reference) of the dual slope
integrator makes the system insensitive to component tolerances. It is therefore
widely used in accurate voltage and current measurement systems.

EXERCISES

Parallel converters

18.1 Complete the next table.

binary 1010111
octal 577 111
decimal 257 111
hexadecimal 8F 111

18.2 The reference voltage of a 10 bit DA-converter is 10 V. Calculate the output
voltage when the input code is 1111100000 (MSB first).

18.3 The reference voltage of a 12 bit DA-converter has a temperature coefficient of
±2 ppm/K. Find the inaccuracy in the output voltage over a temperature range
of 0 to 80 ∞C, expressed in terms of the LSB.

18.4 What is the differential non-linearity of a DA-converter? What is monotony?
18.5 Integrated digital circuits employ the binary number system and not, for

instance, a number system with the base 4, where one value gives a choice of 1
out of 4. What is the reason for using this rather inefficient number system?

18.6 The clock frequency of a 10-bit successive approximation AD-converter is 200
kHz. Find the (approximated) conversion time for this converter.

18.7 Explain the term "multiplying DAC" for a DA-converter with external
reference.

18.8 What is the function of the two diodes connected in anti-parallel at the input of
the integrated circuit given in Figure 18.8?

Special converters

18.9 A serial binary signal with a bit frequency of 1 Mbit/s is applied to the serial
DAC shown in Figure 18.10. Find the conversion time for a 14-bit serial word.

18.10 The input signal of the DAC in Figure 18.10 is the 3-bit word 101. Make a plot
of the relevant output signal versus time. The capacitor is uncharged for t < 0.

18.11 The specifications of the 3-bit cascaded converter seen in Figure 18.12 are:
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- reference voltage Vref = 5.000 V;
- offset voltage of the comparators: ±6 mV;
- offset voltage of the amplifiers: ±6 mV;
- inaccuracy of the gain factor: ±0.5 %;
Calculate the maximum digital output error caused by each of these
specifications expressed in LSB for an input voltage of 0.630 V.

18.12 Explain why the pulse frequency is not of importance to the dual slope
converter.

18.13 The integration period of an integrating AD-converter is 100 ms ±1 ms.
Determine the maximum conversion error caused by a 50 Hz interference
signal with an rms value of 1 V.
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19 Digital electronics

What we shall be looking at in this chapter is the kind of integrated circuits that are
used to process digital signals. Before going on to provide a functional description of
certain digital components, Section 19.1 starts by introducing Boolean algebra.
Section 19.2 then goes on to deal with several widely-used types of digital circuits
such as: multiplexers, adders, counters and shift registers.

19.1 Digital components

19.1.1 Boolean algebra

Analog signals and analog transfer functions can be adequately described with the aid
of time functions and frequency spectra. Such descriptions are useless when applied to
digital signals and digital processing circuits. For such purposes we employ a certain
mathematical method which was first used to describe logical processes and which
was devised by George Boole in 1847.

Figure 19.1. If the statement "the switch is on" is true, then the statement "the
lamp is on" must also be true.

The two values underpinning logical statements are: "true" (T) and "false" (F). Taking
various examples from the field of electronic application we shall endeavor to
illustrate this concept. Figure 19.1 shows a lamp and switch circuit. In conjunction
with this particular system there are a number of assertions that can be made like, for
instance: l "the lamp is on" and s "the switch is on". Both statements can be either true
or false but if l is true then s has to be true as well. The relations between various
statements can be described by means of, for instance, a truth table. In relation to the
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statements made above Table 19.1 is one such truth table for the circuit shown in
Figure 19.1.

Table 19.1. Truth table for the
circuit given in Figure 19.1. s =
"the switch is on"; l = "the lamp

is on".

Table 19.2. Truth table for the
circuit seen in Figure 19.1. s =

"the switch is on"; l = "the lamp
is off".

s l s l

false false
true true

false true
true false

Obviously other statements can be defined and the truth tables will change
accordingly but the physical operations will not, of course, change. Table 19.2 is
another truth table for the same circuit shown in Figure 19.1 but accompanied by other
statements.
Let us just suppose that we have a lamp circuit with two switches in series (Figure
19.2). If that is the case then the truth table will be extended to provide four possible
combinations for the two switches. Table 19.3 provides a truth table for the same
statements as those given before but this time they are denoted as a and b: "the switch
is on" and l: "the lamp is on". For the sake of simplicity we shall adopt the symbols T
and F for true and false. As can be expected from the figure, the lamp can only be said
to be on (l = T) when both switches are on (a = b = T). This is an example of how the
logic AND works : l = a AND b; the statement l is only true if both a and b statements
are true. There are several notations for this operation: AND, Ÿ, or ◊, in this book we
use the symbol ◊, or it is left out l = a◊b = ab.

Table 19.3. The truth table for the
circuit in Figure 19.2.

a b l

Figure 19.2. A circuit with two switches in
series is described by the way the logic AND

operates.

F F F

F T F

T F F

T T T

Another way to control a lamp with two switches is illustrated in Figure 19.3 and the
corresponding truth table is given in Table 19.4. In such a case at least one of the two
switches has to be on to light the lamp. There is a correspondence between this
operation and the logic operation OR: l = a OR b. Possible notations are OR, ⁄ or +.
In this book we abide by the + symbol. From the truth table it follows that this is an
"inclusive OR": either a or b or else a and b allow the lamp to ignite and this third
possibility is included.
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Table 19.4. The truth table  for the
Figure 19.3 circuit. a = b = "the switch is

on"; l = "the lamp is on".

a b l

Figure 19.3. The OR logic operation
describes a circuit with two switches in

parallel.

F F F

F T T

T F T

T T T

The "exclusive OR" (or EXOR) is an operation as characterized in Table 19.5, only
one of the statements a and b needs to be true to allow l to be true. This operation is
denoted as EX-OR, EXOR, ≈. In this book we use the symbol ≈ which means that l =
a ≈ b. The physical realization of the exclusive OR operation is given in Figure 19.4
with the two-way switch.

Table 19.5. The
exclusive OR operation

truth table.

a b l

Figure 19.4. A two-way switch
explained by means of an EXOR

operation.

F F F

F T T

T F T

T T F

The statements given above cannot be applied to these types of switches. Instead we
need to claim "the switch is in its rest position" thus meaning the position as shown in
the figure.
A fourth logical operation is inversion or negation, denoted as NOT a or a , we always
use the latter notation. If a is a statement, for instance "the lamp is on" and if a is
indeed true then the lamp is on. The lamp is also on when a  (NOT a) is false. The
inversion truth table is given in Table 19.6.
In digital electronics the alternative symbols used for F and T are "0" and "1". Note
that the symbols "0" and "1" simply represent the variables false and true and should
not be confused with the binary numbers 0 and 1. The symbol choice is, in principle,
arbitrary. Physically, the logic variables can be presented in various ways, for instance
to denote low and high voltage, current or no current, high or low frequency and so
on. In digital circuits, a "0" is usually a voltage below 0.8 V and a "1" is usually a
voltage above 2 V. Data transmission (i.e. telephone line systems) use two different
frequencies or  phases.
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From now on we shall use the symbols 0 and 1 without quotation marks. Note again
that there is a difference between the logic variables 0 and 1 (which are actually "0"
and "1") and the numbers 0 and 1. Table 19.7 shows the basic logic operations in a
truth table but this time with the symbols 0 and 1. The symbols a, b and l represent
logic variables and have only two values: 0 or 1. In composite logic equations, like z =
x + y w , the logic operations order becomes: inversion - logic AND - logic OR. When
the order is changed this is indicated by brackets just as in normal algebraic equations:
z = (x + y) w . The Boolean algebra has a number of rules to facilitate logic variable
calculations. These rules can be proved by drawing up a complete truth table for all
the possible combinations bearing in mind that the left and right-hand sides of the
logic equations must be equal.

Table 19.6. The truth table for logic negation or inversion.

a a
F T
T F

Table 19.7. The truth table for a◊b, a+b, a≈b, a and b .

a b a·b a+b a b≈ a b
0 0 0 0 0 1 1
0 1 0 1 1 1 0
1 0 0 1 1 0 1
1 1 1 1 0 0 0

* The following rules are valid for the logic values 0 and 1:

0 0 0

0 1 0

1 0 0

1 1 1

◊ =
◊ =

◊ =
◊ =

       

0 0 0

0 1 0

1 0 1

1 1 1

+ =
+ =

+ =
+ =

      
0 1

1 0

=
=

(19.1)

Below is a list of various rules for general logic variables.

* law of equality:

a a a a

a a a a

◊ ◊ ◊º =
+ + + º =

(19.2)

* commutative laws for addition and multiplication:

a b b a

a b b a

◊ = ◊
+ = +

(19.3)
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* associative laws for addition and multiplication:

( ) ( )

( ) ( )

a b c a b c

a b c a b c

◊ ◊ = ◊ ◊
+ + = + +

(19.4)

* distributive laws:

a b c ab ac

a b c a b a c

◊ + = +
+ ◊ = + +
( )

( ) ( )( )
(19.5)

* modulus laws:

0 0 1

0 1 1

◊ = ◊ =
+ = + =
a a a

a a a

     

    
(19.6)

* negation laws:

a a

a a

a a

◊ =
+ =
=

0

1 (19.7)

a b a b

a b a b

◊ = +

+ = ◊

¸
˝
Ô
Ǫ̂

   De Morgan's theorem (19.8)

* absorption laws:

a b a a

a a b a

◊ + =
+ ◊ =
( )

(19.9)

a a b a b

a a b a b

◊ + = ◊
+ ◊ = +
( )

(19.10)

As can be seen from these formulas each logic equation has a counterpart known as
the  dual equation. This dual form is established by interchanging each 0 with 1 and
vice versa and by interchanging each + by ◊ and vice versa. The laws are used to
simplify logic expressions and therefore also the logic circuits described by these
equations.
Digital operations can also be made explicit with Venn diagrams. Some of these
diagrams are given in Figure 19.5 to illustrate the operations A◊B, A + B, A  and A ≈
B. This method is of no use when it comes to complex logic operations.
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Figure 19.5. A logic operations representation using Venn diagrams: (a) A·B, (b)
A+B, (c)  A , (d) A B≈ .

19.1.2 Digital components for combinatory operations

The two categories of digital circuits that exist are combinatory and sequential
circuits. The output of any combinatory circuit is determined exclusively by the
combination of  actual input signals. The output of any sequential circuit can also
depend on previous input values: a sequential circuit has memory properties.
Figure 19.6 provides an overview of the most commonly used elements of logic, their
symbols and the corresponding Boolean equations. The American symbols are given
as well as the official IEC symbols (International Electrotechnical Commission).

The elements given in Figure 19.6 are known as logic gates. They can have more than
two inputs but only one output. Here below is a short description of the gates shown in
Figure 19.6.

Figure 19.6. (a) The American and (b) the European logic element symbols.
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• AND-gate
The output is 1 if all the inputs are 1. It functions in a similar way to a set of switches
in series (Figure 19.2).
• OR-gate
The output is 1 if one or more inputs are 1. The OR-gate functions as a set of parallel
switches (Figure 19.3).
• Inverter (NOT)
The output is the input complement. This element is usually combined with other
gates. It is symbolized by a small circle at the input or output (see for instance the
following NAND-gate).
• NOT-AND or NAND
The output is only 0 if all inputs are 1. It is an AND-gate in series with an inverter.
The function is similar to a series of switches parallel to the load (Figure 19.7). The
lamp remains on for as long as all the switches are not on.
• EX-OR or EXOR
This is an OR gate in the literal sense: the output is only 1 if either input a, input b (or
input c etc.) is 1, in other words, if only one of the inputs is 1. The two-way switch in
Figure 19.4 is an example of a circuit with an EXOR function.

Figure 19.7. (a) A circuit with a NAND function, the dual form of the Figure 19.3
circuit, (b) a circuit with a NOR function, the dual form of the Figure 19.2 circuit.

Logic gates are available as integrated circuits. Usually, all depending on the number
of pins, there is more than one gate in a single IC. For instance, an IC with eight inputs
may comprise four gates with only two input terminals (is a "quad"), three gates each
with three inputs (is a "triple"), two gates with 4 inputs (is a "dual") or one 8-input
gate. Inverters are available in groups of six in one encapsulation (known as a "hex").
Figure 19.8 shows the internal structure of several digital ICs.
One can also have integrated circuits with a combination of gates for a particular
function (adders, multiplexers). These circuits will be described in the second part of
this chapter.
Gates are composed of active electronic components, like transistors. To operate
properly they need to be powered. Most gate ICs require a voltage supply of 5 V.
These are called TTL circuits (Transistor-Transistor Logic) and they are circuits that
are composed of bipolar transistors, diodes and resistances. Figure 19.9a provides an
example of a TTL NAND circuit.
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Figure 19.8. The internal structure of various logic gate ICs: (a) a quad 2-input
NOR-gate, (b) a triple 3-input AND-gate, (c) a dual 4-input OR-gate, (d) an 8-input

NAND-gate.

Figure 19.9. The internal structure of a NAND gate created (a) in bipolar TTL
technology, (b) in CMOS technology.
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Gates composed of MOSFETs (Section 11.1.2) also operate at a supply voltage of 5V.
Components that are the result of CMOS technology (Complementary MOS, i.e.
circuits with both p-channel and n-channel MOSFETs) operate at supply voltages of
between 3 and 15 V. The particular properties of CMOS components are the very high
input impedance (ª1 0 12 W ) and the very low power dissipation. The power
consumption of CMOS integrated circuits is extremely low, so much so that they can
easily be battery powered. Batteries are discharged even quicker by their own leakage
current than by the CMOS circuits. Figure 19.9b shows the internal structure of a
CMOS NAND-gate. Precisely how it operates is not explained.

19.1.3 Digital components for sequential operations

Sequential circuits produce an output that not only depends on the actual input
combination but also on previous combinations, in other words, they exhibit a
memory function. The most important exponent in this category is the flip-flop. A
flip-flop is a digital component with two or three inputs and two complementary
outputs, it  consists of a combination of gates. We shall only be describing two types
of flip-flops, the SR flip-flop and the JK flip-flop.

19.1.4 The SR flip-flop

The simplest SR flip-flop is constructed with two NOR-gates (see Figure 19.10a). The
element has two inputs, called the s (set) and r (reset) inputs. The two outputs are q
and q . When sr = 10 (which is short for s = 1 and r = 0), the output is 1 (q = 1, q  =
0). For sr = 01, the output is 0. When we start with one of these input combinations
(10 or 01) and change to sr = 00, the output remains unchanged: the flip-flop recalls
which of the inputs r or s was 1. This principle is illustrated in Table 19.8, the flip-flop
truth table. The combination sr = 11 should be avoided: the two outputs are not
complementary (both are 1). Furthermore, when changing from this state to sr = 00,
the output will be either 0 or 1, depending on which gate has the fastest response and
bearing in mind that the output state cannot be foreseen.
The symbol for the RS flip-flop is given in Figure 19.10b.

Figure 19.10. (a) A circuit configuration and (b) the symbol for an RS flip-flop.
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Table 19.8. The SR flip-flop truth table of Figure 19.10. The symbol "-" means: 0
or 1, a "don't care", qn denotes the output prior to a clock pulse, qn+1 indicates the

output after that clock pulse.

s r qn qn+1 qn +1

0 0 – qn qn store
0 1 – 0 1 reset
1 0 – 1 0 set
1 1 – 0 0

1Æ0 1Æ0 0 ? ?
not allowed

The flip-flop output changes, if necessary, when there is a change in r or s. In circuits
with many flip-flops it is often necessary to activate all the flip-flops at the same time.
In such instances, the flip-flop will be extended by two AND-gates that have a
common input, the clock input. The clock signal is a square wave voltage used to
synchronize digital circuits. In such cases as these the clock controls the transferring
of the input values r and s to the flip-flop inputs R and S. Figure 19.11a illustrates just
how this works.
With a zero clock (c = 0), the outputs of the AND-gates are zero, irrespective of what
r and s are and the flip-flop finds itself in the hold mode. As soon as c = 1, the outputs
of the AND-gates become equal to R = r, S = s: the flip-flop is either set (rs = 01) or
reset (rs = 10) (or else it remains unchanged when rs = 00). Figure 19.11b shows the
circuit symbol for the clocked RS flip-flop in which C is the clock-input.

Figure 19.11. (a) An RS flip-flop with clock-input "c" that is used to synchronize
several flip-flops in a circuit, (b) the circuit symbol for a clocked RS flip-flop.

Figure 19.12. (a) A master-slave flip-flop composed of two clocked SR flip-flops.
One flip-flop responds to the rising edge of the clock while the other responds to

the clock’s falling edge, (b) a circuit symbol for the master-slave flip-flop,
distinguished by the ÿ-sign.

When two RS flip-flops are connected in series (Figure 19.12a) binary information
(i.e. 1 bit) is transferred from the first flip-flop to the second one and the clock serves
as the command signal. In Figure 19.12a, the clock input for the second flip-flop is
inverted (as is indicated by the small circle). The first flip-flop responds to the positive
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edge of the clock (from 0 to 1) and the second one responds when the clock changes
from high to low. This combination is called a master-slave flip-flop arrangement. At
c = 1, the first flip-flop (the master) transfers the information from the input to the
output, the second flip-flop (the slave) stays in the hold mode. When there is a
transition from c = 1 to c = 0 (c  = 1) the information is transferred to the slave output,
while the master stays in the hold mode. A master-slave flip-flop therefore transfers
the input to the output in two phases. The advantage of such a two-phase action is the
time separation between the input and output changes thus allowing a direct
connection to be made between flip-flop outputs and the inputs of other flip-flops.
Time delay and transients have no impact on operations. The master-slave flip-flop
symbol is given in Figure 19.12b.

19.1.5 JK flip-flops

The JK flip-flop is a master-slave flip-flop that is controlled by a clock signal. It is
undoubtedly the most widely used of all flip-flops. The two inputs are called J and K
while the outputs are q and q . The four possible input combinations each have a
different effect on output. The truth table (Table 19.9) shows the four modes of
operation.

Table 19.9. Two types of JK flip-flop truth tables, the symbol "-" means 0 or 1, qn

is the output after the nth clock pulse and qn+1 the output after the (n+1)st clock.

j k qn+1 qn qn+1 j k

0 0 qn 0 0 0 –
0 1 0 0 1 1 –
1 0 1 1 0 – 1
1 1 qn 1 1 – 0

The truth table indicates how after the nth clock pulse the output qn changes to qn+1 one
clock pulse later. For jk = 00, the flip-flop is in the hold mode, for jk = 10, the flip-flop
is set (q = 1 after the next clock pulse) and for jk = 01 the flip-flop is reset to q = 0. Up
until this point, operation is similar to SR flip-flop operation. With the combination jk
= 11 the output is inverted at the following clock pulse (it is said to "toggle"). In this
mode, the flip-flop acts as a frequency divider: a clock signal with frequency f results
in q, a square wave output that has half the clock frequency (Figure 19.13a).

Figure 19.13. (a) A JK flip-flop can act as a digital frequency divider for jk = 11:
the output frequency is half the clock frequency, (b) the circuit symbol of a

master-slave JK flip-flop.

The circuit symbol for the master-slave JK flip-flop is given in Figure 19.13b.
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Figure 19.14 shows the pin connection diagram that accompanies a commercial type
of JK flip-flop. The integrated circuit contains two totally independent flip-flops in a
16-pin encapsulation. Apart from the J and K inputs the flip-flops in this IC have two
other inputs: S (set or preset) and R (reset or clear). These inputs independently
control the clock output and they are called asynchronous, in contrast to the J and K-
inputs which are synchronous. The truth table (Table 19.10) shows the various modes
for this flip-flop.

Figure 19.14. The internal structure of a dual JK flip-flop with asynchronous set
and reset inputs.

Table 19.10. The truth table for a JK flip-flop with asynchronous set and reset
possibilities. The sign Ø means that the flip-flop triggers at the negative edge of

the clock (from 1 to 0). "-" means 0 or 1 (it does not matter which), qn is the
output after the nth clock pulse, qn+1 is the output after the (n+1)st clock.

Inputs Outputs

Modes s r c j k qn+1 qn +1

asynchronous reset (clear) 0 1 – – – 0 1
asynchronous set 1 0 – – – 1 0
not allowed 1 1 – – – 1 1
hold mode 0 0 Ø 0 1 0 qn

synchronous reset (0) 0 0 Ø 0 1 0 1
synchronous set (1) 0 0 Ø 1 0 1 0
synchronous inversion 0 0 Ø 1 1 qn qn

There is a wide variety of these kinds of flip-flops, for instance one can have flip-flops
with only one asynchronous input or types where one or more inputs are internally
inverted. Some ICs contain two JK flip-flops with common clock and asynchronous
inputs, to save on pins. When selecting the appropriate type of flip-flop it is not only
the number and nature of the inputs that must be taken into account but also the
maximum power consumption and the maximum clock frequency. Flip-flops from the
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TTL series operate at clock frequencies of up to 100 MHz, the power consumption is
about 40 mW (dual flip-flop). The power consumption of CMOS components depends
on the clock frequency which is often expressed in units mW per gate, per MHz. With
modern technology (for instance in the case of the 0.35 mm IC-process), clock
frequencies of more than 10 GHz can be achieved. Power dissipation and clock
frequency vary greatly from type to type. For further details the user is referred to
manufacturers’ data books. An example of the full specifications for a digital
component (i.e. a dual JK flip-flop) is given in Appendix B.2.2.

19.2 Logic circuits

This part of the present chapter on digital electronics contains some examples of
circuits that are composed of logic elements. We shall successively discuss the digital
multiplexer, the logic adder, counters and shift registers. The chapter ends with an
illustrative example on the designing of a counter circuit for a specific application.

19.2.1 Digital multiplexer

A digital multiplexer has essentially the same function as an analog multiplexer, the
difference being that the digital multiplexer has binary input and output signals. A
digital multiplexer can be composed from combinatory elements (logic gates). Figure
19.15 shows a digital multiplexer circuit with 8 inputs d0 to d7. With the selection
inputs s0, s1 and s2, one of the 8 signal inputs is selected, the value of the selected d-
input (0 or 1) is transferred to the output y. With the enable input e, the output can be

Figure 19.15. A digital multiplexer with 8 inputs d0-d7. The inputs s0-s2 are for
channel selection, e is the enable input.
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fixed at 0, irrespective of the selected input (compare the enable input of the analog
multiplexer in Section 15.2). The truth table for this multiplexer, available as an
integrated circuit, appears in Table 19.11.

Table 19.11. The truth table for the 8-channel digital multiplexer in Figure 19.15;
"-" means "don't care".

e s2 s1 s0 y
1 – – – 0
0 0 0 0 d0

0 0 0 1 d1

0 0 1 0 d2

0 0 1 1 d3

0 1 0 0 d4

0 1 0 1 d5

0 1 1 0 d6

0 1 1 1 d7

19.2.2 The digital adder

Logic variables are either true or false and are denoted as "0" and "1" or, in short, as 0
and 1. A group of logic variables can be represented by strings of 1s and 0s, or even as
binary numbers with 0 and 1 bits corresponding to the logic values 0 and 1. The logic
variables then come to be considered as the value of a particular bit of a binary
number. If one bears this in mind, it then becomes easy to understand the principle
underlying a digital summing circuit based on binary numbers.
Figure 19.16 shows a combinatory circuit to which the two binary numbers A and B,
each of which is only 1 bit, can be added. The sum is a 2-bit number since the
maximum sum is 110 +110 = 210 =102. We may conclude from the truth table (Table
19.12) that the least significant bit s0 of the sum is the result of EXOR operation on the
variables a and b, whereas the most significant bit (here s1) is the result of AND
operation on a and b.

Figure 19.16. The circuit of a half-adder for the arithmetic summation of two 1-bit
numbers.

The circuit seen in Figure 19.16 is called a half-adder, the variable s0 is the sum-bit
and s1 is the carry-bit. For the summation of two binary numbers of 2 bits each, the
circuit is extended to correspond to that shown in Figure 19.17. This circuit consists of
a half-adder to determine the least significant bit (s0) and the initial carry bit (c0).
Together with A and B (a1 and b1), which are the most significant bits, this carry bit
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determines the next carry bit which is, in this case, the third bit and thus the MSB of
the sum. The lower part of this circuit is a full-adder. The circuit can be extended by
introducing more such full-adders so that larger binary numbers can be added. The
truth table (Table 19.13) shows the various binary values in the circuit for each
possible combination of the two input numbers.

Table 19.12. The truth table accompanying the binary adder given in Figure
19.16.

A B s1 s0 decimal

0 0 0 0 0 + 0 = 0

0 1 0 1 0 + 1 = 1

1 0 0 1 1 + 0 = 1

1 1 1 0 1 + 1 = 2

Figure 19.17. The circuit for the arithmetic addition of two 2-bit numbers. The
circuit can be extended by introducing more full-adders so that larger numbers

can be added.
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Table 19.13. The truth table for the adder in Figure 19.17.

A B S A + B = S
Decimal

a1 a0 b1 b0 s2 s1 s0

0 0 0 0 0 0 0 0 + 0 = 0
0 0 0 1 0 0 1 0 + 1 = 1
0 0 1 0 0 1 0 0 + 2 = 2
0 0 1 1 0 1 1 0 + 3 = 3
0 1 0 0 0 0 1 1 + 0 = 1
0 1 0 1 0 1 0 1 + 1 = 2
0 1 1 0 0 1 1 1 + 2 = 3
0 1 1 1 1 0 0 1 + 3 = 4
1 0 0 0 0 1 0 2 + 0 = 2
1 0 0 1 0 1 1 2 + 1 = 3
1 0 1 0 1 0 0 2 + 2 = 4
1 0 1 1 1 0 1 2 + 3 = 5
1 1 0 0 0 1 1 3 + 0 = 3
1 1 0 1 1 0 0 3 + 1 = 4
1 1 1 0 1 0 1 3 + 2 = 5
1 1 1 1 1 1 0 3 + 3 = 6

19.2.3  Digital counters

A counter is a digital circuit that makes it possible to count pulses, zero-crossings or
periodic signal periods. Figure 19.18a shows a simple counter circuit which consists
of a chain of JK flip-flops connected in series. The Q-output of each separate flip-flop
is connected to the clock input of the next flip-flop. All j and k-inputs are 1, so all flip-
flops act as a toggle (see Table 19.9 and Figure 19.13). Each flip-flop halves the
frequency of the clock input, as demonstrated in Figure 19.18b.
The group of binary outputs corresponds to the binary coded number of clock pulses
that have passed the first flip-flop. The counter is incremented one bit at each clock
pulse: it is an up-counter. A down-counter is realized in a similar way but there the q
outputs must be connected to the next flip-flop clock inputs, the q-outputs correspond
to the counter output codes. Starting from the situation where all flip-flop outputs are
0, the circuit proceeds counting as follows: 0000 - 1111 - 1110 - .... - 0001 - 0000 -
1111, and so on. When devising the time diagram for such a down-counter it must be
realized that the information at the j and k-inputs is stored on the clock pulse’s positive
edge and transferred to the output q at the clock’s negative edge, in accordance with
the master-slave principle.
Due to the time delay, each flip-flop will trigger a brief time interval later than its
predecessor (this is not shown in Figure 19.18). The flip-flops do not trigger at the
same time which explains why they are called asynchronous counters or ripple
counters. Instead the bits change consecutively, a factor which introduces serious
timing errors, in particular in the case of complex digital circuits. Synchronous
counters do not have this problem. An example of a 4-bit synchronous counter is
depicted in Figure 19.19. All clock inputs are connected to each other so the flip-flops
trigger simultaneously. The jk-inputs control the flip-flops. The truth table (Table
19.14) shows for which condition jk = 11 (the toggle situation). The first flip-flop acts
as a toggle for output a0 while the second (output a1) must toggle for a0 = 1. So the jk-
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inputs for this flip-flop must satisfy j = k = q0. The third flip-flop (output a2) must
toggle for a0 = 1 and a1 = 1 which is why j and k must be equal to q0◊q1. The last flip-
flop (with output a3) should toggle only if a2a1a0 = 111, or j = k = q0q1q2.

Figure 19.18. (a) A four-bit binary counter composed of four master-slave JK flip-
flops, each in the toggle mode, (b) a time diagram of an up-counter with the

corresponding binary and decimal output codes.

Figure 19.19. A four-bit counter running synchronously with the clock.
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Table 19.14. One counting cycle for the synchronous 4-bit counter of Figure
19.19.

q3 q2 q1 q0

a3 a2 a1 a0

outputs that must change at the
following clock pulse

0 0 0 0 0
1 0 0 0 1 q1

2 0 0 1 0
3 0 0 1 1 q1q2

4 0 1 0 0
5 0 1 0 1 q1

6 0 1 1 0
7 0 1 1 1 q1q2q3

8 1 0 0 0
9 1 0 0 1 q1

10 1 0 1 0
11 1 0 1 1 q1q2

12 1 1 0 0
13 1 1 0 1 q1

14 1 1 1 0
15 1 1 1 1 q1q2q3

0 0 0 0 0
1 0 0 0 1 q1

Obviously some extra gates have to be added to the string of flip-flops if synchronous
operation is to be realized. Synchronous counters are available as complete integrated
circuits.
There is a wide variety of counter types on the market such as: counters with a reset
input (where all bits are set at zero), enable inputs (which stop the counter), counters
that can be loaded with arbitrary values (preset) and counters that can count both up
and down. Some 4-bit counters count from 0000 to 1001 (0 to 9) rather than from
0000 to 1111 (0 to 15). These counters, known as binary counters, usually have an
extra output that indicates that the counter state is 9.
In order to be able to make the proper application choices the designer should consult
the data books for details on the various types, specifications and maximum
frequencies and power dissipation.

19.2.4 Shift registers

A shift register can store digital information and transfer that information when
commanded by a clock pulse. Shift registers are encountered in all kinds of computers
and digital signal processing equipment, for instance for arithmetic operations.

Example 19.1
The decimal number 45 (101101 in binary form) is doubled by shifting the bits one
position to the left (and placing a 0 in the free position furthest to the right). The
result is 10110102, which is equal to 9010. Dividing by two corresponds to shifting the
bits one position to the right (to fill up the empty place with 0). The result is 0101102

= 2210. The missing LSB corresponds to an arithmetic rounding-off.
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Like a counter, the shift register is composed of a whole string of flip-flops but this
time the q and q -outputs are connected to the j and k-inputs of the next element. The
clock inputs are all connected to each other and the circuit operates synchronously
(Figure 19.20).

Figure 19.20. (a) A 4-bit shift register composed of four master-slave JK flip-
flops, (b) a corresponding timing diagram with a shifting 1 and a shifting 0.

.....=input change, - - - -=output change.

As a result of this particular coupling, each flip-flop is loaded either by a 1 (jk = qq  =
10) or by a 0 (jk = q q = 01). If the input is 1 at the first clock pulse and 0 for the rest
of the time then this 1 shifts through the register. At each clock pulse it will move one
position to the right and at the end it will disappear (Figure 19.20b). The shift register
of Figure 19.20 can be loaded serially so that bit after bit a binary word shifts into the
register via the left flip-flop. The readout can either be done in parallel (a0-a3) or
serially (via a3). There are shift registers that can be parallel-loaded as well, which is
faster than serial loading.
With respect to loading and reading out there are four types of shift registers that can
be distinguished: serial in - serial out, serial in - parallel out, parallel in - serial out and
parallel in - parallel out. Some registers can combine serial and parallel operations.
Most of the available shift registers have 4 or 8 bits and some can shift to the left as
well as to the right.
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Apart from being used for arithmetic binary operations, shift registers are also used in
communication between digital instruments, for instance between a computer and a
terminal (a monitor). The link is a serial data path unlike with the computer and the
terminal that operate with parallel words. If a binary word is to be transmitted it is first
parallel loaded in a shift register then from there the bits are transported serially. At
the receiver, the bits are loaded serially into the shift register and the word is read out
in parallel. From the point of view of the instruments the communication seems to be
parallel.
Figure 19.21 shows the pin connections for an integrated 4-bit bi-directional universal
shift register. This kind of shift register can shift to the left as well as to the right.
Other features are parallel loading, parallel readout, reset (all outputs are 0) and hold
(the output remains unchanged). Table 19.15 is the function table for this shift
register. This integrated circuit is available in TTL and in CMOS technology.

Table 19.15. The function table for the shift register shown in Figure 19.21. qij

means: qi at time j. "-" means 0 or 1.

Inputs Outputs

Function c mr s1 s0 di q0,n+1 q1,n+1 q2,n+1 q3,n+1

Reset (clear) – 1 – – – 0 0 0 0

Hold – 0 0 0 – q0,n q1,n q2,n q3,n

Shift left ≠ 0 1 0 – q1,n q2,n q3,n dsl

Shift right ≠ 0 0 1 dsr q0,n q1,n q2,n

Parallel load ≠ 0 1 1 di d0 d1 d2 d3

Figure 19.21. The pinning diagram for a 4-bit shift register.
mr=master reset, dsr=serial data input for shifting to the right, d0...d3=parallel

inputs, dsl=serial data input for shifting to the left, ^ = ground, V+=power supply
voltage, q0...q3=parallel outputs, c=clock input, s1,s2=selection inputs (Table

19.15).
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19.2.5 An application example

In this section we explain how digital components can be used in particular
applications. For example, let us take bottles on a conveyor belt that have to be
deposited in a crate. The objective is to design a digital circuit that gives off a signal
when 12 bottles, corresponding to a full crate, have passed a certain point. In addition
to that the number of bottles that have passed must be indicated on a display panel.
What is therefore required is a counter that counts from 1 to 12 and starts again at 1.
Every time a bottle passes a certain point, the counter is incremented by 1 step. A
sensor (for instance a photo-detector, see Section 7.2) gives a binary signal that is 0
when there is a bottle and 1 when there is an empty place. This signal is used as a
clock signal for the counter circuit.
Apparently what is needed to control the display panel is a counter, a display
component and a circuit. After having consulted several data books we settled for (for
instance) the digital components shown in Figures 19.22 and 19.23.

   
Figure 19.22. A synchronous

decimal counter with
possibilities for the

synchronous parallel loading of
a 4-bit number in accordance

with Table 19.16.

Figure 19.23. (a) a decoder for conversion from the binary
code to the seven-segment code, (b) a seven-segment
display unit consisting of 7 independent light sources.

Table 19.16. The functional operation of the decimal counter given in Figure
19.22; "(a)" means 1, only for a count of 9, "-" means 0 or 1, does not matter.

 Function mr c pe di,n qi,n+1 tc

 Reset 1 – – – 0 0

0 ≠ 1 0 0 0Parallel

load

¸
˝
˛ 0 ≠ 1 1 1 (a)

 Count 0 ≠ 0 – Count (a)

The circuit shown in Figure 19.22 is a synchronous decimal counter (Section 19.2.3)
with possibilities for synchronous parallel loading. Table 19.16 shows this counter’s
functional operations.
The binary number to be loaded is connected to the inputs d0-d3. If pe (parallel enable)
is 1 then the counter output q0q1q2q3 becomes equal to d0d1d2d3 at the next rising clock
pulse. When the input is mr (master reset) the counter is asynchronously reset to 0000.
The output tc (terminal count) is 1 when the counter output is 10012 (decimal 9), this
makes it possible for a second counting section to be triggered for the tens.
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The decoder for the conversion of a binary number to the seven-segment code is given
in Figure 19.23a. The output signals a to g each activate one segment of the display in
the way shown in Figure 19.23b.
The truth table of this decoder is given in Table 19.17. Most seven-segment decoders
can be connected to an LED display directly or via resistors.

Table 19.17. The truth table for the binary to seven-segment decoder depicted in
Figure 19.23a.

a3 a2 a1 a0 a b c d e F g display

0 0 0 0 1 1 1 1 1 1 0 0
0 0 0 1 0 1 1 0 0 0 0 1
0 0 1 0 1 1 0 1 1 0 1 2
0 0 1 1 1 1 1 1 0 0 1 3
0 1 0 0 0 1 1 0 0 1 1 4
0 1 0 1 1 0 1 1 0 1 1 5
0 1 1 0 1 0 1 1 1 1 1 6
0 1 1 1 1 1 1 0 0 0 0 7
1 0 0 0 1 1 1 1 1 1 1 8
1 0 0 1 1 1 1 1 0 1 1 9
1 0 1 0 0 0 0 0 0 0 0
1 0 1 1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0

The design that has been given so far is depicted in Figure 19.24. The counter outputs
are connected to the decoder inputs that control the display LEDs. The seven LEDs
have a common terminal that must be connected to ground, in series with the other
terminals the resistors limit the control current to a maximum value (as a
precautionary measure).
This circuit has the following counting sequence: 0, 1, 2, ...., 8, 9, 0, ... As the system
must count to 12, an extra display element is required. We chose a display just for a 1,
which can simply be controlled by a JK flip-flop and a buffer. The flip-flop should
generate a 1 when the clock goes up during a counter output of 9. For this purpose, it
is the tc output that is used. The flip-flop must be of the master-slave type, the
information on the tc is stored on the negative edge of the clock pulse and appears at
the output, on the positive edge of the clock. This whole operation is shown in Figure
19.25, which is the counter circuit for Figure 19.24 with an extension for counting up
to 19.



330 Electronic instrumentation

Figure 19.24. A decimal counter with a display for counting from 0 to 9.

With the timing diagram given in Figure 19.25b it appears that the circuit first counts
from 0 to 19. As the flip-flop is not reset, the next cycles run from 10 to 19. The
display for the tens has to be switched off after a count of 12. This is achieved by
resetting the flip-flop to a count of 12 in a similar way to the count 9 setting. If we
look at the time diagram we see that at a count of 12 there is a unique combination: q2

= 1 and qA = 1. In that case q2◊qA is a suitable signal for switching off the display unit
(see the AND-gate in Figure 19.26).
With this additional circuit the counting sequence is 0,.., 11, 12, 3, 4, .... To reset the
counter to 1 (after a count of 12), we utilize the parallel load feature of the IC counter.
For that purpose, the inputs d0d1d2d3 are made equal to 1000 (d0 is the LSB). When pe
= 1, this number is loaded into the counter at the next clock pulse. This may only
happen after having counted up to 12. In fact there is already a signal that satisfies this
condition: the k-input for the flip-flop. Unfortunately, though, this signal cannot be
used for the pe without introducing timing problems. For the sequential circuits to
operate properly their inputs must be stable for a specified time interval before and
after the clock pulse. The k-input changes as soon as the counter output is no longer
12, whereas the pe signal must remain stable when the rising clock count is changing
the counter output from 12 to 1.
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A signal that satisfies these conditions will be derived from an extra flip-flop
triggering on the negative edge of the clock pulse (not a master-slave flip-flop). The j-
input is connected to a signal that is 1 during the counter output of 12 whereas the k-
input is connected to a signal that is 1 for counter outputs of 1 and 0 at 12, for instance
qA (see the timing diagram in Figure 19.26b). This pe signal can ultimately be used to
indicate a full crate, another suitable signal for that purpose is z = q2qA (see the timing
diagram).

Figure 19.25. (a) The counter circuit shown in Figure 19.24 with the extra
dimension of a display for the tens. This circuit counts to 19, (b) a corresponding

time diagram showing the control for the extra flip-flop.
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Figure 19.26. (a) The complete digital counter circuit that counts from 1 to 12, (b)
the corresponding time diagram, showing all the relevant control signals.

To reset the counter at an arbitrary moment the reset inputs of both flip-flops and the
decimal counter have to be connected to a reset switch (i.e. a push button). As long as
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this switch is on the counter output remains zero, the resetting is an asynchronous
signal.
Except for the reset aspect, the designed counter is a fully synchronous circuit. It is
easy to create an asynchronous design, in fact that might even be simpler. The
advantage of  synchronous operation, however, is that all signal transitions occur at
fixed moments, thus simplifying the design work, particularly in the case of highly
complex systems.
Naturally there are various alternative approaches to design. In the first place there is
programmable logic which makes use of chips with a large number of different gates
and other digital components. Once the design has been completed and loaded into the
computer the programmable chip is automatically configured in accordance with the
design by making proper (electronic) connections between the selected components.
Although in this way only a fraction of the available components may be effectively
used, the time required to construct the hardware circuit is drastically reduced. In
addition to this, functionality can be checked beforehand by simulating the circuit
before realizing the design. Another possible approach is to use a microprocessor or
microcomputer. The functionality required can be completely realized in software.
This approach is preferred when the logic functions are far more complex than in the
simple example of the 1-to-12 counting system given here.

SUMMARY

Digital components

∑ Definitions of digital signals and digital processing systems are based on Boolean
logic variables algebra. A logic variable has only two values expressed as: true or
false, T or F or as 1 or 0.

∑ Relations between two or more logic variables are represented by logic equations
or truth tables.

∑  The four basic logic operations are AND, OR, NOT and EXOR. The digital
circuits that realize such operations are the logic gates.

∑ The output of a combinatory digital circuit simply depends on the combination of
actual inputs.

∑  The output of a sequential digital circuit not only depends on the actual input
combination but also on earlier input values (memory function). A flip-flop is an
example of such a circuit.

∑ An SR flip-flop has three states: set (sr = 10, output 1), reset (sr = 01, output 0)
and hold (sr = 00, output remains unchanged).

∑ A JK flip-flop has, besides the three SR flip-flop operation modes, a fourth mode
known as inversion or toggle (jk = 11). In this mode the flip-flop behaves like a
frequency divider (factor 2).
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Logic circuits

∑ Digital circuits can operate in synchronous or asynchronous ways. In the case of
synchronous circuits all flip-flops trigger at the same time and at the command of
a clock pulse but in asynchronous circuits this is not the case.

∑ Examples of circuits composed of combinatory elements (i.e. logic gates) are the
digital multiplexer and the binary adder.

∑ A digital counter is a circuit composed of flip-flops which can count numbers of
clock pulses. There are synchronous and asynchronous counters. Decimal counters
are binary counters that count up to 10.

∑ A shift register performs division or multiplication by 2 by shifting the chain of
bits to the right or to the left as required. It is also used to convert parallel words
into serial words and vice versa.

∑ In order to control the seven-segment display, special digital circuits are available,
that are called 7-segment decoders.

EXERCISES

Digital components

19.1 Simplify the following logic equations.
x + xy
x  + xy
x  + xy
x(x ≈ y)
x(y + z) + xyz

19.2 Make a truth table for the following logic relations.
a. (a ≈ b)(a◊b)
b. (a + b + c )( a + b + c)(b + c)

19.3 On the basis of the combinatory circuit given in the Figure below, create a truth
table for this circuit.

19.4 The truth table below belongs to a D flip-flop. Give a circuit diagram for such
a flip-flop with just one JK flip-flop and some logic gates.
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dn qn qn+1

0 – 0
1 – 1

Logic circuits

19.5 Create a truth table for the multiplexer in Figure 19.15 bearing in mind that the
output y is a function of the inputs dn, the control inputs s0, s1 and s2, and the
enable input e.

19.6 Logic gates exhibit time delay. Discuss the effect that time delay has on large
binary numbers in full adders.

19.7 The output of the counter depicted in the Figure given below is a2a1a0 = 011.
Establish what is the counting sequence.
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20 Measurement instruments

Measurement systems are available for almost any electrical phenomenon. Such
instruments are inevitably based on the electronic principles and circuits described in
preceding chapters. In the first part of this chapter we shall review several of the more
commonly used measurement instruments such as: multimeters, oscilloscopes, signal
generators and analyzers whilst in the second part we shall go on to deal with
computerized measurement systems.

20.1 Stand-alone measurement instruments

The way in which a measurement system is constructed will largely depend on the
application for which it is built. Two main types of measurement systems can be
distinguished.
When it comes to the matter of prototyping and testing it is often stand-alone
measurement systems that are required which can be used in flexible and interactive
ways. The measurements will be passed on to a person and so it will be a human-
machine interface that will make up part of the system.
Any automated control system requires a measurement system that is able to perform
dedicated measurement tasks. The measurement system will be embedded in the
control system. Its output will be a signal that is used to control the system without
human intervention so that no human-machine interface is required.
The classic stand-alone measurement instrument is a casing containing all the
hardware, the user interface and a number of terminals needed to connect the
instrument to the measurement object. The user interface will contain a menu that may
be simple or sophisticated and which will allow the user to configure the instrument.
The number of options available will be restricted though as it will be the
manufacturer who will determine the instrument’s functionality. When different
quantities need to be measured in different areas then the measurement system may
comprise a set of instruments (power supplies, generators, meters), all connected to
the measurement object. The information required is obtained from individual
instrument readings.
A more versatile approach would involve connecting all measurement devices to a PC.
Such a set-up facilitates the automatic conducting of complex and large numbers of
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measurements. The PC in question can then be programmed, the configuration
adapted and the measuring devices added or removed at will. Such systems will be
examined in Section 20.2.

20.1.1 Multimeters

Multimeters are the most frequently used types of electronic instruments. They are
low-cost and easy to implement. Multimeters are suitable for the measuring of
voltages, currents and resistances. The input voltage is converted into a digital code
and displayed on an LCD (liquid crystal display panel) or an LED display panel. Input
currents are first converted into a voltage, and resistance measurements are made by
feeding accurately know currents generated within the instrument into the unknown
resistance before going on to measure the voltage.
In their voltage mode, electronic multimeters have a high input impedance of around 1
MW. Most multimeters have auto-scaling and auto-polarity features which means that
the polarity and the units are displayed alongside of the measurement value. Auto-
ranging and auto-polarity are realized by introducing comparators and electronic
switches (reed switches or FETs).

20.1.2 Oscilloscopes

When it comes to the matter of testing electronic circuits, the oscilloscope is an
indispensable instrument. It projects otherwise invisible electronic signals, notably
periodic signals. Some oscilloscopes are also able to display non-periodic signals or
transients.
The display section of a classical oscilloscope consists of a cathode ray tube, two pairs
of deflection plates and a phosphorescent screen (Figure 20.1). The cathode, which is
a heated filament, emits a beam of electrons that is directed towards the screen and
produces a light spot where the electrons hit the screen. Without deflection the spot
just hits the middle of the screen. The beam can be independently deflected in
horizontal and vertical directions (in x and y-directions) by applying a voltage to the
deflection plates. The position of the light spot changes in relation to the voltage on
the plates. Whenever an amplitude-time diagram needs to be produced on the screen,
the x-plates are connected to a ramp voltage generated internally in the instrument.
This time-base signal sweeps the spot from left to right at a constant speed, thus
resulting in a horizontal line on the phosphorescent screen. The speed can be varied
stepwise to obtain a calibrated time scale.

Figure 20.1. The basic structure of a cathode ray tube in an oscilloscope.
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The signal to be observed is connected to the y-plate by means of an adjustable gain
amplifier, thus enabling the spot to move in a vertical direction. It is the combination
of horizontal and vertical displacement that results in an image of the amplitude-time
diagram on the screen.
When the beam gets to the end of the scale, the time-base signal returns to the left
within a very short space of time and while returning the beam is switched off (or
blanked) to make it invisible to the observer. This process is periodically repeated.
Due to the inertia of the human eye and the afterglow of the phosphor, the observer
gets the impression that he is fully viewing part of the periodic signal.
If the frequency of the periodic input signal is an exact multiple of the time base the
image on the screen will be stable (Figure 20.2). If the number of periods does not fit
into the ramp interval the picture will end up passing over the screen which will
hamper observation. To obtain a stable picture, irrespective of input frequency, the
time-base signal will be triggered upon the command of the input. A comparator
(Section 14.2.1) compares the input signal with an adjustable reference level and sets
off the time base when the input passes that level. The result for a sine wave signal,
and for various trigger levels and time-base frequencies, is shown in Figure 20.3.
Most oscilloscopes have an automatic trigger facility that automatically finds a correct
trigger level. For composite signals the user can switch a filter to trigger only on the
low or high frequency components. Other features are external triggering (from a
separate signal applied to an extra terminal) and delayed trigger (where the trigger is
delayed for an adjustable time interval).

Figure 20.2. An oscilloscope image of a sinusoidal signal vi. The picture is stable
when the input frequency is just a multiple of the time-base frequency.
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Figure 20.3. An oscilloscope image of a sine wave input signal for (a) a low
trigger level vt,(b) a high trigger level, (c) a high input frequency (with a time base
and trigger level like that of (a)), (d) a high frequency with an adjusted time base

frequency.
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Figure 20.4. A simplified block diagram of an oscilloscope.

Figure 20.4 shows a simplified oscilloscope block diagram in which, for the sake of
simplicity, the blanking circuit has been left out.
A capacitor that is in series with the input of the y-amplifier/attenuator thus allows the
user to eliminate the DC component of the input signal. This is a useful option when,
for instance, the AC component to be observed is much smaller than the average
value. Most instruments have external x-input signal possibilities as opposed to an
internal time-base. This makes it possible for, for instance, the input-output transfer
(x-y characteristic) of an electronic network to be portrayed.
There are also oscilloscopes, such as dual or multi-channel oscilloscopes, which have
up to 12 channels and are suitable for more than one input signal. With such
instruments several signals can be observed simultaneously. There are two ways to
obtain multi-channel operation with a single electron beam. The first, known as the
alternating mode, involves two signals being written on the screen alternately, during
a complete time-base period (Figure 20.5a). In the case of high signal frequencies, and
therefore with high time-base frequencies, the images ostensibly appear on the screen
simultaneously. At low frequencies the pictures clearly appear one after another and in
such cases it is the chopped mode that is preferred where the electron beam switches
between the two input channels at relatively high speeds (see Figure 20.5b). Each of
the signals is displayed in small parts or is said to be chopped but as the chopping
frequency is so high this is not visible to the observer.
Other important oscilloscope specifications are the sensitivity of the y-input or inputs
and the maximum trace speed on the screen and therefore also the maximum input
frequency. Oscilloscopes that are deployed for general use have a sensitivity of about
1 cm/mV and a bandwidth of 50 MHz. The time base of such oscilloscopes is
adjustable and goes from about 50 ns/cm to roughly 0.5 s/cm. The types of
oscilloscopes discussed so far operate in real time mode. Modern types (i.e. digital
oscilloscopes) sample part of the input signal before presenting the stored data on the
screen in a user-defined way.
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Figure 20.5. Two ways of viewing several signals with a single electron beam:
(a) the alternate mode in which each input for a complete time-base period is

successively shown, (b) chopped: each signal is displayed for a very short time-
base period time interval.

For better measurement spot accessibility the oscilloscope is provided with one or
more probes that are connected to the input channels by means of flexible cables. The
capacitance of the probe cable, though, reduces the instrument’s bandwidth. The input
impedance of the oscilloscope is modeled using a resistance Ri and a capacitance Ci in
parallel (Figure 20.6a). Furthermore, the cable capacitance is Ck and the source
resistance is Rg. The voltage transfer equals:
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Figure 20.6. (a) A model of a voltage source and an oscilloscope with probe cable
capacitance Ck and input impedance Ri//Ci, (b) is like (a) except that it also has a

probe attenuator.

Normally, Rg << Ri, so the transfer approximates:
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This clearly corresponds to a low-pass filter transfer with cut-off frequency
w = 1/{Rg(Ci + Ck)} (see Sections 6.1.1 and 8.1.1).

Example 20.1
Suppose that there is an input impedance of 1 MW // 100 pF (typical values for a

standard oscilloscope), a cable capacitance of 100 pF and a source resistance of 1
kW . The measurement system bandwidth will then be limited to 1.3 MHz (the

oscilloscope is assumed to have a much wider band). The image of a sine wave with a
frequency of 650 kHz will therefore be 10% too small.

This is the reason why the probe is provided with an adjustable attenuator (voltage
divider, Figure 20.6b). The signal is attenuated but the frequency transfer
characteristic can be made totally independent of the frequency. The transfer for the
system in Figure 20.6b is:
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In normal cases, Rg << R and Rg << Ri, hence:
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If one ignores the w2  term, which is usually allowed, the transfer will have the real
value Ri/(Ri + R) (so it is independent of the frequency) provided that
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R R
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+
+ +( ) (20.5)

or:

RC R C Ci k i= +( ) (20.6)

Example 20.2
A typical value for the probe attenuation is a factor of 10. With input resistance Ri = 1
MW (as seen in Example 20.1), the series resistance R in the probe must be equal to 9

MW. The corresponding value of C is about 13 pF. The input impedance of the total

measurement system (i.e. the oscilloscope with the probe) then becomes 10 MW // 12

pF.
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The probe attenuator allows voltages emanating from sources with a fairly high input
impedance to be measured without this affecting the system’s frequency response.
Prior to measuring, the user must adjust probe capacitance C to frequency independent
transfer. The adjustment is effected with a calibrated square-wave test signal available
from an extra terminal at the front of the instrument.

20.1.3  Signal generators

When it comes to the matter of testing and tracing errors, signal generators are
indispensable instruments and they come in a wide variety of types, ranging from
simple sine wave oscillators (Section 16.1) to complex, processor-controlled systems
that can be used for various signal shapes and signal parameters.
DC signal sources produce an accurately adjustable DC voltage or current, derived
from a Zener reference source (Section 9.1). The DC voltage or current is either used
as a test signal or as a stabilized power supply voltage.
Sine wave generators produce sinusoidal voltage which tends to be used for test
signals, for instance to measure the frequency response of an analog signal processing
system. These generators are available for frequencies ranging from very low values
(down to 10-4 Hz) to several GHz. The basic principles of these generators are
discussed in Chapter 16.
A pulse generator produces periodical square wave and pulse wave voltages with
adjustable frequencies, pulse heights and pulse widths or duty cycles (see Section
16.2.1.). There are also special types of generators which produce pulses with very
short rise and fall times that go down to 0.1 ns, which are used to investigate
wideband systems.
Periodical signals, such as ramp, triangle and square wave signals are generated by a
function generator. Some of these instruments have multiple outputs, such as
triangular and square wave signals, which have equal frequencies. They are versatile
instruments that are widely used in laboratory situations.
The frequency stability of the signals is determined by the stability of circuit
components such as resistors and capacitors (Chapter 16). If much higher stability is
required then a crystal oscillator is used. Piezoelectric elements (Section 7.2.5) are
forced to resonate mechanically when AC signals are applied. The resonance
frequency is almost exclusively determined by the dimensions of the crystal which is
why the output frequency is as stable as the crystal. Any other frequencies that are
obtained are derived from the resonance frequency by means of frequency division
and by using digital circuits (see Section 19.1).
Some generators have what is known as voltage-controllable output frequency which
is why they are called voltage controlled oscillators (VCOs, Section 16.2.4). In
combination with second generators, the frequency can be swept linearly or
logarithmically over predefined ranges (Figure 20.7). Such sweep generators are used
in instruments to analyze frequency-dependent transfers and impedances.
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Figure 20.7. An example of a sweep oscillator output signal.

Finally we come to the matter of noise generators. These instruments generate
stochastic signals that are usually derived from noise-producing elements, like for
example resistors that produce white noise (Sections 2.1.3 and 5.2.2). The frequency
spectrum or the noise band width is varied by using electronic filters. Noise generators
that are based on digital principles generate quasi-stochastic signals that is to say,
binary signals that are periodical but during any one period the transitions will be
random. Noise signals are often used as test signals, the advantage over  sinusoidal
test signals being that noise contains a continuous range of frequency components.
All voltage generators should have low output impedance if they are to match properly
(Section 5.1.3). A standard value is 50 W which is a value that is employed in high
frequency systems as well (see characteristic impedance, Section 5.1.3). The output
amplitude is continuously adjustable and ranges from 0 to 10 V or more. Some
generators have adjustable DC levels (i.e. offset).
In most processor-based generators the wave form, frequency, amplitude and offset
are menu-driven and determined by push buttons. In general, these instruments are far
more expensive but they are more accurate and stable and certainly more flexible
when compared to analog instruments.

20.1.4 Counters, frequency meters and time meters

All instruments that are used to measure numbers of pulses, frequency and time
intervals are based on the counting of signal transitions. The input signal is applied to
a comparator or Schmitt trigger (Sections 14.2.1 and 14.2.2) which converts the
analog signal into a binary form while preserving the frequency. Such binary signals
are applied directly to the digital counter circuit (Figure 20.8) which can be reset by an
externally controllable reset switch. In this way, the number of input pulses can be
counted. The same circuit can be used to measure input frequency,  but in such cases
the comparator output is only linked to the counter at specific time intervals. The
counter counts the number of pulses or zero crossings per unit of time, thus also
recording the frequency. The result is directly displayed in Hz. The required reference
time is derived from a stable crystal oscillator; the frequency counter range not only
depends on the counter range but also on the time interval for which the pulses are
counted. The latter can be varied step-wise by using an adjustable frequency divider.
If the range is changed in steps of 10s, the display can simply be changed accordingly
by shifting the decimal point.
If this principle were also applied to low frequencies the measurement time would be
too long. In such cases it is therefore more appropriate to measure the period time
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rather than the frequency. This can simply be done by interchanging the position of
the comparator and the reference oscillator shown in Figure 20.8. The counter counts
the number of pulses from the reference oscillator during half the input signal period.
In much the same way the range can be changed by using the frequency divider.

Figure 20.8. The electronic counter principle. When used as a frequency
measuring instrument the pulses are counted within a defined time interval. The

frequency divider is used to make adjustments.

The measurement range of general purpose frequency meters can be as high as 100
MHz, special types can even count up to several GHz. The input impedance has a high
value, generally of 1 MW  for the common types and 50 W  for high frequency
instruments.
The input signal should always exceed a specified minimum value otherwise correct
conversion to a binary signal cannot be guaranteed.

20.1.5 Spectrum analyzers

A spectrum analyzer is a measurement instrument that is used to depict the frequency
spectrum of a signal. Figure 20.9 gives an idea of the instrument’s basic structure. The
voltage-controlled band-pass filter (VCF) has a very narrow band. The position of the
filter in the frequency band can be electronically varied by means of a control voltage
generated by a ramp generator or simply by means of digital signal generation. During
the filter sweep, the amplitude of the output signal is continuously determined by
synchronous detection (Section 17.1.3). The synchronous detector behaves like a
narrow band-pass filter with a central frequency that is equal to the frequency of the
reference signal (Section 17.2). Information both on amplitude and on frequency is
stored and displayed as a spectrum on a monitor (Figure 20.10).

20.1.6 Network analyzers

A network analyzer measures and displays the frequency characteristic or Bode plot of
a two-port network. The simplified structure of a network analyzer is portrayed in
Figure 20.11.
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Figure 20.9. The basic structure of a spectrum analyzer.

Figure 20.10. The basic structure of a spectrum analyzer with a synchronous
detector as a band-pass filter and an amplitude detector.

Figure 20.11. The simplified structure of a network analyzer used to measure
and display both the amplitude transfer and the phase transfer of a two-port

network.

The VCO generates a sinusoidal voltage with controllable frequency. In manual mode
the frequency can be adjusted by the user, in sweep mode the instrument varies the
frequency by adding a ramp voltage to the VCO control input. When the VCO output
is constant or calibrated, the amplitude detector’s output becomes a gauge of the
network’s amplitude transfer. The phase transfer is determined by synchronous
detection. A synchronous detector responds to the cosine of the phase difference and
the respective amplitudes (Section 17.1). A linear phase response is achieved by
converting both the input and the output signals to binary signals (square wave
signals) with fixed amplitudes. The output after synchronous detection is linearly
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proportional to the phase difference between the input and output of the system being
tested and independent of the signal amplitude.
By controlling the frequency of the VCO over a certain frequency range, the Bode plot
(and ultimately the polar plot, Section 6.2) can be projected on the screen.

20.1.7 Impedance analyzers

An impedance analyzer measures the complex impedance of a two-pole network at
discrete or perpetually varying frequencies. Impedance analyzers usually have a
digital display or a cathode ray tube to give a complete picture. In Figure 20.12 we see
the simplified structure of an instrument used to display impedance on a numerical
display screen.
The VCO voltage is applied to the impedance being tested. The current through the
impedance is converted into a voltage (Section 12.1.1). The amplitude and phase of
this voltage is measured in a similar fashion to the network analyzer discussed in the
preceding section. The instrument is equipped with AD-converters and a
microprocessor to calculate, on the basis of amplitude and phase, other impedance
quantities such as real and imaginary parts (Section 4.1.1) depending on how the
network is modeled. The user is free to choose the model that is most suitable for the
circuit in question.

Figure 20.12. The simplified structure of an impedance analyzer with a (micro-
)processor for the calculating of various impedance parameters.

20.2 Computer-based measurement instruments

Measurement systems that can be computer controlled do not differ essentially from
other measurement instruments. They have special interfaces for computer
communication purposes. In such cases the task of the computer is to control the
instrument and the further processing of the measurement data. As the processing
capacity of computers is great, several instruments can be simultaneously connected to
any one computer (Section 1.1).
The PC monitor is then used for the numerical or graphical presentation of the
relevant measurement data. Control buttons and instrument display can also be shown
on the monitor. In that way the user is able to configure a measurement system,
including various instruments, with the use of the computer and read the data as
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though reading from the measurement instrument itself. This practice has led to the
coining of the phrase "virtual instrument" since the PC presents itself to the user as a
measurement instrument. This matter will be further discussed in Section 20.2.4.

20.2.1 Bus structures

Just like in computers and processors, bus structures are used to reduce the amount of
wiring and the number of interface circuits (Figure 20.13). The instruments are all
connected in parallel to the bus. To transport the data in an orderly fashion, each
instrument is equipped with a more or less intelligent interface.

Figure 20.13. An example of a bus system for the connection of several
measurement instruments to a single computer system.

A bus protocol governs the communication between the instrument and the PC and
allows the instrument to be controlled and measurement data to be read from it. As is
usual with bus-systems, more than one instrument can be connected to the PC across
one bus. Each instrument has its own address on the bus.
One characteristic of a bus protocol is that more than one instrument may be
connected to the same bus. Adding an instrument to a measurement arrangement does
not therefore require that hardware additions be made to the computer. Data placed on
the bus by one instrument will reach all the other instruments. However, it will only be
the instrument addressed on the address bus that will read the data from the data bus
and react to it. Most bus protocols are layered, for example in line with the OSI/ISO
communications reference model which also forms the basis to the TCP/IP Internet
protocol.
Several standardization organizations have tried to define and introduce a standard bus
structure suitable for measurement instruments produced by various manufacturers.
Two organizations have succeeded in establishing acceptable standard for instruments,
the IEC (International Electrotechnical Commission) and the IEEE (Institute of
Electrical and Electronics Engineering). The two standards adopted are the IEC 625
and the IEEE 488 bus. As these bus systems are widely used in instrumentation, we
will consider them briefly in this book.

20.2.1.1 IEEE 488 and IEEE 1394

The first bus protocol to be developed specifically for instrumentation purposes was
the IEEE 488. Originally defined by Hewlett & Packard in 1965 it was finally
accepted as an IEEE standard in 1975. It is therefore quite an old protocol. It is also
known as the HP-IB (Hewlett & Packard Interface Bus) and as the GPIB (General-
Purpose Interface Bus). It contains eight parallel data lines and eight control lines.
Rates up to 1 Mb/sec can be achieved. The maximum bus length is 20 m. The
interface with a computer is created by means of an ISA or PCI board. Although its
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specifications are perfectly adequate for many instrumentation tasks, there is a
tendency to demand higher data rates and lower costs while making use of a more
modern protocol.
The IEEE 1394 protocol derived from "Firewire" (Apple Computer Inc.) and was
defined in 1995. Often the names Firewire and IEEE 1394 are used to refer to the
same protocol. Basically it is designed to enable high-speed communication between
computers and "data intensive" peripherals, like cameras and scanners. It was
originally intended for the consumer market. Data-rates of up to 400 Mb/sec can be
achieved but the 1394a and 1394b protocols provide even greater capacities. As it is,
Firewire has the drawback of not providing error correction as such vast amounts of
data are often fault tolerant. "Hubs" split a Firewire connection in two, allowing
flexible star and tree configurations to be formed.

20.2.1.2 The IEC 625 instrumentation bus

The internal structure of an instrumentation bus will be explained in more detail on the
basis of the IEC 625 protocol. The IEC bus is restricted to a maximum of 15
measurement instruments (or, only in particular circumstances, 31). These can be
instruments of various kinds, such as multimeters, frequency counters, analyzers,
plotters and signal generators.
The two instrument functions that are distinguished are: "listen" and "talk". An
instrument that operates as a listener can only receive messages from the bus whilst a
talker can only transmit messages. Most instruments, however, are designed both for
transmitting and receiving messages, for instance in order to control  the measurement
range and in order to transmit data. No instrument can act as a listener and as a talker
at the same time. Several instruments may function simultaneously as listeners but
only one instrument can talk at any given time.
To regulate the information flow along the bus one of the connected instruments,
usually a computer, acts as a controller or supervisor. The controller determines which
instrument is the talker and which is the receiver. Each instrument has a unique
address (equipped with a series of small switches usually located on the back plane of
the instrument). Only the instrument with the address that corresponds with the
address transmitted by the computer receives the message. It is even possible to let
two instruments communicate with each other without the intervention of the
computer.
The IEC 625 bus consists of 16 lines, 8 of which are reserved for the parallel
transmission of binary data while the other 8 lines, which will be described later, are
there for control purposes.
The data transport is bit parallel and word serial and is transmitted byte by byte. The
data consist of measurement data or commands for the selected instruments. One
message may be composed of several bytes.
To guarantee proper data transport, irrespective of the differences in instrument
response times, the bus contains three special control lines known as the handshake
lines. These lines have the following functions.
∑  NRFD (Not Ready For Data): all instruments indicate by means of this line

whether they are ready to accept data. The talker must wait until all listeners are
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ready as will be indicated by a false NRFD. Logically speaking this signal is the
OR operation on all connected NRFD lines: NRFD = NRFD(1) + NRFD(2) + ....

∑ DAV (DAta Valid): this signal is made true by the instrument assigned to the task
of talker just when all the active listeners are ready to receive data (NRFD is
false). The receiving instruments know that the data on the data lines contain
relevant information.

∑ NDAC (Not Data ACcepted): the listeners make this signal true as soon as data
transmission is to take place (which is only possible in the case of DAV true).
NDAC remains true as long as the last instrument has received the data from the
data lines. The talker must keep the data on the data lines at least until that
moment. A possible next byte can only be put on the data lines when NDAC is
false. The NDAC is a logic OR function of the individual NDAC of the
instruments: NDAC = NDAC(1) + NDAC(2) + ...

Figure 20.14 shows the timing diagram for the handshake procedure followed by each
byte that is transmitted.

Figure 20.14. The handshake procedure time diagram in the IEC-bus.

Data transport over the bus is asynchronous. Due to the handshake procedure,
instruments that have diverse processing times can be connected to the bus so that the
transport speed is determined by the slowest of the connected instruments.
Some bus lines are connected in what is called a wired-OR manner (Figure 20.15).
The bus lines (in this case for the NRFD line) are all connected to the positive power
supply voltage via a resistor. Each instrument contains a switch that can connect the
lines to ground. The line voltage is only high if none of the instruments has short-
circuited the line, the line is low (0) if at least one instrument has put the switch on. In
this way the OR function between the NRFD lines is realized without separate OR
gates, which would involve complex wiring.
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Figure 20.15. Wired-OR lines for the NRFD line. When the listener is not ready to
accept data, the switch is off, the line voltage is low (0) and the talker is waiting.

The 5 remaining control lines are the management lines. They have the following
functions.
∑ IFC (InterFace Clear): the controller can reset the bus, all connected instruments

will be set in an initial state awaiting further commands.
∑ ATN (ATtentioN): the controller can switch from the command mode to the data

mode. In the data mode, the data lines are used to transport measurement data, in
the command mode instrument control signals are transported over the data lines.

∑ REN (Remote ENable): the controller takes over the control of the instruments, the
front plate control elements are switched off.

∑  SRQ (ServiceReQuest): one or more instruments can signal to the controller to
execute a particular program.

∑  EOI (End Or Identify: in the data mode (ATN=false) the EOI means that the
current byte is the last byte of the message. In the command mode EOI indicates
that a service request has been executed.

Normally the bus system user has nothing to do with the bus interfaces. Special ICs
take care of the communication, including the handshake procedure. Instruments that
are provided with an IEC bus connection can be mutually connected by means of a
special cable (via what are known as piggy-back connectors). Evidently, the user has
to write a program for the controller to execute the desired measurement sequence.

20.2.2 An example of a computer-based measurement system

Just to illustrate the versatility of computers in instrumentation we shall consider in
this section how computer measurement systems can be applied in specific ways.
The example taken here relates to the automatic testing of a certain type of humidity
sensor. The two aspects we shall examine are these: automated measuring during
sensor production and automatic measuring in the development phase.
We shall take as our example the Al2O3 humidity sensor which consists of an
aluminum substrate where the top is anodically oxidized to thus form a porous layer
(Figure 20.16).
A very thin gold layer is then deposited above the oxide that is permeable to water
vapor molecules. Water vapor from the air (or gas) enters the pores at a rate that is
proportional to the humidity content. The sensor acts like a capacitor where the
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capacitance changes in accordance with the amount of water absorbed or, in relation
to the relative humidity.

Figure 20.16. A capacitive humidity sensor. The top layer of gold is very thin and
permeable to water molecules. The capacitance changes according to the

amount of water absorbed.

The formation of the porous layer is a random process which means that all sensors
have different absorption characteristics, even when fabricated under identical
environmental conditions. The production parameters can also vary (the anodization
process is easily affected by the temperature and composition of the electrolyte). All
these differences result in different absorption characteristics in the sensors produced.
Here one may therefore speak of capacitance as a function of humidity. This means
that all sensors need to be separately calibrated if the manufacturer wants to provide
precise specifications. In such cases sensors will be delivered with their own unique
calibration charts or will have PROMs with calibration tables. The actual calibrating
can be done automatically (Figure 20.17).

Figure 20.17. An example of a measurement arrangement for the automatic
calibration of humidity sensors. The calibration curves and other specifications

can be plotted automatically on the paper.

In the interests of efficiency, many sensors will be bundled together in one
measurement cell (or climate chamber) where the temperature and humidity are
controllable. A multi-channel impedance analyzer (Section 20.1.8) measures the
capacitance of each sensor and the measurement results are stored in the computer or
printed out.
Each measurement sequence starts with the initialization of the measurement
instruments: the climate chamber is adjusted to the proper temperature and humidity,
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and the impedance analyzer to the desired frequency. The computer-controlled
multiplexer in the analyzer then scans the connected sensors and the corresponding
measurement data is stored in computer memory. Finally, the computer adjusts the
climate chamber to another temperature or humidity. After a while (and this can take a
time because of the rather long response time of the climate chamber and the sensors)
the sequence is repeated. In this way, the whole humidity range can be covered.
Afterwards the measurement results are printed out or a complete characteristic is
plotted for each individual sensor. The chart created is provided with additional data
such as the measurement frequency, the date and time of calibration and the sensor’s
type and series number. The computer will also check to see if there are sensors that
fall outside the specified tolerances.
This automatic measurement system can also be used during sensor research phases to
establish, for instance, the optimal measurement frequency. To that end, by measuring
at a range of different frequencies (see Figure 20.18) the system can be made to
produce a "three-dimensional" plot.

Figure 20.18. An example of a set of characteristics for the capacitive humidity
sensor shown in Figure 20.17, obtainable by means of computerized measuring.

Here we see the real part of sensor impedance plotted as a function of
frequency and humidity.

These pictures give a direct insight into the behavior of the sensor in relation to
several parameters. It is also possible to plot a number of other parameters – all versus
frequency – such as: the real and imaginary parts of impedance, the modulus and the
argument, all versus frequency. As sensor behavior is hard to predict it is possible that
other output parameters may be more suitable for measuring humidity. Once that
information has been collected the optimal output parameter and measurement
frequency can be determined.
On the basis of the same measurement system much more information can be
retrieved, such as information on the sensor’s temperature sensitivity, its response
time and the effect that process parameters have on the characteristic properties of the
sensor. The purchase of such expensive automatic measuring instruments may be
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justified if the measurement sequences being dealt with are ones that have to be
repeated many times.

20.2.3 Virtual instruments

Having now introduced the PC as part of a measuring instrument we shall now go on
to consider some additional features of this approach. The PC substantially increases
the flexibility of the measurement system. Huge amounts of data can be stored on disk
for complex, off-line data processing or just for archiving purposes. With the
appropriate software it becomes possible to make a statistical analysis of the
measurement data, to analyze particular quantity trends and to establish the correlation
between the two or more quantities investigated. Graphic representation facilitates the
quick evaluation of single experiments and the representation of complex processes on
a single display unit, thus eliminating the need to read individual displays for each
measurand.
The functionality of the PC can be further extended by introducing a function
generator (for specific test signals), a filter (in the digital domain), a controller (that
uses the  acquisition card’s output channels) and many more devices. With these
extensions the PC incorporates several instruments in a traditional measurement (and
control) system. Moreover, since the PC is a freely programmable device,
measurement structures and procedures can be set up and controlled in an arbitrary
way.
A further step in the direction of increasing flexibility is the applying of object-
oriented programming to the design of a measurement system. Since many functions
have already been implemented as PC software, the configuring of a measurement
system with graphic symbols (icons) constitutes a small step in the direction of virtual
instrumentation.
Classical computer programming is based on a declarative approach in which
commands, according to some languages, are written into a program file. Former
programmable measurement instruments used this type of programming.
This programming technique may be termed command-driven. However, a
measurement system is data driven: the data is or should be immediately processed as
soon as it is produced. Several vendors have identified "visual languages", like for
example Simulink which is part of MATLAB, HP-Vee and Labview. Icons
representing specific actions that have to be performed are placed on a “worksheet”.
These icons also have input and output terminals. By graphically connecting the
output terminal of one icon to the input terminal of another one is able to define a
data-stream. In that way, entire networks of instruments and their connections can be
simulated. Real or simulated data can be connected to the inputs of the icons as though
they are real instruments. After starting the program and completing a logic check of
the network, the icons perform similar actions with the input data and the resulting
output data appears at the icon’s output terminal.
Although the program is data-driven, the PC architecture remains command driven.
This means that all the icon’s input terminals have to be continuously polled.
Moreover, PCs contain processors that execute all tasks consecutively: no two actions
can be executed at the same time so this limits the possibilities when it comes to the
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carrying out of real-time tasks. Dedicated PC-boards with their own processing
hardware considerably alleviate this problem.

SUMMARY

Electronic measurement instruments

∑ A multimeter is an instrument that is used to measure various electrical quantities.
Usually these are: voltage, current and resistance.

∑ With an oscilloscope one or more electrical signals can be visually represented as a
function of time. Periodic signals can be represented continuously as stable
images. The horizontal scale (time base) and the vertical scale (signal amplitude)
are adjustable.

∑  Signal generators produce electrical signals such as, according to the type of
instrument: DC signals, sine waves, triangular waves, ramp and pulse signals and
noise. Function generators produce various periodical signals, sometimes
simultaneously. The output amplitude and the frequency are adjustable over a
wide range.

∑  A frequency counter is suited to the measurement of the frequency of periodic
signals, to their period time or to the number of pulses or zero crossings.

∑  With a spectrum analyzer, the frequency spectrum of an electrical signal is
presented in visual form for an adjustable range of frequencies.

∑  Network analyzers make it possible to investigate the impedance of two-port
networks over a wide frequency range. Depending on the type of instrument, Bode
plots (amplitude characteristic and phase characteristic) can be visually displayed.

∑ An impedance analyzer is suitable for the measurement of the various impedance
parameters of a (passive) two-pole network as a function of frequency.

Computer-based measurement instruments

∑  Computers speed up measurement time and facilitate data presentation. The
computer is used to control the connected measurement instruments and to store
and present the measurement data.

∑ The various instruments in an automatic measuring system are connected via a bus
structure. A widely-used standardized bus is the IEC 625 bus (or the IEEE 488
bus).

∑  The IEC instrumentation bus is based on asynchronous data transport. To stay
independent of the processing speed of the connected instruments, the data transfer
is controlled by  a handshake procedure.

∑  In virtual instruments the PC takes over various functions from traditional
measurement instruments, all those functions are replicated in software. A
measurement system is configured by means of object-oriented programming, and
the measurements are conducted automatically according to a preprogrammed
sequence. A virtual instrument is nevertheless a real instrument when it comes to
the matter of measuring real physical quantities.
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EXERCISES

Electronic measurement instruments

20.1 Three volt meters are calibrated for rms values. Meter A is a true rms meter;
meter B measures the average of the modulus (double-sided rectified signal) and
meter C measures the average of the signal clamped with its negative peaks to
zero (see Section 9.2.3). The three meters are calibrated correctly for sinusoidal
input signals. The meters are used to measure three different signals (see the
table below), all symmetrical, with an average of zero and a peak value of 10 V.
What do these instruments indicate?

input voltage: meter A meter B meter C
sine wave
square wave
triangular wave

20.2 Why do some multimeters have four terminals for a resistance measurement
instead of only two.

20.3 Describe the principles of the alternate mode and the chopped mode in a multi-
channel oscilloscope. What is an easy way of checking to see whether an
oscilloscope is in the alternate mode?

20.4 Draw a picture of the amplitude transfer characteristic Vo/Vi in Figures 20.6a and
b (with and without probe measurements). The components have the following
values: Rg = 250 kW; Ri = 1 MW; Ci = 26 pF; R = 9 MW; C = 24 pF; Ck = 190 pF.
The resistance Rg may be ignored compared to R.

20.5 The following figure shows three possible pictures of the square test signal on
the oscilloscope screen during probe adjustment. Which of the pictures
corresponds to correct adjustment and why?

20.6 The oscilloscope can produce what are known as Lissajous figures. To that end,
a sinusoidal voltage y(t) = sinwt is connected to the Y-input of the oscilloscope,
and a voltage x(t) = sin(wt + j) to the X-input (Figure 20.4). Suppose w = 825
rad/s. Plot the picture on the oscilloscope for the following values of j: a. 0∞; b.
90∞; c. 180∞; d. 270∞; e. 300∞.

20.7 Digital noise generators are based on digital, logical circuits. What does the
output of such a generator look like?

20.8 The oscillator in the next given network analyzer produces a sine wave signal v1

= Asinwt. The amplitude of the square wave output signals of the comparators is
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B; the transfer of the network is C = |C|ejj. Make an amplitude time diagram of
all other signals in this system.

Computer-based measurement instruments

20.9 Imagine a computer-based measurement system based on the IEC 625 bus. This
system must be used to plot the Bode plot for the transfer of arbitrary two-port
networks.
The requirements are: a plotter resolution of 0.4 mm for the lengths of the axes,
40 cm for the frequency axis and 20 cm for both the amplitude and phase axes, a
frequency range of 10 Hz to 100 kHz, an amplitude range of 40 dB, a phase
range of 2p rad.
a. Plot the structure of such a measurement system;
b. Find the relative frequency steps;
c. Calculate the required amplitude detector resolution (in dB);
d. Calculate the required phase meter resolution (in radians or degrees).

20.10 Explain the instrument functions “listen” and “talk”.
20.11 Explain the handshake procedure and indicate also what implications this has

for data transmission speed?
20.12 Discuss the main aspects of  “virtual instruments”.
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21 Measurement uncertainty

21.1 Measurement uncertainty described

It is impossible to ever be completely certain about the value of any physical quantity
since a degree of uncertainty, sometimes also termed inaccuracy or error, is inherent in
any measuring process. When presented, measurement results should provide some
indication of the inaccuracy of the measured values. Without such indications the
measurement data is of little significance. The simplest way to indicate the degree of
inaccuracy is by giving the number of significant digits. As a rule, it is only the last
and least significant digit that is inaccurate. In such cases the inaccuracy interval is
approximately half the unit of the last digit, unless otherwise specified.

Example 21.1
The given measured value of a voltage is 10 V. The true value lies between 9.5 and
10.5 V. If the voltage that is given is 10.0 V, then the actual value will lie between
9.95 and 10.05 V. The notation for a more precise tolerance interval (if it is possible
to specify that) will, for instance, be 10.00 ± 0.02 V. Notations like 10 ± 0.02 V and

10.000 ± 0.02 V should never, however, be used.

21.1.1 Types of uncertainty

Throughout this book we distinguish between two types of measurement errors,
systematic errors and random errors. Human errors or mistakes, caused by
miscalculating or incorrectly reading the displays or the settings of instruments are
disregarded. Errors of that kind can be avoided if one works conscientiously. A
systematic error is an error that remains the same when measuring is repeated under
identical conditions. Possible causes of such errors are wrong calibration, offset and
impedance mismatch (Section 5.1.3).

Example 21.2
The short-circuit current of a voltage source is measured using a current meter with
input resistance RM. In order to establish the true value of the short-circuit current the
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measured value must be multiplied by (R g + RM)/Rg. If no correction is made for
loading error the measurement result will show a systematic error.

Systematic errors can be traced or eliminated by using other instruments to repeat the
measurement, by changing the measurement method, by recalibrating, by carefully
inspecting both the measurement system used to analyze and the measurement object
(i.e. by means of correct modeling) or by introducing correction factors in the way
illustrated in the preceding example.
When measurements are repeated the random errors will have different values.
Possible influencing factors will be interference from outside or noise generated by
the measurement system or measurement object. As it is impossible to predict the
value of the error it has to be described in terms of probability (Section 2.2.4). In most
cases random errors exhibit normal distribution or Gaussian distribution (Figure 21.1).

Figure 21.1. The probability density function p(x) of a stochastic parameter with
normal or Gaussian distribution. The shaded area is a gauge of the probability of

the measurement value actually being within the interval Dx.

The probability of the value being within the interval [x, x +Dx] is equivalent to

P x x x p x dx
x

x x

, +( ) = ( )
+

ÚD
D

 (21.1)

(see the shaded area in Figure 21.1). The maximum occurrence probability lies with
the mean or average value. This average:

x p x xdxm = ( )
-•

•

Ú (21.2)
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constitutes the best estimation of the measurement value. The actual values are
scattered around the average. An estimation of the dispersion of the measurement
values is the variance which is defined as:

s 2 2= -( ) ( )
-•

•

Ú x x p x dxm (21.3)

The variance s2 is nothing other than the average of the squared deviation from the
mean value xm. The square root s is termed the deviation or the standard deviation.
When the density function probability is known, it is possible to calculate the
probability of the true measurement value actually being outside the interval
[x, x + s]. Table 21.1 shows this probability for various intervals around the normal
distribution function mean.
It may be viewed as the reliability of the measurement value estimation. Since the
probability of greater error is never zero it is impossible to specify the maximum value
of a random error. Sometimes, though, the maximum error is specified anyway. In
such cases it is usually the 3s error that is intended. The probability of a true value
being within the ±3s interval is 0.9972 (Table 21.1).

Table 21.1. The probability of the true value having a deviation that is more than
ns from the average of a normally distributed quantity.

Interval probability of being outside the interval

Xm ± 0.6745s 0.5000
Xm ± 0s 0.3172
Xm ± 2s 0.0454
Xm ± 3s 0.0028

Up until now we have simply considered the measurement quantity as a continuous
variable. Obviously the amount of measurement data is limited and the intervals Dx
are of a finite width. In such cases the probability density function is actually a
histogram (Figure 21.2).
For a finite number of measurement values the mean value is given as

x
n

xm i
i

n

=
=

Â1

1

(21.4)

in which n is the number of measurements and xi the result of the i-th measurement.
The variance is

Var x
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-
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1
1

(21.5)

Here, too, the deviation or standard deviation is the square root of the variance.
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Figure 21.2. A histogram reflecting the number of measurements N(x) with
results that lie within the Dx interval as a function of x.

21.1.2 Error propagation

Often the value of a physical quantity or parameter emerges from the measurement
result calculations made for several other quantities. The errors emanating from those
kinds of measurements will affect the accuracy of the calculated value. In this section
we shall present several ways of finding the error in the final measurement result.
In Section 1.2 we introduced absolute inaccuracy and relative inaccuracy which are
the two ways of specifying inaccuracy. An absolute error is the difference Dx between
the true value xo and the measured value x: Dx = |x - xo| while relative error is defined
as |D x /x | = |(x - xo)/x. Both the absolute and relative errors are positive, unless
explicitly otherwise specified. The true value should lie within the interval [x - Dx,
x + Dx]. The absolute error of a resistor with a resistance value of 80 ± 2 W is, for
instance, 2 W , whereas its relative error is 1/40 or 2.5%. Evidently, the actual
deviation might be less.
If we assume that quantity z is a function of several measurement parameters:
z = f(a,b,c,...), each with an absolute inaccuracy Da, Db, … then the maximum error in
z will be found to be:

D D D Dz
f a b c
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The total error is the sum of the absolute errors of the individual measurement errors:
it is the maximum absolute error. The true error is less because some of the errors are
positive while others are negative, so they might partly cancel each other out. The
total relative error can be derived from the total absolute error expression:
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Some fixed guidelines for the calculating of the absolute and relative errors can be
derived from these two expressions as given below without further proof.
Suppose z = f(a,b), with z = zo ± Dz, a = ao ± Da and b = bo ± Db.
∑  for addition (z = a + b) and subtraction (z = a  - b) the absolute errors involve

adding: |Dz| = |Da| + |Db|;
∑ for multiplication (z = a.b) and division (z = a/b) the relative errors involve adding:

|Dz/z| = |Da/a| + |Db/b|;
∑  in the case of power functions (z = an) the relative error is multiplied by the

modulus of the exponent n: |Dz/z| = |n|◊|Da/a|.

Example 21.3
The measured current through a resistance of 50 ± 1 W is 0.40 ± 0.02 A. The nominal

voltage across the resistance is V = IR = 20 V, and the relative error is equal to
1/50 + 0.02/0.40 = 2% + 5% = 7%. The absolute error may therefore be said to
equal ±1.4 V.

The dissipated power is P = I2R = 8 W with a relative error of 2¥5% + 2% = 12%.

The calculated power is given as 8 ± 1 W.

It is useless to specify the maximum absolute error when all the errors are random. In
such cases we must therefore specify the mean value and the variance. The mean
value of z = f(a,b,...) is zm = f(am,bm,cm,...) and the variance is:
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In the last expression for sz
2 the mean values of the variables a, b, etc. need to be

substituted. On the basis of these expressions it is possible to calculate the mean and
the variance of the final measurement result with random errors. These rules also
apply to quantities with a distribution function that deviates from normal distribution.

21.2 Measurement interference

One of the leading causes of measurement errors is interference or noise instigated by
the interaction of the environment with the measurement system. Often these errors
can be avoided by simply taking proper measures. Some of the causes of interference
and their remedies will be discussed in this final section.
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21.2.1 Causes of interference

Errors that are due to interference are usually random errors, which can easily be
recognized as such by their fluctuating character. We shall now briefly review the
main causes of interference in electronic measurement systems.
∑  The capacitance of a cable connecting the measurement system with the

measurement object may show fluctuations that derive from mechanical vibrations
(Figure 21.3).
The input voltage Vi of the measurement system equals

V
R

R R j R R C
Vi

i

i g g i k
g=

+ + w
(21.9)

Figure 21.3. Capacitance fluctuations that are due to mechanical vibrations.

so when, at constant source voltage, cable capacitance Ck changes, the input
voltage varies accordingly. The effect can be reduced or even avoided by using
high quality cables that are properly fixed.

∑ The signal transfer of a measurement system may vary according to temperature
and may be due to the temperature coefficient of the components (Section 1.1);
small DC error signals will be generated because of the thermoelectric effect
(Section 7.2.4) which will be particularly apparent when the input connections
(possibly consisting of different materials) are subjected to temperature gradients.

∑ Electric signals can be induced into the measurement system capacitively via stray
capacitances like for instance the capacitance between the system input terminals
and the mains (Figure 21.4).

Figure 21.4. Capacitive signal injection via stray capacitances.

It is not only mains voltage (50 Hz) but also other signals originating from, for
instance, fuel engines (ignition), electric motors (commutator switching) and
thyristor circuits that give rise to capacitively injected interference signals. These
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types of systems produce high voltage peaks that can easily enter the measurement
system, even if the capacitance is very small. Using the model seen in Figure 21.4
the input voltage that is solely due to the error signal is found to be

V
Z Z

Z Z j C
Vi s

g i

g i
s,

/ /

/ /
=

+ 1 w
(21.10)

Obviously in situations where both Zi and Z g have high values the error input
signal can actually be very high. The effect produced is known as hum after the
noise produced in audio instruments (where similar effects may well occur).

∑ It may also be because of magnetic induction that error signals are able to enter the
measurement system (see Section 7.1.3). The situation described is depicted in
Figure 21.5.

Figure 21.5. Inductive error signal injection due to varying magnetic field loop
intersection.

Stray magnetic fields are produced when currents flow through conductors (e.g.
mains supplies) and other power instruments (e.g. welding transformers). The
induced error voltage equals vs = -AdB/dt, A  being the surface area of the
conductor loop and B the magnetic induction (Section 7.1.3). The error increases
as the frequency and loop area increase.

∑ For safety reasons the metal casing of a measurement instrument is always earthed.
Such measurement systems can sometimes be the cause of error injection. Many
systems have the instrument ground (i.e. the circuit’s earth) connected to the
casing as well and thus also to the safety earth. The interconnecting of such
instruments may give rise to earth loops (Figure 21.6a).
If the magnetic field is variable that will induce a voltage in the ground loop
conductor which will, in turn, result in a ground loop current. As ground
conductors have a non-zero resistance (of generally around 0.1 W) an error voltage
will be generated that is in series with the measurement system input. The same
happens when the systems are connected both to the signal and to the return lines
(Figure 21.6b). Such loops are sometimes unavoidable, in particular when using
coaxial cables for the signals.
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Figure 21.6. Two examples of ground loops, (a) where instruments are
interconnected via the safety earthing, (b) where instruments interconnect with

signal pairs.

∑ Error signals (Figure 21.7) may also derive from shared ground connections.
The current flowing through the common ground (or return line) may be
considerable if other instruments are using the same ground as a return line. The
error voltage is IgRground, which is in series with the input signal source.

Figure 21.7. Due to the unknown ground currents, common ground connections
may give rise to error signals.

21.2.2 Remedies

In this section an overview will be given of some of the measures that can be taken to
reduce or altogether eliminate error signal interference in measurement signals. The
possible general measures that can be taken are these:
– remove the source of error
– isolate the measurement system error source
– compensate
– correct
– separate

∑ The technique of simply removing the source of the error can, where this is indeed
possible, prove to be a very effective tool. However, it can only be done if the
source can be switched off without this causing any problems. Increasing the
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distance between the error source and the measurement system can be very
effective.

∑ Either the measurement system or the error source (or possibly even both) can be
isolated to prevent interference. Usually the simplest solution is to isolate the
measurement system. We shall now give some examples of how this can be done.

Example 21.4
By placing part of the measurement system in a temperature-stabilized compartment
the effect that temperature variation has on the measurement can be eliminated. This
is the method often applied to accurate and stable signal generators and reference
sources where the critical components (i.e. the crystal, the Zener diode) are kept at a
constant temperature.

Example 21.5
Capacitive error signal injection can be drastically reduced by shielding (Figure
21.8). The shield must be a good conductor and firmly connected to the ground. The
induced signals will subsequently flow to the ground and will not be able to reach the
measurement system input. Likewise, the instrument can be shielded from magnetic
error signals as well by using magnetic shielding materials (i.e. metals with very high
permeability and therefore low magnetic resistance).

Figure 21.8. A grounded shield will reduce capacitive error signal injection
between the source and the measurement circuit.

∑  Compensation is the technique most widely used in electronics to get rid of
unwanted signals and sensitivity. One very effective compensation method is the
following one which is based on two or more simultaneous measurements in
which, for instance, two sensors are arranged in differential mode: one sensor
signal increases and the other decreases as the measurand increases. The
sensitivity to interference signals is the same in both sensors. The error appears as
a common mode signal that can be eliminated by means of a differential amplifier
with high CMRR (Section 1.2). The compensation method can be illustrated using
the following two examples.

Example 21.6
A Wheatstone bridge (Figure 21.9; see also Example 17.2) contains two strain gauges
(Section 7.2.1.3). One is sensitive to compressive strain and the other to tensile strain
but they  are both equally sensitive to temperature change.
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If the temperature of the strain gauges is equal (and if the temperature coefficients
are equal) then full temperature compensation will be achieved.

Figure 21.9. A Wheatstone bridge with two strain gauges for the elimination of
temperature sensitivity. One of the gauges is sensitive to strain but both are

equally sensitive to temperature.

Example 21.7
Interference due to magnetic induction in ground loops which may or may not be
grounded is reduced significantly if the conductors are twisted (Figure 21.10).
If two adjacent loops have equal surface areas and if the magnetic induction field is
otherwise the same then the two induced voltages will also be equal: they will have
opposite polarity due to the twisting and the induced voltages will be cancelled out.

Figure 21.10. The twisting of conductor pairs will result in loop area reduction
and thus also in induced voltage reduction.

∑  Measurement signal interference correction is usually based on the separate
measurements of the interfering signal or signals. The temperature sensitivity of a
sensor can, for instance, be corrected by measuring the temperature separately and
by then going on to correct the measurement result on the basis of this data and the
known temperature coefficient of the sensor.

∑ Measurement signal separation from interference signals is performed on the basis
of frequency selective filtering. The method can only be applied when the
frequency bands of the measurement signal and the error signal do not overlap.
Signals that have relatively high frequencies can be freed from drift and other low-
frequency signals by means of a simple high-pass filter. When the bands overlap
the signal frequency may be converted to an adequate frequency band using
modulation techniques (refer to Chapter 17).
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Example 21.8
Environmental light (sunlight; 100 Hz lamp light) can easily interfere with an optical
measurement system. In order to eliminate such interference signals the intensity of
the optical source signal can be modulated using a relatively high frequency, for
instance a few kHz. The receiver system converts the optical signals to electrical
signals and then the interference signals are removed with a high-pass filter (Figure
21.11).

Figure 21.11. If a high frequency carrier is modulated this will allow unwanted
low-frequency signals to be filtered out. Optical interference signals can thus be

eliminated.

We shall now discuss two final ways of reducing possible measurement error. The
first method involves eliminating the influence of cable impedance in systems where
long interconnection cables are used to link the signal source (a sensor) with the
measurement system. In such cases it is necessary to shield so as to reduce capacitive
error signal injection. However, the grounded shield has a relatively large capacitance
to ground, which is in parallel to the measurement system’s input terminals. The cable
impedance thus becomes part of the voltage transfer (Figure 21.12a).

Figure 21.12. (a) Cable impedance Zk is part of the signal transfer function Vi/Vg,
b) active guarding eliminates the effect of cable impedance on signal transfer

because then the cable voltage is zero.

Particularly when the impedance of the source is high, cable impedance will greatly
affect the transfer. One way of reducing such an effect is by actively guarding: instead
of grounding the shield it is connected to the output of a buffer amplifier, the input of
which is equal to the signal voltage. The voltage across the cable is thus brought back
to zero and no current will flow through the cable impedance. The shielding remains
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effective because the error signal to the shield flows into the buffer output without
harming the input signal. Many instruments that are used to measure small currents or
which have high input impedance have an extra guard connection to allow active
guarding.

The second and last way of guarding against interference involves the elimination of
unwanted ground currents (see Figure 21.7). The best remedy is to ground all
instruments at a single point by creating a star configuration (Figure 21.13).
By grounding in this way no ground currents from other instruments or systems will
be allowed to enter the measurement system.

Figure 21.13. If there is a single-point ground connection this will prevent ground
loop currents from entering the measurement system.

Unfortunately in practice it is possible for many error sources to be present
simultaneously. It is especially the mains network surrounding the measurement
system that causes a great deal of trouble when small signals are being measured. This
is the reason why most instruments are equipped with metal casing and with shielded
(coaxial) input cables. Nevertheless, shielding and other methods are seldom perfect.
It is even conceivable that in eliminating one source of error one introduces another or
makes the end-result worse because previously two different error signals might partly
have been compensating each other. In such cases it is very tempting to renounce the
new measures when such apparent deterioration is observed.

SUMMARY

Measurement uncertainty described

∑ The presentation of any measurement result must incorporate an indication of the
inherent measurement inaccuracy, for instance by indicating the number of
significant digits.

∑ Two possible types of errors are systematic errors and random errors. A systematic
error will be constant in identical experiments while random errors can be
described in terms of probability.

∑ The best way of estimating the true value of a measured quantity is by taking the
mean of all the measured data. A measure of the deviation from the true value is
the variance.

∑ The accuracy of any measurement result can be specified in terms of absolute and
relative inaccuracy. To find the inaccuracy of a quantity that represents the sum (or
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difference) of various measurement parameters, the absolute errors of those
parameters must be totaled. In cases where one talks of the product or ratio
between parameters the relative errors must be added, in cases of power function,
the relative error of the parameter will be raised to the power |n| and n will be the
exponent.

Measurement interference

∑ Any measurement system is sensitive to interference or, to unwanted signals that
may enter the system and reduce the accuracy of the measurement.

∑  The major causes of interference are mechanical vibration, changes in ambient
temperature, capacitive and inductive error signal injection and errors derived
from ground currents.

∑  The general ways to remedy interference are by: removing, isolating,
compensating, correcting and separating. Ground errors can be reduced by
introducing a single ground connection.

EXERCISES

Describing measurement uncertainty

21.1 The voltage difference Vab between two points a  and b  is determined by
measuring both voltages at a  and b relative to ground: Vab = Va - V b. The
specified relative inaccuracy of the voltmeter is ±1%; the measured values are Va

= 788 mV and Vb = 742 mV.
a. Calculate the absolute and relative errors in Vab.
b. Calculate these errors in a case where Vab is measured directly between the
two terminals of this voltmeter.

21.2 The measurement of a current is repeated five times. The measured values are:
0.62, 6.21. 6.23, 6.18 and 6.24 mA.
a. What type or types of errors might be involved: mistakes, systematic errors,
random errors?
b. Find the best way to estimate the true value.
c. Think of a way of improving the accuracy of the measurement.
d. The experiment is repeated with a more precise current meter, the result is
6.25 ± 0.02 mA. What is the systematic error in the previous measurement?

21.3 A sensor voltage vi from a sensor is amplified using the amplifier depicted below
on the basis of the following specifications: R1 = 3.9 kW  ±0.5%; R2 = 100 kW
±0.5%; |Voff| < 1.5 mV and |Ibias| < 100 nA. The sensor voltage appears to be vi =
0.2 V ± 0.2%,
Calculate vo and find the error in this voltage which is divided into an additive
error (in mV) and a multiplicative error (in %). Find the tolerance margins of vo.
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21.4 The resistance value R of a resistor at some distance from the measurement
system is measured in three different ways known respectively as the two-wire,
the three-wire and the four-wire methods (see figure below).

In all cases the same measurement system is used and the following
specifications: I1 = I2 = 1 mA ±0.5%, the inaccuracy of the voltmeter is ±0.5%
±0.5 mV, the resistance r of the wires lies between 0 and 3 W and the difference
between the resistance values of the wires, Dr, is less than 1 W.
Calculate for each of the three methods the resistance R and the inaccuracy. The
measured output voltages vo are 75 mV, 70 mV and 71 mV.

Measurement interference

21.5 Imagine that a measurement system is subject to capacitive error signal injection
from the mains as shown in the figure below.
Calculate the peak value of the error signal at the measurement system input
point and (if applicable) the signal-to-noise ratio in each of the following cases:
a. at disconnected signal source (floating input),
b. at connected signal source,
c. when there is a grounded shield that reduces capacitance Cs to 1% of the
original value at disconnected source,
d. when the conditions are the same as in c but the source is connected,
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e. what would be the reduction of the interference signal if the shield were not
grounded?

21.6 One way of reducing the errors caused by capacitive or inductive injection
between the mains and the measurement system via the power supply
transformer is by applying a mains filter in the way shown in the next figure.
a. Explain the method.
b. Explain what happens when the system is connected to the mains without the
safety ground terminal being connected.
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Appendix

A.1 Notation

A.1.1 Symbols

In this book we distinguish between quantities (and parameters) written in capitals and
in lower-case. In general, quantities and parameters are written in lower-case letters
except:
∑ static quantities;
∑ complex quantities;
∑ digital numbers.
Static quantities are: DC-signals, bias currents (Ibias), offset voltages (Voff), offset
currents (Ioff) and reference voltages (Vref). Quantities for the biasing of electronic
circuits belong also to this category.
The imaginary unit, in mathematical notation i, is written in electrical engineering as j,
to avoid confusion with the symbol i for currents, hence j = ÷(-1).
Digital words are quantities consisting of one or more bits, representing a binary
number, for example A = a3a2a1a0 = 1101; this can be a binary numerical value (11012

= 1310), the number of an address or the code for an instruction.
A current is positive in the direction of the arrow; the positive polarity of a voltage is
indicated with a + sign. A voltage denoted with two indices indicates the voltage
difference between the corrseponding points; the first point is positive with respect to
the other. For example: VAB is a voltage difference between the points A and B, where
A is positive with respect to B (Figure A.1).
Consequently, VAB = -VBA. A voltage notation with only one index is the voltage
difference between the point indicated by the index and a reference point, usually
denoted as ground. The indexed point is positive. Figures A.1a and b are different
notations for identical voltages and polarities.
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Figure A.1. Notation for voltages. (a) A voltage with one index (VA, VB) is the
voltage difference as indicated in (b); for both figures is VAB = VA - VB = -VBA..

Needless to mention that these notations refer to the mathematical directions and
polarities, and not to the physical values. A current flowing into a particular direction
can be notated as a positive value (the direction of the arrow coincides with the
physical direction) as well as a negative value (the arrow is opposite the physical
direction).

A.1.2 Decimal prefixes

Table A.1. The prefixes for decimal multiples and submultiples.

factor symbol prefix factor symbol prefix

1024 Y yotta 10-1 deci d
1021 Z zetta 10-2 centi c
1018 E exa 10-3 milli m
1015 P peta 10-6 micro µ
1012 T tera 10-9 nano n
109 G giga 10-12 pico p
106 M mega 10-15 femto f
103 k kilo 10-18 atto a
102 h hecto 10-21 zepto z
101 da deka 10-24 yocto y

A.1.3 SI-units

In this book we use exclusively the notations and units according to the SI-system
(Système International des Unités). We distinguish base quantities and derived
quantities. The base SI-quantities are listed in Table A.2.

Table A.2. The base and supplementary SI quantities with corresponding units.

base quantity SI unit

length m metre

mass:kilogram kg kilogram

time s second

electric current A ampere;

thermodynamic temperature K kelvin

luminous intensity cd candela

amount of substance mol mole

plane angle rad radian

solid angle sr steradian
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The definitions of the base and supplementary units are as follows:

The meter is the length of the path travelled by light in vacuum during a time
interval of 1/299 792 458 of a second [17th CGPM (1983), Res.1].

The kilogram is the unit of mass; it is equal to the mass of the international
prototype of the kilogram [1st CGPM (1889)].

The second is the duration of 9 192 631 770 periods of the radiation corresponding
to the transition between the two hyperfine levels of the ground state of the cesium
133 atom [13th CGPM (1967), Res.1].

The ampere is that constant current which, if maintained in two straight parallel
conductors of infinite length, of negligible circular cross-section, and placed 1
meter apart in vacuum, would produce between these conductors a force equal to 2
x 10-7 newton per meter of length [9th CGPM (1948)].

The kelvin, unit of thermodynamic temperature, is the fraction 1/273.16 of the
thermodynamic temperature of the triple point of water [13th CGPM (1967), Res.4].

The mole is the amount of substance of a system which contains as many
elementary entities as there are atoms in 0.012 kilogram of carbon 12 [14th CGPM
(1971), Res.3]. When the mole is used, the elementary entities must be specified
and may be atoms, molecules, ions, electrons, other particles, or specified groups of
such particles.

The candela is the luminous intensity, in a given direction, of a source that emits
monochromatic radiation of frequency 540 x 1012 hertz and that has a radiant
intensity in that direction of 1/683 watt per steradian [16th CGPM (1979), Res.3].

It is not very practical to express all quantities in the base SI-units; the unit for electric
resistance, for instance, would be expressed as kg.m2s-3A-2. This is the reason for
specific SI-units for a number of derived quantities (Table A.3).

Table A.3. Some derived quantities with the corresponding SI-units.

derived quantity symbol name expression  in
terms of  other
SI units

expression in
terms of SI base
units

frequency Hz hertz s-1

force N newton kg m s-2

pressure Pa pascal N/m2 kg m-1 s-2

energy J joule N m kg m2 s-2

power W watt J/s kg m2 s-3

charge C coulomb A s
electric potential difference V volt W/A   kg m2 s-3 A-1

electrical resistance W ohm V/A   kg m2 s-3 A-2

electrical conductance S siemens W–1 s3 A2 kg-1 m-2

electrical capacitance F farad C/V s4 A2 kg-1 m-2

magnetic inductance H henry Wb/A kg m2 s-2 A-2

magnetic flux Wb weber V s  = kg m2 s-2 A-1

magnetic induction T tesla Wb/m2 kg s-2 A-1

luminous flux lm lumen cd
illuminance lx lux cd m-2
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A.1.4 Physical constants

Table A.4 containes the numerical values of the major physical constants utilized in
electrical engineering.

Table A.4. Some physical constants.

c speed of light (2.997925 ± 0.000003)◊108 m/s

µ 0 permeability of vacuum 4p◊10-7 H/m

e0 permittivity of vacuum (8.85416 ± 0.00003)◊10-12 F/m

e, q electron charge (1.60207 ± 0.00007)◊10-19 C

k Bolzmann's constant (1.3804 ± 0.0001)◊10-23 J/K

h Planck's constant (6.6252 ± 0.0005)◊10-34 J s

p 3.14159265....

e 2.71828183...

A.2 Examples of manufacturer's specifications

The next two sections show the complete specifications of two widely used integrated
circuits. The first is an example of an analogue circuit, an operational amplifier; the
second one is an example of a digital circuit, a JK-flipflop. Other integrated circuits
are specified likewise; they can be found in the data handbooks of the manufacturers.
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A.2.1  Specifications of the mA747 (an analogue circuit)

Philips Semiconductors Linear Products Product specification

µA747CDual operational amplifier

54August 31, 1994 853-0899 13721

DESCRIPTION
The 747 is a pair of high-performance monolithic operational
amplifiers constructed on a single silicon chip. High common-mode
voltage range and absence of “latch-up” make the 747 ideal for use
as a voltage-follower. The high gain and wide range of operating
voltage provides superior performance in integrator, summing
amplifier, and general feedback applications. The 747 is short-circuit
protected and requires no external components for frequency
compensation. The internal 6dB/octave roll-off insures stability in
closed-loop applications. For single amplifier performance, see
µA741 data sheet.

FEATURES
• No frequency compensation required

• Short-circuit protection

• Offset voltage null capability

• Large common-mode and differential voltage ranges

• Low power consumption

• No latch-up

PIN CONFIGURATION

+

B

A
–

INVERTING INPUT B

NON–INVERTING INPUT B

OFFSET NULL B

V–

OFFSET NULL A

NON–INVERTING INPUT A

INV. INPUT A

OFFSET NULL B

V + B

OUTPUT B

1

2

3

4

5

6

7 8

14

13

12

11

10

9

OFFSET NULL A

V + A

OUTPUT A

NO CONNECT

N Package

TOP VIEW

–
+

ORDERING INFORMATION
DESCRIPTION TEMPERATURE RANGE ORDER CODE DWG #

14-Pin Plastic DIP 0°C to 70°C µA747CN 0405B

EQUIVALENT SCHEMATIC

NON–INVERTING
INPUT

Q1

Q8

Q2

Q3
Q4

Q7

Q5 Q6

R1
1KΩ

R3
50KΩ

R2
1KΩ

Q9 Q13

R5
39KΩ

Q10 Q11 Q22

V+

Q14

R9
25Ω

OUTPUT

R10
50Ω

Q20

Q16

Q17

Q18 Q15

V–

R11
50Ω

R12
50kΩ

R7
4.5Ω
R8
7.5KΩ

R4
5kΩ

30pF

Q12

OFFSET NULL

INVERTING INPUT

OFFSET NULL
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Philips Semiconductors Linear Products Product specification

µA747CDual operational amplifier

August 31, 1994 55

ABSOLUTE MAXIMUM RATINGS
SYMBOL PARAMETER RATING UNIT

VS Supply voltage ±18 V

PD MAX Maximum power dissipation TA=25°C (still air)1 1500 mW

VIN Differential input voltage ±30 V

VIN Input voltage2 ±15 V

Voltage between offset null and V- ±0.5 V

TSTG Storage temperature range -65 to +150 °C
TA Operating temperature range 0 to +70 °C
TSOLD Lead temperature (soldering, 10sec) 300 °C
ISC Output short-circuit duration Indefinite

NOTES:
1. Derate above 25°C at the following rates:

N package at 12mW/°C
2. For supply voltages less than ±15V, the absolute maximum input voltage is equal to the supply voltage.

DC ELECTRICAL CHARACTERISTICS
TA=25°C, VCC = ±15V unless otherwise specified.

SYMBOL PARAMETER TEST CONDITIONS
µA747C

UNITSYMBOL PARAMETER TEST CONDITIONS
Min Typ Max

UNIT

VOS Offset voltage RS≤10kΩ 2.0 6.0 mV

RS≤10kΩ, over temp. 3.0 7.5 mV

∆VOS/∆T 10 µV/°C
IOS Offset current 20 200 nA

Over temperature 7.0 300 nA

∆IOS/∆T 200 pA/°C
IBIAS Input current 80 500 nA

Over temperature 30 800 nA

∆IB/∆T 1 nA/°C

VOUT Output voltage swing
RL≥2kΩ, over temp. 
RL≥10kΩ, over temp.

±10
±12

±13
±14

V
V

ICC Supply current each side 1.7 2.8 mA

Over temperature 2.0 3.3 mA

Pd Power consumption 50 85 mW

Over temperature 60 100 mW

CIN Input capacitance 1.4 pF

Offset voltage adjustment range ±15 mV

ROUT Output resistance 75 Ω
Channel separation 120 dB

PSRR Supply voltage rejection ratio RS≤10kΩ, over temp. 30 150 µV/V

AVOL Large-signal voltage gain (DC)
RL≥2kΩ, VOUT=±10V 

Over temperature
25,000
15,000

V/V
V/V

CMRR Common-mode rejection ratio
RS≤10kΩ, VCM=±12V 

Over temperature
70 dB

antwoorden 24-01-2005, 13:47378-379
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Philips Semiconductors Linear Products Product specification

µA747CDual operational amplifier

August 31, 1994 56

AC ELECTRICAL CHARACTERISTICS
TA=25°C, VS = ±15V unless otherwise specified.

SYMBOL PARAMETER TEST CONDITIONS
µA747C

UNITSYMBOL PARAMETER TEST CONDITIONS
Min Typ Max

UNIT

Transient response VIN=20mV, RL=2kΩ, CL<100pF

tR Rise time Unity gain CL≤100pF 0.3 µs

Overshoot Unity gain CL≤100pF 5.0 %

SR Slew rate RL>2kΩ 0.5 V/µs

TYPICAL PERFORMANCE CHARACTERISTICS
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Philips Semiconductors Linear Products Product specification

µA747CDual operational amplifier

August 31, 1994 57

TYPICAL PERFORMANCE CHARACTERISTICS  (Continued)
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Philips Semiconductors Linear Products Product specification
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TYPICAL PERFORMANCE CHARACTERISTICS  (Continued)
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A.2.2 Specifications of the 74HCT73 (a digital circuit)
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Answers to exercises

The answers to the exercises can be downloaded from
http://www.vssd.nl/hlf/e008.htm or requested by sending an e-mail tot hlf@vssd.nl.

http://www.vssd.nl/hlf/e008.htm
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Index

#
-20dB/decade, 82
-3dB frequency, 81
-6dB/octave, 82

A
absolute value, 50
acceleration, 105
accelerometer

piezoelectric, 110
acceptor, 131
accuracy, 20
acquisition, 14
actuator, 16
ADC, 289

compensating, 296
direct, 301
dual-slope, 303
integrating, 302
parallel, 296
successive approximation, 296

AD-conversion, 15
AD-converters. See ADC
adder, 321

current, 185
full, 322
half, 321
voltage, 185

additive errors, 72
admittance, 52
alias, 26
aliasing error, 26
alpha-numeric display, 136
alternate mode, 340
AM, 271

frequency spectrum, 274, 281
time signal, 273

Ampère's law, 98
amplification, 16

amplifier
buffer, 186
chopper, 284
current, 149
differential, 162, 182, 186
electrometer, 285
indirect, 285
instrumentation, 188
inverting, 185
lock-in, 284
non-inverting, 186
operational, 182
varactor, 285

amplitude characteristic, 80
amplitude control, 257
amplitude modulation, 271
amplitude stabilization, 260
amplitude transfer, 54
analog multiplier, 225
analogue multiplexer, 243
analogue multiplier, 275
analogue-to-digital converter, 289
AND, 309, 314, 321
angular velocity, 44
anti-log converter, 225
aperture delay time, 247
aperture jitter, 247
aperture uncertainty, 247
approximation

asymptotic, 82
Bode plots, 80
piecewise linear, 229
polar plots, 87

arbitrary power function, 229
argument, 50, 53, 80
asymptotic approximation, 82
attenuator

probe, 342
auto-polarity, 337
auto-ranging, 337
auto-scaling, 337
average

time, 32
weighted, 29

B
band-pass filter, 122, 124
bandwidth, 23, 20, 122

relative, 84
signal, 21
unity gain, 195

base, 148
base resistance, 152
BCD, 291
bel, 71
Bessel filter, 126
bias

base-current, 154
base-voltage, 157

bias current, 182, 183, 191
compensation, 192

bias point, 152
biasing, 151, 156, 174
binary code, 289
binary counter, 325
binary word, 290
Biot and Savart law, 98
bipolar transistor, 148, 151
bit, 289
blanking, 338
Bode plot, 80, 345, 347
Bode relation, 127
Boltzmann's constant, 133
Boolean algebra, 308
branch, 38
breakthrough voltage, 96
bridge

Graetz, 144
Wheatstone, 279, 366

bridged-T filter, 123
buffer amplifier, 186, 194
bus, 348
bus protocol, 348
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bus structure, 348
Butterworth filter, 125
byte, 290

C
capacitance, 95, 106

generalized, 43
heat, 44
impedance, 52
mechanical, 44
stray, 363

capacitive sensors, 106
capacitor, 95

adjustable, 96
ceramic, 97
coupling, 155
electrolytic, 96
mica, 97
trimming, 96
variable, 96
wet aluminum, 97

carbon film resistor, 94
carrier, 271, 273
carry bit, 321
cascaded DAC, 301
cathode, 337
cathode ray tube, 337
channel, 167, 173
characteristic impedance, 69, 344
Chebychev filter, 126
chopped mode, 340
chopper amplifier, 284
clamp circuit, 140
clipper, 137
clipping, 21
clock, 317
CMOS, 316
CMRR, 24, 163, 187
cold junction, 108
collector, 148
combinatory circuit, 313
command-driven, 354
common mode, 23, 163, 187
common mode rejection ratio, 24,

163, 187
common-emitter, 155
comparator, 215, 301
compensating ADC, 296
compensation, 366

frequency compensation, 195
complementary MOS, 316
complex plane, 50, 52, 85
complex variables, 50
component

active, 37, 93
electronic, 93
passive, 37, 93

conductivity, 93, 131
of LDR, 103
values, 94

conductors, 94
conjugate, 85
conversion

analog-to-digital, 15
digital-to-analog, 16

converter
anti-log, 225
current-to-voltage, 184
exponential, 225
logarithmic, 222
log-ratio, 224
voltage-to-current, 152, 174
voltage-to-frequency, 267

convolution, 25
correction, 367
counter, 323, 344

asynchronous, 323
binary, 325
decimal, 328
digital, 323
ripple, 323

coupling capacitor, 155, 157, 162
covalent bond, 130
cross talk, 72
crosstalk, 248
crystal oscillator, 343
Curie temperature, 110
current density, 93
current gain, 149, 154
current matching, 69
current source

voltage controlled, 149
current switch, 235
current-to-voltage converter, 184

D
DA conversion, 16
DAC

cascaded, 301
multiplying, 306
serial, 300

DA-converter. See DAC
damping factor, 256
damping ratio, 84
dark current, 135
dark resistance, 103
data acquisition, 14
data distribution, 15
data driven, 354
data processing, 14
data ready, 299
dB, 71
DC signal source, 343
De Morgan's theorem, 312
dead zone, 21
decade, 82
decibel, 71, 81
deflection plates, 337
demodulation, 16, 271
demodulator

FM, 282
demultiplexer, 244
depletion layer, 131
detection, 279. See demodulation

synchronous, 279
detector

peak, 139
peak-to-peak, 143

dielectric, 95
dielectric constant, 95, 106

table, 96
dielectric loss, 96
differential amplifier, 23, 163, 182,

186, 366
differential emitter resistance, 151
erential equation, 39, 50, 54

constant coefficients, 39
linear, 39
n-th order, 57
diffordinary, 40

differential mode, 23, 187
differential non-linearity, 295
differential resistance, 134
differentiating network, 120
differentiator, 256
digital multiplexer, 320
digital signal, 289
digital-to-analogue converter, 289
diode, 133

light emitting, 136
light sensitive, 135

direct ADC, 301
displacement, 105
distribution function, 27, 359

Gaussian, 28, 359
normal, 28, 30, 31, 359

divider, 228
donor, 131, 172
double-sided rectifier, 144, 221,

279
down-counter, 325
drain, 167, 173
drift, 22, 14, 367
droop, 247
dual, 314
dual integrator loop, 260
dual-slope ADC, 303
duty cycle, 263

E
E-12, 95
E-48, 95
Early effect, 150, 171
eddy current, 106
effector, 16
electrolytic capacitor, 96
electronic switch, 235
element

active, 63
dissipating, 45
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electric network, 37
model, 63
passive, 63

emissivity diagram, 136
emitter, 148
emitter follower, 160
emitter resistance

differential, 151
enable, 243, 320, 325
envelope, 273
error

absolute, 361
additive, 72
aliasing, 26
destructive, 72
equivalent, 73
multiplicative, 72
random, 358
relative, 68, 361
systematic, 358
transient, 248

error propagation, 361
estimation, 359
Euler, 22
excitator, 16
exclusive OR, see EXOR
EXOR, 310, 314, 321
expectancy, 29
exponential converter, 225
external frequency compensation,

195

F
factorization, 83
failure rate, 24
fall time, 236
farad, 95
Faraday's law of induction, 97
FET, 167

n-channel, 167
p-channel, 167

field-effect transistor, 167
filter

active, 115
approximation, 125
band-pass, 122
Bessel, 126
bridged-T, 123
Butterworth, 125
Chebychev, 126
high-pass, 119
inductorless, 116
low-pass, 116
notch, 123
passive, 115
predetection, 284
RC-, 116

filtering, 16, 367
Firewire, 349
first order moment, 29

flipflop, 316
JK, 318
master-slave, 318
SR, 316

flux
magnetic, 97

FM, 271
FM-demodulator, 282
force sensitive resistors, 103
forward voltage, 133
Fourier coefficients, 18
Fourier integral, 25, 59
Fourier series, 17, 276

complex, 22
Fourier transform, 26, 32, 54

discrete, 19, 23
free charge carriers, 130
free electrons, 130
frequency

-3dB, 81
frequency band, 23
frequency conversion, 271
frequency divider, 318
frequency meter, 344
frequency modulation, 271
frequency multiplexing, 274
frequency spectrum
AM, 274, 281
continuous, 20

full-adder, 322
fundamental frequency, 17

G
gain

current, 149
gallium arsenide, 130, 136
gate, 168, 173

logic, 313
gauge factor, 104
Gaussian distribution, 359
GB-product, 195
generalized network, 42
generator

function, 343
noise, 344
pulse, 265, 343
ramp, 345
ramp voltage, 263
signal, 343
sine wave, 255, 343
square wave, 265, 343
sweep, 266, 343
triangle, 261
voltage, 261

glass fiber, 136
GPIB, 348
Graetz bridge, 144, 221
ground

circuit, 364
instrument, 364

safety, 364
ground loop, 364
guard connection, 368
guarding

active, 368

H
half-adder, 321
handshake, 350
harmonic components, 18
harmonic oscillator, 255, 258
heat capacitance, 44
hexadecimal code, 291
high-pass filter, 119
histogram, 360
hold capacitor, 247
hold range, 283
hole, 130
hot junction, 108
HP-IB, 348
humidity sensor, 351
hysteresis, 99, 217, 265

I
IEC, 95, 348
IEC 625, 349
IEC bus, 349, 351
IEEE 1394, 349
IEEE 488, 348
imaginary unit, 50
impedance, 52, 58

characteristic, 69
input, 64
output, 64
source, 63

impedance analyzer, 347, 352
inaccuracy, 20

absolute, 20, 361
relative, 20, 361

indirect DC amplifier, 285
inductance

mutual, 98
self-, 98

induction, 97
inductive sensors, 104
inductor, 97
input impedance, 64, 66
input offset, 22
instrument

embedded, 336
virtual, 348

instrumentation amplifier, 188
integrating ADC, 302
integrating network, 117
interference, 72, 359, 362
International Electrotechnical

Commission, 313, 348
inversion, 310
inversion layer, 173
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inverter, 314
inverting amplifier, 185
isolation, 365
isolator, 94

J
JFET, 167
jitter, 246
JK-flipflop, 318
junction

cold, 108
hot, 108
pn, 132, 148

K
Kirchhoff, 38
Kirchhoff's rules, 38

L
ladder network, 293
Laplace operator, 55, 59
Laplace transform, 54, 56
law of inertia, 44
LDR, 102
leakage current, 133, 150
least significant bit, 290
LED, 136
Lenz's law, 98
level sensors, 106
level shifter, 181
light sensitive resistors, 102
light-emitting diode, 136
limiter, 137, 219
Linear displacement sensor, 104
linear variable differential

transformer, 105
listen, 349
lock-in amplifier, 284
lock-in range, 283
logarithmic voltage converter, 222
logic gate, 313
log-ratio converter, 224
long-tailed pair, 163
loop, 38
loss angle, 96, 97
low-pass filter, 116
LSB, 290
lumped element, 43
LVDT, 105

M
magnetic flux, 97
magnetic induction, 97, 363, 366
master-slave flipflop, 318
matching, 68, 344

characteristic, 70
current, 69

power, 70
voltage, 68

mean absolute value, 16
mean signal power, 16
mean value, 16
mean-time-to-failure, 24
measurement error, 358
measurement uncertainty, 358
mechanical damper, 44
metal film resistor, 94
metal wire resistor, 94
mobility, 100
model

current source, 64
voltage source, 64

modulation, 16, 271, 367
amplitude, 271
frequency, 271
phase, 271
pulse height, 271
pulse width, 271
single sideband, 275
suppressed carrier, 275

modulation depth, 273
modulator, 100

switch, 276
Wheatstone bridge, 279

modulus, 50, 53, 80
moment of torsion, 44
monotony, 295
MOSFET, 171

normally on, 173
normally-off, 173

most significant bit, 290
MSB, 290
MTTF, 24
multi-channel, 16
multi-channel oscilloscope, 340
multimeter, 337
multiplexer

analogue, 243
differential, 243
digital, 320
time, 243

multiplexing, 17
digital, 16
frequency, 16, 18, 274
time, 16

multiplier
analogue, 225, 275

multi-turn potentiometer, 104
mutual inductance, 98, 104

N
NAND, 314
negation, 310
network

differentiating, 120
generalized, 42
integrating, 117

one-port, 40
three terminal, 40
two-port, 40
two-terminal, 40

network analyzer, 345
Newton, 44
node, 38
noise, 23, 22, 72, 75, 173, 359, 362

thermal, 75
white, 22

noise generator, 344
noise power, 75
non-inverting amplifier, 186
non-linearity, 21

differential, 295
normal distribution, 359
Norton’s, 64
NOT, 310, 314
notch filter, 123
NTC, 102

O
object oriented programming, 354
octal code, 291
octave, 82
off-resistance, 237
offset, 22, 72

compensation, 192
input, 73
output, 73

offset current, 193
offset voltage, 182, 183, 190
ohm, 94
Ohm's law, 44, 94
on-resistance, 237
open loop gain, 194
open voltage, 63
operating range, 19
operational amplifier, 182
OR, 309, 314
oscillation condition, 258
oscillator, 255

crystal, 343
harmonic, 258
phase shift, 259
sine wave, 255
two-integrator, 260
voltage controlled, 266, 343
Wien, 258

oscilloscope
digital, 340
dual beam, 340
multi-channel, 340
probe, 341

OSI/ISO, 348
output impedance, 64, 66
overshoot, 84
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P
parallel ADC, 296
parallel converter, 289
parallel word, 292
peak detector, 139, 144, 279
peak value, 16
peak wavelength, 136
peak-to-peak detector, 143
peak-to-peak value, 16
Peltier coefficient, 109
Peltier effect, 109
permeability, 99

of vacuum, 99
relative, 99

permittivity, 95
absolute, 95
of vacuum, 95
table, 96

phase, 80
phase characteristic, 80
phase modulation, 271
phase transfer, 54
phase-locked loop, see PLL
phase-shift oscillator, 259
photodiode, 134
piecewise linear approximation,

229
piezoelectric accelerometer, 110
piezoelectric sensors, 110
piezoelectricity, 110
piezoresistive effect, 103
pinch-off, 170
pinch-off voltage, 168
pipe-lining, 301
platinum resistance thermometer,

101
PLL, 282, 283, 284
pn-diode, 130
pn-junction, 132, 148
polar coordinates, 50
polar plot, 85
pole, 58
poling, 110
port

input, 40
output, 40

potentiometer, 104
power density

spectral, 75
power density spectrum, 32, 75
power spectrum, 20
power supply, 343
power transfer, 71
predetection filter, 284
probability, 27
probability density, 28
probability density function, 360
probes, 341
programmable chip, 333

PROM, 352
Pt-100, 101
PTC, 102
pulse generator, 265
pulse height modulation, 271
pulse width modulation, 271

Q
quad, 314
quality factor, 84
quantization, 15
quantum efficiency, 136

R
ramp generator, 263
random error, 358
rectifier

double-sided, 144, 221
single-sided, 221, 280

reed switch, 239
relative bandwidth, 84
relative permeability, 99
reliability, 24
resistance, 94

base, 152
differential, 134
generalized, 44
hydraulic, 44
input, 158, 161
output, 158, 161
thermal, 44

resistance thermometers, 101
resistive displacement sensor, 104
resistive sensors, 100
resistivity, 93, 100
resistor, 93

adjustable, 94
fixed, 94
force sensitive, 103
light sensitive, 102
properties, 94
variable, 94

resolution, 19, 104
resonance frequency, 343
reverse current, 133
reverse voltage, 133
ripple, 140, 144
ripple counter, 323
rise time, 236
rms, 73
root-mean-square value, 16
ruler, 104

S
sample-hold, 245, 247, 292
sampling, 15, 292
sampling theorem, 26
SAR, 298

saturation line, 241
Schmitt-trigger, 218, 261, 263, 344
second order moment, 29
Seebeck coefficient, 108, 110
Seebeck effect, 107
Seebeck voltage, 107
self-inductance, 98, 99, 104

generalized, 44
impedance, 52

semiconductor, 94
intrinsic, 100

sensitivity, 20
sensor, 15, 100

capacitive, 106
concentration, 106
displacement, 104, 106
eddy current, 106
inductive, 104, 105
level, 106
piezoelectric, 110
resistive, 100
thermoelectric, 107, 108

sequential circuit, 313, 316
serial DAC, 300
serial word, 292
series switch, 237, 241
series-shunt switch, 238
settling time, 236
seven-segment code, 329
seven-segment decoder, 329
Shannon, 26
shielding, 72, 365, 369
shift register, 325
short-circuit current, 63
shunt switch, 238, 240, 241
side band, 274
siemens, 94
signal

AC, 14
analog, 15
aperiodic, 22
binary, 15
continuous, 15
DC, 14
deterministic, 14
digital, 15, 289
discrete, 15
dynamic, 14
interference, 72
periodic, 14
quantized, 15
quasi stochastic, 344
quasi-static, 14
sampled, 15, 26
static, 14
stochastic, 14, 27
transients, 15

signal generator, 343
silicon

intrinsic, 130
n-type, 131
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p-type, 131
sine wave generator, 343
sine wave oscillator, 255
single sideband modulation, 275
single-sided rectifier, 221, 280
slew rate, 21
source, 167, 173
source follower, 176
source impedance, 63
source resistance, 73
spectral response, 135
spectrum, 17

complex, 23
line, 20

spectrum analyzer, 345
square root transfer, 228
square summing rule, 74
square wave generator, 265
SR-flipflop, 316
standard deviation, 29, 32, 360,

361
step response, 57, 117, 119
stiffness of rotation, 44
strain gauge, 103, 366
strain gauge factor, 104
stray capacitance, 363
stray fields, 364
strobe, 217
substrate, 173
successive approximation ADC,

296
successive approximation register,

298
supermalloy, 99
superposition, 187, 191
suppressed carrier, 275, 277
sweep generator, 266, 343
switch

bipolar transistor, 240
current, 235
diode bridge, 240
electronic, 235
floating, 235
junction FET, 241
MOSFET, 242
photo resistor, 239
pn-diode, 239
reed, 239
series, 237
series-shunt, 238
shunt, 238
voltage, 235

switch modulator, 276
synchronous detection, 279, 284,

345
systematic error, 358

T
T filter, 123
tachometer, 106

talk, 349
temperature coefficient, 22, 94
temperature sensor, 100, 108
T-equivalent circuit, 152
tesla, 97
thermistor, 101
thermocouple, 108

sensitivity, 109
thermoelectric sensors, 107
thermopile, 109
Thévenin, 63
Thévenin voltage, 64
Thomson coefficient, 110
Thomson effect, 109, 110
threshold voltage, 133
thyristor, 242
time base, 337
time constant, 80, 117
time meter, 344
time multiplexer, 243
toggle, 318, 323
track-hold, 245
transconductance, 40, 151, 171
transducer, 100

input, 15
output, 16

transfer
logarithmic, 71

transfer function, 58
complex, 52

transformer, 97, 100
LVDT, 105

transient error, 248
transistor

bipolar, 148
field effect, 167
model, 152
npn, 148
pnp, 148, 149
super-b, 149

Transistor-Transistor Logic, 314
triac, 242
triangle generator, 261
trigger

automatic, 338
delayed, 338
external, 338
level, 338

tri-state buffer, 299
true rms, 17
truth table, 308
TTL, 314
turn-off delay time, 236
turn-on delay time, 236
turns ratio, 100
twisting, 366
two-integrator oscillator, 260
two-port, 53, 64

U
uncertainty, 20, 358
uncorrelated, 74
unity feedback, 186
unity gain bandwidth, 195
up-counter, 325

V
valance band, 130
value

average, 29
mean, 29

varactor, 285
variable

acrosss-, 43
complex, 40, 50
I-, 43
imaginary, 50
Laplace, 54
real, 50
stochastic, 27
through-, 43
time, 52
V-, 43

variance, 30, 32, 359, 361, 362
VCF, 345
VCO, 266, 282, 343, 346
velocity, 105
Venn diagram, 312
virtual ground, 184
virtual instrument, 348, 354
virtual instrumentation, 354
voltage comparator, 215
voltage controlled filter, 345
voltage controlled oscillator, 266,

282, 343
voltage controlled resistance, 241
voltage divider, 237
voltage generator, 261
voltage limiter, 219
voltage matching, 68
voltage stabilization, 134
voltage stabilizer, 143
voltage switch, 235
voltage-to-current converter, 152
voltage-to-frequency converter,

267

W
weber, 97
Wheatstone bridge, 279, 366
white noise, 75, 344
Wien oscillator, 258
wired-OR, 350
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Z
Zener breakdown, 134
Zener diode, 134, 137, 143, 295
Zener reference, 343

Zener voltage, 134
zero, 58
zero drift, 22
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Electronic instrumentation
Electronic systems have made deep inroads into every aspect 
of daily life. One need only look around homes, offices and 
industrial plants to see that they feature almost everywhere. 
Indeed, it is practically impossible to name any appliances, tools 
or instruments that do not contain electronic components. In order 
to compete with rival companies or just remain a step ahead of 
them, the designers of technical systems and innovative products 
must be fully aware of both the assets and the limitations of 
electronic components and systems. Users of electronic systems 
also need to have a basic knowledge of electronic principles. 
In order to fully exploit an instrument’s potential, to be aware 
of its limitations, to correctly interpret the measurement results 
and to be able to arrive at well-balanced decisions relating to 
the purchasing, repairing, expansion or replacement of electronic 
equipment, all users of such systems also need to have a basic 
knowledge of electronic principles. 
This book offers such basic knowledge and provides guidance 
on how to obtain the relevant skills. The kinds of topics dealt 
with are operating principles, the performance of analog and 
digital components and circuits, and the precise characteristics 
of electronic measuring systems. Throughout the book, every 
endeavor is made to impart a critical attitude to the way in which 
such instruments should be implemented. 
Contents: 1. Measurement systems • 2. Signals • 3. Networks 
• 4. Mathematical tools • 5. Models • 6. Frequency diagrams 
• 7. Passive electronic components • 8. Passive filters • 9. PN 
diodes • 10. Bipolar transistors • 11. Fieldeffect transistors 
• 12. Operational amplifiers • 13. Frequency-selective transfer 
functions with operational amplifiers • 14. Non-linear signal 
processing with operational amplifiers • 15. Electronic switching 
circuits • 16. Signal generation • 17. Modulation • 18. Digital-
to-analogue and analogue-to-digital conversion • 19. Digital 
electronics • 20. Measurement instruments • 21. Measurement 
errors • Appendix • Answers to exercises • Index

About the author: at Delft University of Technology Paul Regtien 
managed several research projects on robotic sensors and 

instrumentation. Educational activities were courses on 
measurement science, measurement transducers, data 
acquisition and mechatronics.
In 1994 he became a full professor at the Twente 
University, Faculty of Electrical Engineering, The 
Netherlands, and head of the Laboratory for 

Measurement and Instrumentation. Present research activities 
are measurement science, imaging (optical, acoustic, tactile), 
mechatronics, sensor technology and instrumentation. 

URL about this book: http://www.vssd.nl/hlf/e008.htm

Published by VSSD

ISBN 90-71301-43-5   EAN 9789071301438

e008

VS
SD

cover9071301435 19-01-2006, 10:241

http://www.vssd.nl/hlf/e008.htm

	Electronic instrumentation
	Preface
	Contents



