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Preface

Optical communication technology has been extensively developed over the
last 50 years, since the proposed idea by Kao and Hockham [1]. However, only
during the last 15 years have the concepts of communication foundation, that
is, the modulation and demodulation techniques, been applied. This is pos-
sible due to processing signals using real and imaginary components in the
baseband in the digital domain. The baseband signals can be recovered from
the optical passband region using polarization and phase diversity tech-
niques, as well as technology that was developed in the mid-1980s.

The principal thrust in the current technique and technology differs dis-
tinctively in the processing of baseband signals in the discrete/sampled digi-
tal domain with the aid of ultra-high-speed digital signal processors and
analog-to-digital and digital-to-analog converters. Hence, algorithms are
required for such digital processing systems.

Over the years, we have also witnessed intensive development of digital
signal processing algorithms for receivers in wireless transceivers, and espe-
cially in band-limited transmission lines to support high-speed data com-
munications [2] for the Internet in its early development phase.

We have now witnessed applications and further development of the algo-
rithms from wireless and digital modems to signal processing in lightwave
coherent systems and networks. This book is written to introduce this new
and important development direction of optical communication technology.
Currently, many research groups and equipment manufacturers are attempt-
ing to produce real-time processors for practical deployment of these DSP-
based coherent transmission systems. Thus, in the near future, there will be
new and significant expansion of this technology due to demands for more
effective and memory-efficient algorithms in real time. Therefore, the author
believes that there will be new books addressing these coming techniques
and technological developments.

This book is organized into seven chapters. Chapter 1 gives an introduc-
tion and overview of the development of lightwave communication tech-
niques from intensity modulation direct detection, to coherent modulation
and detection in the early stage (1980s), to self-homodyne coherent in the last
decade of the 20th century, and then current digital signal processing tech-
niques in coherent homodyne reception systems for long-haul nondispersion
compensating multispan optical links. Thus, a view of the fiber transmission
property is given in Chapter 2. Chapter 3 then discusses the optical modula-
tion technique using external modulators, especially the modulation of the
inphase and quadrature phase components of the quadrature amplitude
modulation scheme.

X0
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Chapters 4 and 5 then introduce optical coherent reception techniques
and technological development in association with digital signal proces-
sors. Optical phase locking of the local oscillator and the channel carrier is
also important for performance improvement of reception sensitivity, and is
described in Chapter 5.

Chapters 6 and 7 present digital processing algorithms and their related
performances of some important transmission systems, especially those
employing quadrature modulation schemes, which are considered to be the
most effective ones for noncompensating fiber multispan links.

Further, the author would like to point out that the classical term “syn-
chronization systems” employed some decades ago can now be used in its
true sense to refer to DSP-based coherent reception transmission systems.
Synchronization refers to processing at the receiver side of a communica-
tions systems link, in order to recover optimal sampling times and compen-
sate for frequency and phase offsets of the mixing of the modulated channel
and local oscillator carriers, induced by the physical layers and transmission
medium. In digital optical communications, designs of synchronization algo-
rithms are quite challenging due to their ultrahigh symbol rates, ultrahigh
sampling rates, minimal memory storage and power consumptions, strin-
gent latency constraints, and hardware deficiencies. These difficulties are
coupled with the impairments induced by other nonlinear physical effects
in the linearly polarized guided modes of the single-mode fibers, when more
wavelength channels are multiplexed to increase transmission capacity.
Recently, there have been published works on synchronization algorithms
for the digital coherent optical communications systems, with some of these
aspects touched upon in this book, but still, little is known about the optimal
functionality and design of these DSP-based algorithms due to impacts of
synchronization error. We thus expect extensive research on these aspects
in the near future.

Finally, higher-order spectra techniques, a multidimensional spectrum
of signals with amplitude and phase distribution for processing in optical
coherent receivers, are introduced.

The author wishes to thank his colleagues at Huawei Technologies Co.
Ltd. for discussions and exchanges of processing techniques in analytical
and experimental works during the time that he worked in several fruit-
ful projects of advanced optical transmission systems. He also acknowl-
edges the initial development phases of major research projects funded by
the Australian Industry R&D Grant, involving development of DSP-based
algorithms with colleagues of CSIRO Australia and Ausanda Pty. Ltd. of
Melbourne, Australia. A number of his former PhD and undergraduate stu-
dents of Monash University of Melbourne, Australia have also contributed
to discussions and learning about processing algorithms for the minimum
shift keying self-heterodyne reception.

Last but not least, the author thanks his family for their understanding
during the time that he spent compiling the chapters of the book. He also
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thanks Ashley Gasque of CRC Press for her encouragement during the time
of writing each chapter of this book.

Le Nguyen Binh
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Overview of Optical Fiber Communications
and DSP-Based Transmission Systems

1.1 Introduction

Since the proposed “dielectric waveguides” in 1966 by Charles Kao and
George Hockham of Standard Telephone Cables (STC) Ltd. in Harlow of
England [1], optical fiber communication systems have used lightwaves as
carriers to transmit information from one place to the other. The distance of a
few meters in laboratory, to a few kilometers, to hundreds of kilometers, and
now thousands of kilometers in the first decade of this century with bit rates
reaching from few tens of Mb/s in late 1960s to 100 Gb/s and Tb/s at present.
Tremendous progress has been made though nearly the last 50 years due to
two main significant phenomena, the guiding of lightwaves in optical fibers
and transmission, and modulation and detection techniques. The progress
of long-haul transmission with extremely high capacity is depicted in Figure
1.1, with transmission distance reaching several thousands of kilometers of
one SMF (single mode fiber). We can see since the invention of optical ampli-
fiers, the Erbium doped fiber amplifier (EDFA), in the late 1980s, the dem-
onstration in experimental platform has reached 2.5 Gb/s, that is when the
attenuation of the transmission medium can be overcome and only the dis-
persion remains to be resolved, hence the dispersion management technique
developed to push the bit rate to 10 Gb/s. Thence the transmission capacity
is further increased with multiplexing of several wavelength channels in the
C-band as well as L- and S- bands. With gain equalization, the total capacity
was able to reach 40-100 Gbps in 1995. The exploitation of spectral efficiency
would then be exploded with further R&D and experimental demonstration
by deploying channels over the entire C-band and then over L- and S-bands
using hybrid amplifiers to reach 2000 Gb/s at the turn of this century. So over
the first decade of this century we have witnessed further progresses to push
the capacity with high spectral efficiency, coherent detection, and digital sig-
nal processing (DSP) techniques employed at both the transmitter and receiv-
ers to achieve 64 Tbps and even higher in the near future. Coherent detection
allows further gain in the receiver sensitivity and DSP, overcoming several



2 Digital Processing

64 Tbps
10° I) coherent—DSP
FEC o
6 Tbps
4
10° & hybrid OA
(EDFA + ROA) L4

Z 100 % Y 10 Tbps
=) coherent—DSP
g °
E 102 @ 320, 640
= PY FEC
=

101 40

® . OA gain equ
Dispersion
10° 25 management
Optical amp Year
Ie) Ie) I o) o) Op
1988 1990 1995 2000 2005 2010 2015
FIGURE 1.1

Experimentally demonstrated single-mode, single-fiber transmission capacity.

difficulties in coherent receiving and recovery of signals. Furthermore, the
modulation techniques such as QPSK, M-ary QAM, and spectral shaping
such as Nyquist and orthogonality have assisted in the packing of high sym-
bol rates in the spectrum whose bandwidth would be the same as that of
the symbol rate of the transmitted channels. DSP algorithms have also been
employed to tackle problems of dispersion compensation, clock recovery,
compensation on nonlinear effects, polarization dispersion, and cycle slip in
walk-off over transmission. It is noted that the transmission is a multi-span
optically amplified line and no dispersion compensation is used, unlike the
dispersion-managed transmission systems developed and deployed in sev-
eral terrestrial and undersea networks currently installed, as depicted in
Figures 1.2 and 1.3.

This chapter is thus organized as follows: the next section gives an over-
view of the fiber development over the last few decades and the important
features of the single- or even few-mode fibers currently attracting much
interest for increasing the transmission capacity. Section 1.3 then gives an
overview of advanced modulation techniques, and Section 1.4 gives an over-
view of coherent detection and DSP process. Details of DSP algorithms will
be discussed briefly, then later chapters will provide more details, along with
a description of improvement of transmission performance.

This introduction chapter is organized in the following sequence: The his-
torical aspects of optical guiding and transmission techniques over the last
50 years are outlined, followed by an introduction of present progress in the
processing of received signals as well as a brief explanation of the generation
of modulated signals in the digital domain.
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FIGURE 1.2
Global submarine cable systems.

1.2 From Few Mb/s to Tb/s: Transmission and Receiving
for Optical Communications Systems

1.2.1 Guiding Lightwaves over the Last 40 Years

Since the proposed dielectric waveguides, the idea of transmission via an
optical waveguide was like a lightening stroke through the telecommunica-
tion engineering, physics, and material engineering communities, alike. The
physicists, mathematicians, and electrical engineers were concerned with
the design of the optical waveguides, the guiding conditions, and the forma-
tion of the wave equations employed Maxwell’s equations and their solutions
for guiding and propagation, as well as the eigenvalue equations subject to
the boundary conditions, among others. Material engineers played a very
important role in determining the combination of elements of the guided
medium so that the scattering loss was minimal and, even more important,
that the fabrication of such optical waveguides and hence the demonstration
of the guided waves through such waveguides.

In 1970, the propagation and fabrication of circular optical waveguides were
then successfully demonstrated with only 16 dB/km at red line of 633 nm
wavelength, thus the name optical fibers, which consist of a circular core and
cladding layer. Don Keck’s research alongside two other Corning scientists,
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Optical fiber cable networks in Southeast Asia and the Australia Oceana Region.

Maurer and Schultz, transformed the communications industry to the fore-
front of the communications revolution, from narrow bandwidth with elec-
tromagnetic radiation to guiding lightwaves. Compared to the attenuation of
0.2 dB/km today, that attenuation factor was not ideal, but it did serve as a piv-
otal point in time for the current revolution of global information systems [2,3].

However, the employment of guided lightwaves in transmission for com-
munication purposes has evolved over the last four decades from multimode
to single mode, and then once again in the first decade of this century when
the few mode fibers attracted once again the “multimode” used in transmis-
sion to increase the total capacity per fiber. The detection of lightwaves also
evolves from direct to coherent, then direct self-homodyne, and then coher-
ent homodyne with analog-to-digital processing. The structure of transmis-
sion systems over the decades is depicted in Figure 1.4, which shows the
evolution of such system through the end of the twentieth century when
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Schematic structures of the first and recent single-mode optical transmission systems:
(a) single-mode non-DCF optically amplified transmission system with DSP-based coherent
detection, the fiber can be a single-mode or few-mode type; (b) nonoptically amplified repeated
link; (b) optically repeated transmission line with coherent reception. Note the optical trans-
mission line is non-DCF (dispersive) and hence a dispersive optically amplified link.

direct detection, in fact self-homodyne detection, with external modulation
of the lightwaves emitted from an external cavity laser whose line width is
sufficiently narrow and various modulation formats employed to exploit the
combat of dispersion and sensitivities of the optical receivers.

The transmission systems were limited due to attenuation or losses of the
fibers and associated components as well as the receiver sensitivity. The
transmission was at first operating in the 810 nm near the infrared region
due to availability of the source developed in GaAs. This wavelength is then
shifted to 1310 nm where the dispersion of the fiber is almost zero, thus lim-
ited only by the attenuation factor. This loss can be further reduced when
the wavelength is moved to 1550 nm at which the Rayleigh scattering for
silica-based fiber is lowest with a value of 0.2 dB/km. This is about half of the
attenuation factor at 1310 nm spectral region. However, at this wavelength
the dispersion is not zero. The attenuation was further eliminated by the
invention of optical amplification by erbium-doped fiber amplifiers.
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Optical amplification has changed design considerations for long-haul trans-
mission. With 30 dB gain in the optical domain the fiber attenuation becomes
negligible, and over 100 km or 80 km can be equalized without much difficulty
as far as the power to the optical channels can satisfy the amplification min-
imum input level. Furthermore, the insertion loss of integrated modulators
would pose no obstacle for their uses as external modulators, which would
preserve the linewidth of the laser and hence further reduce the dispersion
effects and then the pulse broadening. The schematic structure of this optically
amplified transmission system is shown in Figure 1.5e. Note also that distrib-
uted optical amplification such as Raman amplifiers are also commonly used
in transmission link, in which the distance between spans is longer than the
maximum optical gain provided by EDFA. Such requirement would normally
be faced by the designer in an overseas environment. For example, the optical
link between Melbourne Australia and Hobart of Tasmania, the large island
in the southern-most location of Australia. The coast-to-coast link distance is
about 250 km, and thus the EDFA is employed as a power booster and optical
pre-amplification of the receiver, and Raman pumping from both sides (i.e.,
co- and contra pumping with respect to the signal propagation direction) of
the link located on shore to provide a further 30 dB gain.

During the last decade of the twentieth century we witnessed an explosion
of research interests in pushing the bit rates and transmission distance with
the dispersion of the standard optical fibers compensated by dispersion com-
pensating fiber; that is, management of the dispersion of the transmission link
either by DCF or by distributed dispersion optical compensators such as fiber
Bragg gratings (FBG). However, the detection was still by direct detection, or
by self-homodyne detection and the processing was still in analog domain.

Another way of compensating the dispersion of the fiber link can be by
pre-distortion or chirping the phase of the lightwave source at the trans-
mitter. The best technique is to use the digital-to-analog conversion (DAC)
and to tailor the phase distortion of the lightwaves. This is done by modu-
lating the optical modulator by the analog outputs of the DAC, which can
be programmable and provide the flexibility that the sampling rate of DAC
can meet the Nyquist criteria. This can be met due to significant progresses
in the development of digital signal processors for wireless communication
systems and computing systems. Under such digital processing, the optical
signals can be pre-distorted to partially compensate the dispersion as well as
post compensation at the receiver DSP sub-systems.

The DSP field could then be combined with the opto-electronic detection
to advance the technology for optical communication systems.

Coherent detection has then been employed with DSP to overcome several
hurdles that were met by the development and research of coherent communi-
cations in the early 1980s, when single-mode fibers were employed. The limited
availability of narrow linewidth sources that would meet the requirement for
receiver sensitivities by modulation formats such as DPSK (differential phase
shift keying), DQPSK, FSK, MSK, and the recovery of clock for sampling, among
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Schematic structures of optical transmission systems over the decades: (a) earliest multimode
systems, (b) single-mode fiber transmission, (c) single-mode fiber as the transmission medium
with 1550 nm wavelength, (d) first optical coherent systems with external modulator and cav-
ity lasers and homodyne or heterodyne with polarization and phase diversity detection in
analog domain, and (e) optically amplified single-mode fiber links with lumped EDFA and
distributed Raman amplification.

others, can be resolved without much difficulty if ultra-high-speed analog-to-
digital converter (ADC) is available and combined with ultra-high-speed DSP.

Thus, we have witnessed once again significant progress in the DSP of
advanced modulated lightwaves and detection for ultra-long-haul, ultra-
sensitive optical fiber communications, without the management of disper-
sion. A generic schematic of the most advanced transmission is shown in
Figure 1.4b, in which both DAC and ADC at the transmitter receive analog
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signals produced from conventional coherent optical receivers. In contrast to
the coherent and DSP-based optical transmission, Figure 1.4a shows the first
single-mode optical fiber transmission system with several opto-electronic
repeaters, where the distance between them is about 40 km, deployed in
the 1980s. In these systems the data sequence must be recovered back into
the electrical domain, which is then used to modulate the lasers for further
transmission. The distance between these repeaters is about 40 km for a
wavelength of 1550 nm. It is at this distance that several housing infrastruc-
tures were built and remain to be the housing for present-day optical repeat-
ers, hence the span length of 80 km, with optical attenuation at about 22 dB
that fits well into the optical amplification using lumped amplifiers such as
the EDFAs for the C-band region of 1550 nm.

1.2.2 Guiding Lightwaves: Single Mode, Multimode, and Few Mode

Lightwaves are coupled into the circular dielectric waveguide, the optical
fiber whose refractive index profile consists of a core region and a circular
covering on the outside. The refractive index difference between the core and
the cladding regions would normally be very small, in order of less than 1%,
0.3% typically. The main principles of operation of such guiding lightwaves
are due to the condition that would satisfy the boundary conditions and the
guiding such that the interface between the core and cladding would not
contribute much to the scattering of the guided waves. Thus, typically the
dimension for standard single-mode optical fiber (SSMF) is a core diameter
~8.0 um, with a cladding of about 125 um to assure mechanical strength and
distribution of the tails of the guided waves in the core. The refractive index
is about ~0.3% and a mode spot size of about 4.2 pm. The operational param-
eters of the SSMF are a dispersion factor of 17 ps/nm km at 1550 nm with
a dispersion slope of 0.01 ps/um?, and a nonlinear coefficient of 2.3 x 102
um= with GeO,:doped silica as the core materials. The cutoff wavelength of
the SSMF is in the 1270-1290 nm range, above which only one single mode,
the fundamental mode LP;,, can be guided. This linearly polarized mode
consists of two polarized modes, the EH;; and HE,;, or the field distribution
is nearly the same but the polarizations of these modes are spatially orthogo-
nal. Under the nonuniformity of the core of the fiber, these two polarized
modes travel at different propagation velocity due to the difference in their
propagation constant and hence the delay difference. This delay difference is
termed as the polarization mode dispersion.

1.2.3 Modulation Formats: Intensity to Phase Modulation,
Direct to External Modulation

The invention and availability of optical amplification in the 1550 nm with
EDF has allowed integrated community reconsideration of the employment
of integrated optical modulators, especially the LiNbO;-based components
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Constellation of M-ary QAM with M =2 (a), 4 (b), 8 (c), and 16 (d).

due toreasonably high insertion loss, about 3—4 dB for a single Mach—Zehnder
interferometric modulator (MZIM). The MZIM offers significant features in
terms of bandwidth and extinction ration, defined as the difference in inten-
sity, or field between the “on” and “off.” The bandwidth of LiNbOj; can be up
to 50 GHz if the travelling wave electrode can be fabricated with the thick-
ness sufficiently high.

Thus we have seen in recent years several modulation formats, especially
the quadrature amplitude modulation (QAM) techniques in which both the
real and imaginary or inphase and quadrature components are used to con-
struct the constellation in the complex plane, as shown in Figure 1.6 for M =2,
4,8, and 16. The phase shift keying modulation formats were employed in the
first-generation optical communications in guided wave systems in the 1980s.

1.2.4 Coherent and Incoherent Receiving Techniques

Coherent, incoherent, or direct reception of the modulated and transmitted
lightwave modulated signals are currently considered, but depending on
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applications and whether they are in the long haul (carrier side), or metro-
politan access (client side, or access networks). Direct modulation should also
be considered as this solution for offering significantly inexpensive deploy-
ment in metro networks, while coherent solution would offer significant
advantages to long-haul transmission systems in terms of reach and symbol
rates or baud rates. Both incoherent and coherent systems can employ digital
processing techniques to improve the receiver sensitivity and error coding
to achieve coding gain, thus gaining longer transmission distance. We have
witnessed the development of chirp-managed lasers by taking advantage of
the biasing of distributed feedback laser (DFB) about 4 to 5 times the level of
the laser threshold, so that the inverse NRZ driving of the DFB would pro-
duce chirp and thence the phase difference between the “1” and “0” about
m_rads. Thus, any dispersion due to these pulses over long distances of fiber
would be cancelled out, hence the dispersion tolerance of such management
of the chirp by laser direct modulation.

1.2.5 Digital Processing in Advanced Optical Communication Systems

A generic block diagram of the digital coherent receiver and associate DSP
techniques is shown in the flow chart presented in Figure 1.6. Obviously
the reception of the modulated and transmitted signals is conducted via
an optical receiver in coherent mode. Commonly known in coherent recep-
tion techniques are homodyne, heterodyne, and now intradyne, which
are dependent on the frequency difference between the local oscillator
and that of the carrier of the received channel. For homodyne-coherent
detection, the frequency difference is nil, thus locking the local oscillator
frequency to that of the carrier of the channel is essential, while with het-
erodyne coherent detection there is a frequency difference that is outside
the 3 dB bandwidth of the channel. When the frequency difference is less
than the 3 dB and can be close to the carrier, then the coherent reception is
of intra-dyne type. Indeed this difference has degraded the first-generation
coherent reception systems for optical fiber communications in the mid-
1980s. With DSP, the phase carrier recovery techniques can be developed
and overcome these difficulties. Heterodyne reception would require an
electrical filter to extract the beating channel information outside the sig-
nal band and may become troublesome, with cross talks between received
channels. With the bit rate and symbol rate now expected to reach several
tens of GHz, as well as due to its complexity, heterodyne detection is not
the preferred technique.

For a DSP-based coherent receiver, the availability of a high-speed sam-
pling rate ADC is a must. However, with tremendous progress in digital tech-
nology, ADC at 56-64 GSa/s is available and the sampling speed is expected
to rise when 28 nm SiGe technologies are employed. In addition, significant
progress in the development of algorithms for processing the received sam-
pled data sequence in real time must be made, so that real-time recovery of
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data sequences can be realized. Currently, offline processing has been done to
ensure the availability of processing algorithms.

1.3 Digital Modulation Formats
1.3.1 Modulation Formats

In this book we concentrate on digital modulation formats as a way of car-
rying information over long distance via the use of the optical carrier. These
modulation formats have been developed over the last 50 years and are now
well known. However, for completeness we will provide a brief revision
of the concepts, as these will lead to further detailed understanding of the
modulation of the lightwaves in the optical domain.

The modulation of the lightwave carrier can be in the following forms:

The optical signal filed has the ideal form during the duration of one bit
period, given as

E(t) = Ep(Ha(t)cos[w ()t +q(t)] 0<t<T (1.1)

where E(t), Ep(f), a(f), (t), and 6(f) are the signal optical field, the polarized
field coefficient as a function of time, the amplitude variation, the optical fre-
quency change with respect to time, and the phase variation with respect to
time, respectively. Depending on the modulation of the carrier by amplitude,
frequency, or phase, as follows:

e For amplitude shift keying (ASK), the amplitude a(f) takes the value
a(t) > 0 for a “1” symbol and the value of 0 for a “0” symbol. Other val-
ues such as the angular frequency and the phase parameter remain
unchanged over one bit period.

¢ For phase shift keying (PSK), the phase angle 6(f) takes a value of ©
rad for a “1” symbol, and zero rads for the symbol “0” so that the dis-
tance between these symbols on the phase plane is at maximum, and
hence minimum interference or error can be obtained. These values
are changed accordingly if the number of phase states is increased, as
shown in Figure 1.7. The values of a(t), o(f), and E,(f) remain unchanged.

e For frequency shift keying (FSK), the value of w(f) takes the value w,
for the “1” symbol and @, for the “0” symbol. The values of a(t), 6(t),
and E,(f) remain unchanged. Indeed, FSK is a form of phase modula-
tion provided that the phase is continuous. Sometimes continuous
phase modulation is also used as the term for FSK. In the case that
the frequency spacing between @, and @, equals to a quarter of the
bit rate, then the FSK is called minimum shift keying.
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¢ For polarization shift keying (PolSK), we have E,(f) taking one direc-
tion for the “1” symbol and the other for the “0” symbol. Sometimes
continuous polarization of light waves is used to multiplex two opti-
cally modulated signal sequences to double the transmission capacity.

e Furthermore, to increase the transmission capacity there is a pos-
sibility to increase the number of bits per symbol by using M-ary
QAM, such as 16 QAM, 32 QAM, or 64 QAM, for which constella-
tions are as shown in Figures 1.8 and 1.9. However, the limitation is
that the required OSNR would be increased accordingly. For exam-
ple, an extra 6-7 dB would be required for 16 QAM as compared to
QPSK, which is a 4 QAM. The estimated theoretical BER versus SNR
is depicted in Figure 1.10 by using the bertoool.m in MATLAB®.

Clearly we can observe that at a BER of le—4 the required energy per bit
of 16 QAM is about 5 dB above that required for QPSK. So where can we get
this energy for a symbol in the optical domain? We can naturally increase
the carrier power to achieve this, but this will hit the threshold level of non-
linear effects, thus further penalty. This can be resolved by a number of
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techniques that will be explained in detail in the corresponding chapters
related to transmission systems.

1.3.2 Pulse Shaping and Modulations for High Spectral Efficiency
1.3.2.1 Partial Response

The M-ary-QAM digital modulation formats form the basis of modulation
for digital optical fiber communications systems due to the availability of
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the integrated PDM 1Q-modulator, which can be fabricated on the LiNbO,
substrate for multiplexing the polarized modes and modulating both the
inphase and quadrature phase components. We have witnessed tremendous
development of transmission using such modulators over the last decade.
Besides these formats, the pulse shaping does also play an important part in
these advanced systems; the need to pack more channels for a given limited
C-band motivates several research groups in the exploitation of the employ-
ment of partial signal technique, such as the duobinary or vestoigial single-
side band and Nyquist pulse shaping.

They include nonreturn-to-zero (NRZ), return-to-zero (RZ), and duobinary
(DuoB). RZ and NRZ are of binary-level format, taking two levels “0” and
“1,” while DuoB is a tri-level format, taking the values of “~1 0 1.” The -1
in optical waves can be taken care of by an amplitude of “1” and a phase of ©
phase shift with respect to the “+1,” which means a differential phase is used
to distinguish between the +1 and —1 states.

The modulated lightwaves at the output of the optical transmitter are then
fed into the transmission fibers and fiber spans, as shown in Figure 1.7.

1.3.2.2 Nyquist Pulse Shaping

One way to shape the pulse sequence is to employ the Nyquist pulse-shaping
techniques; that is, the pulse spectrum must satisfy the three Nyquist cri-
teria. Considering the rectangular spectrum with a sinc, that is ((sin x)/x),
time-domain impulse response, at the sampling instants t =kT (k=1,2..., N
as nonzero integer) its amplitudes reach zero, implying that at the ideal sam-
pling instants, the ISI from neighboring symbols is thus negligible, or free of
intersymbol interference (ISI). Figure 1.11 depicts such Nyquist pulse and
its spectrum for either a single channel or multiple channels. Note that the
maximum of the next pulse raise is the minimum of the previous impulse of
the consecutive Nyquist channel.

Now considering one sub-channel carrier 25 GBaud PDM-DQPSK signal,
then the resulting capacity is 100 Gbps for a sub-channel, hence to reach
1 Tbps, 10 sub-channels would be required. To increase the spectral efficiency,
the bandwidth of these 10 sub-channels must be packed densely together.
The most likely technique for packing the channel as close as possible in the
frequency with minimum ISI is the Nyquist pulse shaping. Thus the name
Nyquist-WDM system is used. However, in practice, such “brick-wall-like”
spectrum shown in Figure 1.11 is impossible to obtain, and hence a nonideal
solution for non-ISI pulse shape should be found so that the raise cosine pulse
with some roll-off property condition can be met.

The raised-cosine filter is an implementation of a low-pass Nyquist filter,
that is, one that has the property of vestigial symmetry. This means that its
spectrum exhibits odd symmetry, about 1/2T;, where T, is the symbol-period.
Its frequency-domain representation is a brick-wall-like function, given by
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This frequency response is characterized by two values: f3, the roll-off fac-
tor, and T,, the reciprocal of the symbol rate in Sym/s, that is 1/2T,, which is
the half bandwidth of the filter. The impulse response of such a filter can
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be obtained by analytically taking the inverse Fourier transformation of
Equation 1.2, in terms of the normalized sinc function, as

n(t) = sinc(t)cos(pbt/TS)Z (13)

T. )1 2000t/ T.)

where the roll-off factor, B, is a measure of the excess bandwidth of the fil-
ter, that is, the bandwidth occupied beyond the Nyquist bandwidth as from
the amplitude at 1/2T. Figure 1.12 depicts the frequency spectra of a raised
cosine pulse with various roll-off factors. Their corresponding time domain
pulse shapes are given in Figure 1.13.

When used to filter a symbol stream, a Nyquist filter has the property of
eliminating ISI, as its impulse response is zero at all nT (where 7 is an inte-
ger), except when n = 0. Therefore, if the transmitted waveform is correctly
sampled at the receiver, the original symbol values can be recovered com-
pletely. However, in many practical communications systems, a matched

Z0) o

— B=025

—_B=05
B=1

FIGURE 1.13
Impulse response of a raised-cosine filter with the roll-off factor ff as a parameter.



18 Digital Processing

filter is used at the receiver, so as to minimize the effects of noises. For zero
ISI, the net response of the product of the transmitting and receiving filters
must equate to H(f), thus we can write:

Hx(f)H:(f) = H(f) (14)

Or alternatively, we can rewrite that
Hx(F)] = [Hr(F)] = [H() (15)

The filters that can satisfy the conditions of Equation 1.5 are the root-raised-
cosine filters. The main problem with root-raised-cosine filters is that they
occupy larger frequency bands than that of the Nyquist sinc-pulse sequence.
Thus, for the transmission system we can split the overall raised cosine filter
with the root-raise cosine filter at both the transmitting and receiving ends,
provided the system is linear. This linearity is to be specified accordingly. An
optical fiber transmission system can be considered linear if the total power
of all channels is under the nonlinear SPM threshold limit. When it is over
this threshold, a weakly linear approximation can be used.

The design of a Nyquist filter influences the performance of the overall
transmission system. Oversampling factor, selection of roll-off factor for dif-
ferent modulation formats, and FIR Nyquist filter design are key parameters
to be determined. If taking into account the transfer functions of the overall
transmission channel, including fiber, WSS, and the cascade of the transfer
functions of all O/E components, the total channel transfer function is more
Gaussian-like. To compensate this effect in the Tx-DSP, one would thus need
a special Nyquist filter to achieve the overall frequency response equiva-
lent to that of the rectangular or raised cosine with roll-off factors shown in
Figure 1.13. The spectra of data sequences for which pulse shapes follow a
rectangle and a sinc function are shown in Figure 1.14a and b. The spectrum
of a pulse sequence of the raised cosine function shows its close approxima-
tion to a sinc function. This will allow effective packing of adjacent informa-
tion channels and transmission.

1.4 Optical Demodulation: Phase and Polarization
Diversity Technique
A generic schematic of the transmission is depicted in Figure 1.7. The output-

transmitted signals that are normally distorted are then detected by a digi-
tal optical receiver. The main function of this optical receiver is to recognize
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whether the current received and therefore the “bit symbol” voltage at the
output of the amplifiers following the detector is a “1” or “0.” The modula-
tion of amplitude, phase, or frequency of the optical carrier requires an optical
demodulation. That is, the demodulation of the optical carrier is implemented
in the optical domain. This is necessary due the extremely high frequency of
the optical carrier (in order, or nearly 200 THz for 1550 nm wavelength); it is
impossible to demodulate in the electronic domain by direct detection using a
single photo-detector. The second most common technique is coherent detec-
tion by mixing the received signals with a local oscillator laser. The beating
signal in photodetection with square law application would result in three
components: one is the DC component, and the other two located at the sum-
mation and the difference of the two lightwave frequencies. Tone, thus, is very
far away in the electrical domain and only the difference component would
be detected in the electrical domain provided that this difference is within
the bandwidth of the electronic detection and amplification. Indeed, it is quite
straightforward to demodulate in the optical domain using optical interferom-
eters to compare the phases of the carrier in two consecutive bits for the case
of differential coding, which is commonly used to avoid demand on absolute
stability of the lightwave carrier.

However, the phase and frequency of the lightwave signals can be recov-
ered via an intermediate step by mixing the optical signals with a local oscil-
lator, a narrow linewidth laser, to beat it to the baseband or an intermediate
frequency region. This is known as the coherent detection technique. Figure
1.15 shows the schematics of optical receivers using direct detection and
coherent detection. If both polarization modes of the fiber line are employed,
then a 90° hybrid coupler would be used to split and mix the polarization of
both the received channels and the local oscillator. Further, the optical fre-
quency regions of the lightwaves employed for optical communications are
indicated in Figure 1.16. In this case, the terms polarization and phase diver-
sity coherent detection can be used. As we can see, 4 pairs of photodetectors
are connected back to back as balanced detectors. They are required for detec-
tion of two polarized channels and two pairs of the in-phase and quadra-
ture components of the QAM modulated channels. The received signals are
sampled by an ultra-high speed analog to digital converter (ADC) and then
processed in realtime by algorithms stored a DSP. Figure 1.17 shows generic
flow diagram of the algorithm which are commonly employed in the digital
processing of transmitted signals. Figure 1.18 shows the schematic diagram
of a DSP-based coherent optical receiver in which both the analog and digital
processing parts are included.

The main difference between these detection systems and those presented in
several other textbooks is the electronic signal processing sub-system follow-
ing the detection circuitry. In the first decade of this century we have witnessed
tremendous progress in the speed of electronic ultra-large-scale integrated cir-
cuits, with the number of samples per second now reaching a few tens of GSa/s.
This has permitted considerations for applications of DSP of distorted received
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FIGURE 1.16
Electromagnetic spectrum of waves for communications, and lightwaves region for silica-
based fiber optical communications.
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Schematics of optical receivers employing coherent detection and DSP. PDP = photodetector
pair connected back to back.

optical signals in the electronic domain. Thus, flexibility in the equalization of
signals in transmission systems and networks is very attractive.

1.5 Organization of the Book Chapters

The chapters of this book are dedicated to the latest development in research
and practical systems to date. The presentation of this book follows the inte-
gration of optical components and digital modulation and DSP techniques in
coherent optical communications in the following manner.

Chapter 2 briefly summarizes the fundamental properties of the waveguid-
ing phenomena, especially the polarization modes and few mode aspects in
optical fibers and essential parameters of such waveguides that would influ-
ence the transmission and propagation of optical modulated signals through
the circular optical waveguide. This chapter presents the static parameters,
including the index profile distribution and the geometrical structure of the
fiber, the mode spot size and mode field diameter of optical fibers, and thence
the estimation of the nonlinear self-phase modulation effects. Operational
parameters such as group velocity, group velocity dispersion, and disper-
sion factor and dispersion slope of single-mode fibers as well as attenuation
factors are also given. The frequency responses, including impulse and step
responses, of optical fibers are also given, so that the chirping of an opti-
cally modulated signal can be understood from the point of view of phase
evolution when propagating through an optical fiber, a quadratic phase
modulation medium. The propagation equation, the nonlinear Schroedinger
equation (NLSE) that represents the propagation of the complex envelope of
the optical signals, is also described so that the modeling of the signal propa-
gation can be related.

Chapter 4 describes the optical receiver configurations based on principles
of coherent reception and the concepts of polarization, phase diversity, and



24 Digital Processing

DSP technique. A local oscillator (LO) is required for mixing with the spec-
tral components of the modulated channel to recover the signals back to the
base band. Any jittering of the central frequency of the LO would degrade
the system performance. The DSP algorithms in real time will recover the
carrier phase, but only within a certain limit or tolerance of the carrier fre-
quency. Thus, an optical phase locking may be required. This technique is
presented in Chapter 5.

Chapter 6 outlines the principles of DSP and associated algorithms for dis-
persion compensation, carrier phase recovery, and nonlinear equalization
by Volterra transfer functions and back propagation, Nyquist post filtering,
and pre-filtering.

Chapter 7 then gives detailed designs, experimental and field demonstra-
tions, and transmission performance of optical transmission systems employ-
ing DSP technique.

Chapter 8 introduces processing techniques in frequency domain, employ-
ing higher-order spectral techniques for both DSP-based coherent receivers
and photonic processing, incorporating nonlinear optical waveguides for
optical multi-dimensional spectrum identification.
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Optical Fibers: Guiding and
Propagation Properties

2.1 Optical Fibers: Circular Optical Waveguides
2.1.1 General Aspects

Planar optical waveguides compose a guiding region, a slab imbedded
between a substrate and a superstrate having identical or different refrac-
tive indices. The lightwaves are guided by the confinement of the lightwaves
with oscillation solution. The number of oscillating solutions that satisfy the
boundary constraints is the number of modes that can be guided. The guid-
ing of lightwaves in an optical fiber is similar to that of the planar wave-
guide, except the lightwaves are guiding through a circular core embedded
in circular cladding layer.

Within the context of this book, optical fibers would be most relevant
as the circular optical waveguides that can support single mode with two
polarized modes or few modes with different polarizations. We should point
out the following development in optical fiber communications systems.

¢ Step-index and graded index multimode optical fibers find very lim-
ited applications in systems and networks for long-haul applications.

¢ Single-mode optical fibers have structured with very small differ-
ence in the refractive indices between the core and cladding regions.
Thus, the guiding in modern optical fiber for telecommunications
is called “weakling” guiding. This development was intensively
debated and agreed upon by the optical fiber communications tech-
nology community during the late 1970s.

e The invention of optical amplification in rare-earth doped, single-
mode optical fibers in the late 1980s has transformed the design and
deployment of optical fiber communications systems and networks
in the last decade and the coming decades of the twenty-first cen-
tury. The optical loss of the fiber and the optical components in the

25
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optical networks can be compensated for by using these fiber in-line
optical amplifiers.

* Therefore, the pulse broadening of optical signals during transmis-
sion and distribution in the networks becomes much more impor-
tant for system design engineers.

® Recently, due to several demonstrations of the use of digital sig-
nal processing of coherently received modulated lightwaves, mul-
tiple input-multiple output (MIMO) techniques can be applied to
enhance significantly the sensitivity of optical receivers and thus
the transmission distance and the capacity of optical communication
systems [1]. MIMO techniques would offer some possibilities of the
uses of different guided modes through a single fiber, for example,
few mode fibers that can support more than one mode but not too
many, as in the case of multimode types. Thus the conditions under
which circular optical waveguides can operate as a few-mode fibers
are also described in this chapter.

Owing to the above development we shall focus the theoretical approach
to the understanding of optical fibers on the practical aspects for designing
optical fibers with minimum dispersion or for a specified dispersion factor.
This can be carried out by, from practical measurements, the optical field dis-
tribution that would follow a Gaussian distribution. Knowing the field dis-
tribution, one would be able to obtain the propagation constant of the single
guided mode, the spot size of this mode, and thus the energy concentration
inside the core of the optical fiber. The basic concept of optical dispersion by
using the definition of group velocity and group delay we would be able to
derive the chromatic dispersion in single-mode optical fibers. After arming
ourselves with the basic equations for dispersion we would be able to embark
on the design of optical fibers with a specified dispersion factor.

2.1.2 Optical Fiber: General Properties
2.1.2.1 Geometrical Structures and Index Profile

An optical fiber consists of two concentric dielectric cylinders. The inner cyl-
inder, or core, has a refractive index of #n(r) and radius a. The outer cylinder,
or cladding, has index n, with n(r) > n, and a larger outer radius. A core of
about 4-9 um and a cladding diameter of 125 um are the typical values for
silica-based single-mode optical fiber. A schematic diagram of the structure
of a circular optical fiber is shown in Figure 2.1. Figure 2.1a shows the core
and cladding region of the circular fiber, while Figures 2.1b and 2.1c show the
figure of the etched cross sections of a multimode and single mode, respec-
tively. The silica fibers are etched in a hydroperoxide solution so that the core
region doped with impurity would be etched faster than that of pure silica,
thus the exposure of the core region as observed. Figure 2.2 shows the index
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(@) (b)

FIGURE 2.1

(@) Schematic diagram of the step-index fiber: coordinate system, structure. The refractive
index of the core is uniform and slightly larger than that of the cladding. For silica glass, the
refractive index of the core is about 1.478 and that of the cladding about 1.47 at 1550 nm wave-
length region. (b) Cross-section of an etched fiber—multimode type—50 micrometer diameter.
(c) Single-mode optical fiber etched cross-section.
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FIGURE 2.2
(a) Refractive index profile of a graded index profile; (b) fiber cross-section and step index pro-
file with a as the radius of fiber.
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profile and the structure of circular fibers. The refractive index profile can be
step or graded.

The refractive index n(r) of a circular optical waveguide is usually changed
with radius r from the fiber axis (v = 0) and is expressed by

n3(r) = n2 + NAZS(;) 2.1)

where NA is the numerical aperture at the core axis, while s(r/a) represents
the profile function that characterizes any profile shape (s = 1 at maximum)
with a scaling parameter (usually the core radius).

For a step-index profile, the refractive index remains constant in the core
region, thus

’ 1 r<a hence n r<a
_ ref _index 2 _
S() = — = n(r) = 2.2)
0 r>a ny r>a

For a graded-index profile, we can consider the two most common types of
graded-index profiles: power-law index and the Gaussian profile.

For power-law index profile, the core refractive index of optical fiber is
usually following a graded profile. In this case, the refractive index rises
gradually from the value n, of the cladding glass to value n, at the fiber axis.
Therefore, s(r/a) can be expressed as

r 1_(,,)6 forr <a
s() = a (2.3)

0 forr<a

with o as power exponent. Thus, the index profile distribution n(r) can be
expressed in the usual way, by using Equations 2.3 and 2.2, and substituting
NA? = n? —ns.

5 nlzl:l—ZA(r)a:I forr<a
n*(r) = a 24)

n3 forr >a

A = (NA?/n?) is the relative refractive difference with small difference
between that of the cladding and the core regions. The profile shape given
in Equation 2.4 offers three special distributions: (i) o= 1: the profile function
s(r/a) is linear and the profile is called a triangular profile; (ii) oc = 2: the profile
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is a quadratic function with respect to the radial distance and the profile is
called the parabolic profile; and (iii) ¢« = oo; then the profile is a step type.

For Gaussian profile, the refractive index changes gradually from the core
center to a distance very far away from it, and s(r) can be expressed as

S(r)z A 5

a

2.1.3 Fundamental Mode of Weakly Guiding Fibers

The electric and magnetic fields E(r,¢,z) and H(r,¢,z) of the optical fibers in
cylindrical coordinates can be found by solving Maxwell’s equations. Only
the lower-order modes of ideal step index fibers are important for digital
optical communication systems. The fact is that for A < 1%, the optical waves
are confined very weakly and are thus gently guided. Thus, the electric and
magnetic fields E and H can then take approximate solutions of the scalar
wave equation in a cylindrical coordinate system (x,6,¢),

|::r2 + %% + kznf]j (r) = b*j(r) (2.6)

where 1, =n,, n,, and @(r) is the spatial field distribution of the nearly trans-
verse EM waves.

E =y (ne™
1/2 "
e 2
H =|%| E="FE 27
-(8] B2 27

With E,, E., H,, H, negligible, e = eyn3 and Z, = (g, 4y)"/? is the vacuum imped-
ance. We can assume that the waves can be seen as a plane wave travelling
down along the fiber tube. This plane wave is reflected between the dielec-
tric interfaces; in another word, it is trapped and guided along the core of
the optical fiber. Note that the electric and magnetic components are spa-
tially orthogonal with each other. Thus, for a single mode there are always
two polarized components that are then the polarized modes of single-mode
fiber. It is further noted that the Snell’s law of reflection would not be appli-
cable for single-mode propagation, but Maxell’s equations. However, we will
see in the next section that the field distribution of single-mode optical fibers
follows closely to that of a Gaussian shape. Hence the solution of the wave
Equation 2.6 can be assumed, and hence the eigenvalue or the propagation
constant of the guided wave can be found or optimized to achieve the best
fiber structure. However, currently due to the potentials of digital signal
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processing, the uses of the modes of multimode fibers can be beneficial, so
few mode optical fibers are intensively investigated.

Thus, in the next section we give a brief analysis of the wave equations
subject to the boundary conditions, so that the eigenvalue equation can be
found, the propagation or wave number of the guided modes can be found,
and hence the propagation delay of these group of lightwaves along the fiber
transmission line. Then we will revisit the single-mode fiber with a Gaussian
mode field profile to give insight into the weakly guiding phenomenon that
is so important for the understanding of the guiding of lightwaves over very
long distance with minimum loss and optimum dispersion, the group delay
difference.

2.1.3.1 Solutions of the Wave Equation for Step-Index Fiber

The field spatial function ¢(r) would have the form of Bessel functions given
by Equation 2.6 as

AM 0 < r < a—core
Jo(u)

i) = 28)
A Kotor/a) r > a—cladding
Ko(n)

where J; K, are the Bessel functions of the first kind and modified of second
kind, respectively, and u,v are defined as

Y = ko - p? 29)
Z)2
O = K + b2 (2.10)

Thus, following the Maxwell’s equations relation, we can find that E, can
take two possible orthogonal solutions,

u]l(ur)
_\a
£ __ A (snE)] Jow
7 kan,\cosf vKl(W)
a

Ko (v)

forO<r<a

@.11)

forr >a
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The terms u and v must simultaneously satisfy two equations
u* +v* = V? = ka(n — n2)"? = kan,(2A)"? (2.12)

u J1(u) -0 Ki(v)
Jo(u) Ko(v)

2.13)

where Equation 2.13 is obtained by applying the boundary conditions at the
interface r = a (E, is the tangential component and must be continuous at this
dielectric interface). Equation 2.13 is commonly known as the eigenvalue
equation of the wave equation, bounded by the continuity at the boundary
of the two dielectric media, hence the condition for guiding in the transverse
plane such that the maximum or fastest propagation velocity in the axial
direction. The solution of this equation would give specific discrete values of
B, the propagation constants of the guided lightwaves.

2.1.3.2 Single and Few Mode Conditions

Over the years, since the demonstration of guiding in circular optical wave-
guides, the eigenvalue Equation 2.13 is employed to find the number of
modes supported by the waveguide and their specific propagation constants.
Hence, the Gaussian mode spatial distribution can be approximated for the
fundamental mode based on experimental measurement of the mode fields,
and the eigenvalue equation would no longer needed when single-mode
fiber (SMF) is extensively used. However, under current extensive research
interests in the spatial multiplexing in DSP-based coherent optical commu-
nication systems, few mode fibers have attracted quite a lot of interest due
to their potential supporting of many channels, with their modes and their
related filed polarizations. This section is thus extended to consider both the
fundamental mode and higher-order modes.

Equation 2.12 shows that the longitudinal field is in the order of u/(kan,),
with respect to the transverse component. In practice, with A « 1, by using
Equation 2.12, we observe that this longitudinal component is negligible com-
pared with the transverse component. Thus the guided mode is transversely
polarized. The fundamental mode is then usually denominated as LP;; mode
(linearly polarized mode) for which the field distribution is shown in Figures
2.5a and 2.5b. The graphical representation of the eigenvalue Equation 2.13
calculated as the variation of b = (B/k) as the normalized propagation constant
and the V-parameter is shown in Figure 2.6d. There are two possible polar-
ized modes; the horizontal and vertical polarizations that are orthogonal to
each other. These two polarized modes can be employed for transmission of
different information channels. They are currently exploited, in the first two
decades of this century, in optical transmission systems employing polariza-
tion division multiplexed so as to offer the transmission bit rate to 100 Gb/s
and beyond. Furthermore, when the number of guided modes is higher than
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two polarized modes, they do form a set of modes over which information
channels can be simultaneously carried and spatially demultiplexed at the
receiving end, so as to increase the transmission capacity as illustrated in
Figures 2.5a and 2.5b [2,3]. Such few mode fibers are employed in the most
modern optical transmission system, for which the schematic is shown in
Figure 2.3. Mode multiplexer acts as mode spatial mixing and likewise, the
demultiplexer splits the modes LP,;, LP;, into individual modes. The demul-
tiplexer then converts them to LP, mode field and then injects them into
SMEF to feed into the coherent receiver. Obviously there must be mode spatial
demultiplexing and then modulation and then multiplexing back into the
transmission fiber for transmission. Similar structures would be available at
the receiver to separate and detect the channels. Note the two possible polar-
izations of the mode LP;;. Note that there are 4 polarized modes of the LP,;

Collimating lens

Mode converter Beam-combined mode

Few modes of fiber

n O e doooC (transmission fiber)
LPy, o
—o{F--+m =
LPy, g
SMF a
Mirror =
]
Mode spatial g
multiplexer Mode converter 5
LPyy — LPy, E.
©
H-polarization g'
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DSP-
coherent A -
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|
I
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I
FMF :
|

Mode converter
\ LP,, —> LP; V-polarization
e

FIGURE 2.3
Mode fiber employed as a spatial multiplexing and demultiplexing in DSP-based coherent
optical transmission systems operating at 100 Gb/s and higher bit rate.
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mode; only two polarized modes are shown in this diagram. The delay due
to the propagation velocity, from the difference in the propagation constant,
can be easily compensated in the DSP processing algorithm, similar to that
due to the polarization mode dispersion (PMD). The main problem to resolve
in this spatial mode multiplexing optical transmission system is the optical
amplification for all modes so that long-haul transmission can be achieved;
that is, the amplification in multimode fiber structure (Figure 2.4).

The number of guided modes is determined by the number of intersect-
ing points of the circle of radius V and the curves representing the eigen-
value solutions (2.13). Thus, for a single-mode fiber the V-parameter must be
less than 2.405 and for few-mode fiber this value is higher. For example, if
V =2.8 we have three intersecting points between the circle of radius V and
three curves, then the number of modes would be LP,, LP,;, and their cor-
responding alternative polarized modes as shown in Figures 2.5b and 2.5c.
The optic arrangement shown in Figure 2.5d is used to split the LP modes
and their corresponding polarizations. For single mode there are two polar-
ized modes whose polarizations can be vertical or horizontal. Thus, an SMF

Beam
splitters

(c) (d)
.\J SMF

FMF

P, wem - TA K7 —
NV Ued 1N U J
—Mm N P
Phase ISMF
plates Py,
(e)
LPY, LPL

FIGURE 2.4

(@), (b), and (c) Intensity profiles of first few order modes of a few-mode optical fiber employed
for 5 x 65 Gbps optical transmission system [4] and optical system arrangement for spatially
demux and mux of modal channels. (d) Setup of optical system for spatial demultiplexing the
LP modes and their polarizations. (e) Horizontal [H] and vertical [V] polarized modes LPyH.
Amplitude mode field distribution for LP;, with H and V as horizontal and vertical polariza-
tion directions, respectively. Polarization directions indicated by arrows. (Adapted from S.
Randel, Optics Express, 19(17), 16697, Aug 2011.)
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FIGURE 2.5

(a) Spectrum of guided modes in a few/multi-mode fiber, numbers indicate order of modes.
(b) Calculated intensity distribution of LP-guided modes in a step-index of optical fibers with
V =7. (c) Electric and magnetic field distribution of an LP; mode polarized along Ox (H-mode)
and Oy (V-mode) of the fundamental mode of a single-mode fiber.

is not a monomode but supports two polarized modes! The main issues are
also on the optical amplification gain for the transmission of modulated sig-
nals in such few mode fibers. This remains to be the principal obstacle.

We can illustrate the propagation of the fundamental mode and higher-
order modes as in Figures 2.6a and 2.6b. The rays of these modes can be
axially straight or skewed and twisted around the principal axis of the fiber.
Thus, there are different propagation times between these modes. This
property can be employed to compensate for chromatic dispersion effect [5].
Figure 2.6 shows a spectrum of the graphical solution of the modes of optical
fibers. In Figure 2.6d, the regions of single operation and then a higher order,



Optical Fibers

(a) Core glass 1,>n,

P n
g Alr 1y 1( \\Cladding glass 1, ( 2
=4
= AY
iy
( ) Cladding glass n, )
&)

Low order High order
\ _ Cladding

Airng = 1( \ \ glass n, ()
N\ \/

125 um

D=
2w,

—
o
=

125 um
=50 pm
Q
=]
@
@,
%
=
S
v
.5{
<
L 4

D

2a
(—\
N —

Cladding glass 7, ’

,\
(g}

)

IS

LP.
31 Lp,,

|

LP,

(=]
—_
ok
w
'S
St
(=)}

@10

Normalized propagation constant—b

uor3a1 19pIo

V—normalized frequency

FIGURE 2.6

35

(@) Guided modes as seen by “a ray” in the transverse plane of a circular optical fiber; “Ray”
model of lightwave propagating in single-mode fiber. (b) Ray model of propagation of different
modes guided in a few/multi-mode graded-index fiber. (c) Graphical illustration of solutions
for eigenvalues (propagation constant—wave number of optical fibers). (d) b-V characteristics

of guided fibers.
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FIGURE 2.7

7/2 hybrid coupler for polarization demultiplexing and mixing with local oscillator in a coher-
ent receiver of modern DSP-based optical receiver for detection of phase-modulated schemes.

second-order mode regions as determined by the value of the V-parameter
are indicated. Naturally, due to manufacturing accuracy, the mode regions
would be variable from fiber to fiber (Figure 2.7).

2.1.3.3 Gaussian Approximation: Fundamental Mode Revisited

We note again that the E and H are approximate solutions of the scalar wave
equation and the main properties of the fundamental mode of weakly guid-
ing fibers that can be observed as follows:

e The propagation constant f3 (in z-direction) of the fundamental mode
must lie between the core and cladding wave numbers. This means
the effective refractive index of the guided mode lies within the
range of the cladding and core refractive indices.

e Accordingly, the fundamental mode must be a nearly transverse
electro-magnetic wave as described by Equation 2.7.

2p1’l 2 2pn 1

<b< (2.14)

e Thespatial dependence y(r) is a solution of the scalar wave Equation 2.6.

The main objectives are to find a good approximation for the field y(r)
and the propagation constant f. This can be found though the eigenvalue
equation and the Bessel’s solutions as shown in previous section. It is desir-
able if we can approximate the field to a good accurate number to obtain
simple expressions to have a clearer understanding of light transmission
on single-mode optical fiber without going through graphical or numeri-
cal methods. Furthermore, experimental measurements and numerical
solutions for step and power-law profiles show that y(r) is approximately
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Gaussian in appearance. We thus approximate the field of the fundamental
mode as

1 r

Il @15

where 7, is defined as the spot size, that is, at which the intensity equals to
e of the maximum. Thus, if the wave Equation 2.6 is multiplied by ry(r) and
using the identity

. d%j . dj d( _dj) (dj)2
7 — T —r| — 21()

then, by integrating from 0 to infinitive and using [¥ (d3 /dr)]; = 0 we have

J:l—(ii)z + kK*n*(r)3 2]rdr
J: ri*dr

The procedure to find the spot size is then followed by substituting w(r)
(Gaussian) in Equation 2.15 into 2.17, then differentiating and setting (8*f/6r)
evaluated at 7, to zero; that is, the propagation constant f3 of the fundamental
mode must give the largest value of r,. Therefore, knowing r, and f, the fields
E,and H, (Equation 2.7) are fully specified.

(2.17)

b? =

2.1.3.3.1 Step-Index Profile

Substituting the step-index profile given by Equation 2.7 and w(r) into
Equation 2.15 and then Equation 2.17 leads to an expression for 8 in terms
of r, given by

V=NA‘k~a=NA2Tpa (218)
The spot size is thus evaluated by setting
== =0 (2.19)
and 7, is then given by

=" (2.20)
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Substituting Equation 2.20 into Equation 2.18 we have
(ab)* = (akn;)* —=InV? -1 (2.21)
This expression is physically meaningful only when V > 1; that is, when 7,
is positive which is naturally feasible.

2.1.3.3.2 Gaussian Index Profile Fiber

Similarly, for the case of a Gaussian index profile, by following the proce-
dures for step-index profile fiber we can obtain

2
2 2 a V?
bY = (amk) [ 2] +
(ab)” = (amik) (7’0) a . (2.22)
o
and
2 2
5= Va 1 by using de =0 (2.23)
- 0

That is maximizing the propagation constant of the guided waves. The
propagation constant is at maximum when the “light ray” is very close to the
horizontal direction. Substituting Equation 2.23 into Equation 2.22 we have

(ab)’ = (akn,)* =2V +1 (2.24)

Thus, Equations 2.23 and 2.24 are physically meaningful only when V > 1
(ry>0).

It is obvious from Equation 2.25 that the spot size of the optical fiber with
a V-parameter of 1 is extremely large. This is very important; one must not
design the optical fiber with a near-unit value of the V-parameter, hence
under this scenario all the optical field is distributed in the cladding region.
In practice, we observe that the spot size is large but finite (observable). In
fact, if V is smaller than 1.5, the spot size becomes large. This occurrence will
be investigated in detail in the next chapter.

2.1.3.4 Cut-Off Properties

Similar to the case of planar dielectric waveguides, in Figure 2.6 we observe
that when we have V < 2.405, only the fundamental LP;, exists. Thus, we
have the field and intensity distribution of this guided mode across the fiber
cross section as shown in Figure 2.8a. Figure 2.8b also shows the variation
of this fundamental mode as a function of the V-parameter. Obviously, the
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1 ']

FIGURE 2.8

(@) Intensity distribution of the LPO1 mode in radial direction (left) and in contour profile in
step of 20% (right). (b) Variation of the spot size—field distribution with radial distance r with
V as a parameter.

smaller the V-parameter, this narrower the mode distribution. There must
be an optimum mode distribution so that the transmission of the modulated
optical signals can suffer the least dispersion and attenuation effects.

It is noted that for single-mode operation the V parameter must be less
than or equal to 2.405. However, in practice V <3 may be acceptable for
single-mode operation. Indeed, the value 2.405 is the first zero of the Bessel
function J, (u). In practice, one cannot really distinguish between the V value
between 2.3 and 3.0. Experimental observation also shows that the optical
fiber can still support only one mode. Thus, designers do usually take the
value of V as 3.0 or less to design a single-mode optical fiber.

The V parameter is inversely proportional with respect to the optical wave-
length, which is directly related to the operating frequency. Thus, if an optical
fiber is launched with lightwaves with optical wavelengths smaller than the
operating wavelength at which the optical fiber is single mode, then the optical
fiber is supporting more than one mode. The optical fiber is said to be operat-
ing in a few regions and then multi-mode region when the total number of
modes reaches few hundreds.
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Thus, one can define the cut-off wavelength for optical fibers as follows:
the wavelength (A.), above which only the fundamental mode is guided in the
fiber, is called the cut-off wavelength A.. This cut-off wavelength can be found
by using the V-parameter of V.= V|, .= 2405, thus

_ 2paNA

L
V.

(2.26)

In practice, the fibers tend to be effectively single mode for larger values
of V, say V <3, for the step profile, because the higher-order modes suffer
radiation losses due to fiber imperfections. Thus if V = 3, from Equation 2.12
we have a <31/2 NA, in this case that A=1 um and the numerical aperture
NA must be very small («1) for radius a to have some reasonable dimension.
Usually A is about 1% or less for standard single-mode optical fibers (SSMF)
employed in long-haul optical transmission systems, so as to minimize the
loss factor and the dispersion.

2.1.3.5 Power Distribution

The axial power density or intensity profile S(r), the z-component of the
Poynting’s vector, is given by

S(r) = %ExHy (2.27)

Substituting Equation 2.7 into Equation 2.27 we have

2 (rY
S(r) = 1(e) e (ro] (2.28)
2\m
The total power is then given by
ot 1 1/2
p- ZpIrS(r)dr - (e) 7 (2.29)
2\m

0

and hence the fraction of power 7(r) within 0 — r across the fiber cross sec-
tion is given by

J.rrS(r)dr _[ﬁ]
h(r) = =% =1-¢'\" (2.30)
J'O rS(r)dr

Thus, given a step profile or approximated profile one can either ana-
lytically or numerical estimate the power confined in the core region and
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the propagation constant, hence the phase velocity of the guided mode.
Experimentally or in production, the mode spot size can be obtained from
the digital image from an infrared camera, and then using Equations 2.29
and 2.30 the power of the mode confined inside the core can be obtained.

2.1.3.6 Approximation of Spot-Size r, of a Step-Index Fiber

As stated above, spot-size 1, would play a major role in determining the per-
formance of single-mode fiber. It is useful if we can approximate the spot size
as long as the fiber is operating over a certain wavelength. When a single-
mode fiber is operating above the cut-off wavelength, a good approximation
(>96% accuracy) for r, is given by

+3/2 +6
oo 0.65+1.619V2 4+ 2879V = 0.65 + 0.434(]]_') + 0.0419(;_’)
a c

C

for 0.8 < li < 2.0 single mode (2.31)

2.1.4 Equivalent-Step Index Description

As we can observe, there are two possible orthogonally polarized modes
(E,Hy) and (E,H,) that can be propagating simultaneously. The superpo-
sition of these modes can usually be approximated by a single linearly
polarized (LP) mode. These modes’ properties are well known and well
understood for step-index optical fibers, and analytical solutions are also
readily available.

Unfortunately, practical SM optical fibers never have perfect step-index
profile due to the variation of the dopant diffusion and polarization. These
nonstep index fibers can be approximated, under some special conditions, by
the equivalent-step index (ESI) profile technique.

A number of index profiles of modern single-mode fibers, for example,
non-zero dispersion shifted fibers, is shown in Figure 2.9. The ESI profile
is determined by approximating the fundamental mode electric field spa-
tial distribution y(r) by a Gaussian function as described above. The electric
field can thus be totally specified by the e width of this function or mode
spot size (r,). Alternatively, the term mode field diameter (MFD) is also used
and equivalent to twice the size of the mode spot size r,. The ESI method is
important in practice since the measured refractive index profile of manu-
factured fibers would never follow the ideal geometrical profile, so the ESI is
applied to reconstruct it to an equivalent ideal distribution so that the ana-
lytical estimation can be used to confirm with that obtained by experimental
measurement (Figure 2.9).
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FIGURE 2.9
Index profiles of a number of modern fibers, for example, dispersion-shifted SMFs.

2.2 Nonlinear Optical Effects

In this section, the nonlinear effects on the guided lightwaves propagating
through a long length of optical fibers, the single-mode type, are described.
These effects play important roles in the transmission of optical pulses along
single-mode optical fibers as distortion due to the modification of the phase
of the lightwaves. The nonlinear effects can be classified into three types:
the effects that change the refractive index of the guided medium due to the
intensity of the pulse, the self-phase modulation; the scattering of the light-
wave to other frequency-shifted optical waves when the intensity reaches
over a certain threshold, the Brillouin and Raman scattering phenomena;
and the mixing of optical waves to generate a fourth wave, the degenerate
four-wave mixing. Besides these nonlinear effects there is also photorefrac-
tive effect, which is due to the change of refractive index of silica due to the
intensity of ultra-violet optical waves. This phenomenon is used to fabricate
grating with spacing between dark and bright regions satisfying the Bragg
diffraction condition. These are fiber Bragg gratings and would be used as
optical filters and dispersion compensators when the spacing varies or chirps.

In modern coherent optical communication systems incorporating digital
signal processors at the receiver, the compensation can be done in the elec-
tronic domain and back propagation (BP) of the lightwaves can be imple-
mented to reverse the nonlinear effects imposing on the phase of the guided
mode using the frequency domain transfer function [6-8].

2.2.1 Nonlinear Self-Phase Modulation Effects

All optical transparent materials are subject to the change of the refractive
index with the intensity of the optical waves, the optical Kerr effect. This



Optical Fibers 43

physical phenomenon is originated from the harmonic responses of elec-
trons of optical fields leading to the change of the material susceptibility.
The modified refractive index n{, of the core and cladding regions of the
silica-based material can be written as

(2.32)

« _
Moy =My + Ny
eff

where 1, is the nonlinear index coefficient of the guided medium, the aver-
age typical value of n, is about 2.6 x 102 m?/W. P is the average optical
power of the pulse and A, is the effective area of the guided mode. The
nonlinear index changes with the doping materials in the core. Although
this nonlinear index coefficient is small, but the effective area is also very
small, about 50-70 um?, and the fiber transmission length is very long, so
according to Equation 2.32 the accumulated phase change is not negligible
over this distance. This leads to the self-phase modulation (SPM) and cross-
phase modulation (XPM) effects in the optical channels.

2.2.2 Self-Phase Modulation

The origin of the SPM is due to the phase variation of the guided lightwaves
exerted by the intensity of its own power or field accumulated along the
propagation path which is quite long, possibly a few hundreds to thousands
of kilometers. Under a linear approximation we can write the modified prop-
agation constant of the guided LP mode in a single-mode optical fiber as

bX =b +kony P =b +gP where<;;=M (2.33)
off My

where 1, and y are the nonlinear coefficient and parameter of the guided
medium taking, respectively, and effective values of 2.3 x 10 m2 and from
1 to 5 (kmW), depending on the effective area of the guided mode and
the operating wavelength. Thus, the smaller the mode spot size or MFD,
the larger the nonlinear SPM effect. For dispersion-compensating fiber, the
effective area is about 15 um? while for SSMF and NZ-DSF the effective area
ranges from 50 to 80 um?2. Thus, the nonlinear threshold power of DCF is
much lower than that of SSMF and NZ-DSE. The maximum launch power
into DCF would be limited at about 0 dBm or 1.0 mW in order to avoid non-
linear distortion effect while about 5 dBm for SSMEF.

The accumulated nonlinear phase changes due to the nonlinear Kerr effect
over the propagation length L are given by

L L
fry = I (6% — b)dz = JgP(z)dz —gPLy with P(z) = Pye ™ (2.34)
0 0



44 Digital Processing

This equation represents the phase change under nonlinear effects over a
length L along the propagation direction z. When considering that the non-
linear SPM effect is small compared to the linear chromatic dispersion effect,
one can set ¢, > 1 or ¢; = 0.1 rad. and the effective length of the propagat-
ing fiber is set at L,;= 1/ with optical losses equalized by cascaded optical
amplification sub-systems. Then the maximum input power to be launched
into the fiber can be set at

0.1a
gN4

P, < (2.35)

For y=2 (W-km)™ and N, =10, az=0.2 dB/km (or 0.0434 x 0.2 km™), then
P;, <22mW or about 3 dBm. Similarly, this threshold level is about 1 mW
for DCE with an effective area of 15 um?. In practice, due to the randomness
of the arrival “1” and “0,” this nonlinear threshold input power can be set
at about 10 dBm, as the total average power of all wavelength multiplexed
channels of WDM transmission systems launched into the fiber link.

2.2.3 Cross-Phase Modulation

The change of the refractive index of the guided medium as a function
of the intensity of the optical signals can also lead to the phase of optical
channels in different spectral regions close to that of the original channel.
This is known as cross phase modulation effect (XPM), which is critical in
wavelength-division multiplexed (WDM) channels, and even more critical
in dense WDM when the frequency spacing between channels is 50 GHz
or even narrower, as the cross-interference between channels can generate
unwanted noises in the optical domain, leading to the detected electronic
signals at the receiver. In such systems, the nonlinear phase shift of a par-
ticular channel depends not only on its power but also those of other multi-
plexed channels. The phase shift of the ith channel can be written as [9]:

M
£ = gley [Pifl + ZZP]J with M = number of multiplexed channels (2.36)

j#i

The factor of 2 in Equation 2.36 is due to the bipolar effects of the suscep-
tibility of silica materials and the total phase noises that are integrated over
both sides of the channel spectrum. The XPM thus depends on the bit pat-
tern and the randomness of the synchronous arrival of the “1.” It is hard to
estimate analytically, so numerical simulations would normally be employed
to obtain the XPM distortion effects using the nonlinear Schroedinger wave
propagation equation involving the signal envelopes of all channels. The
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FIGURE 2.10
Mlustration of XPM effects—phase modulation conversion to amplitude modulation and hence
interference between adjacent channel.

evolution of slow-varying complex envelopes A(z,f) of optical pulses along a
single-mode optical fiber is governed by the nonlinear Schroedinger equa-
tion (NLSE) [7]:

0A(z,t)
9z

o, 3
v 2 A+ b, 22D |y, 9°AGD 1, 87AY
2 at 2 ot 6 ot

= —jg|A(z, ) Az, 1) 2.37)

where z is the spatial longitudinal coordinate, o accounts for fiber attenua-
tion, B, indicates DGD, 3, and f3; represent second- and third-order factors
of fiber CD, and yis the nonlinear coefficient. This equation is derived from
Maxwell’s equations under external perturbation.

The phase modulation due to nonlinear phase effects is then converted to
amplitude modulation and therefore the cross-talk to other adjacent chan-
nels. This is shown in Figure 2.10.

2.2.4 Stimulated Scattering Effects

Scattering of lightwaves by impurities can happen due to the absorption
and vibration of the electrons and dislocation of molecules in silica-based
materials. The back scattering and absorption is commonly known as Raleigh
scattering losses in fiber propagation, in which phenomena of the frequency
of the optical carrier does not change. Other scattering processes in which
the frequency of the lightwave carrier is shifted to another spectral regions
are commonly known as inelastic scattering, Raman scattering, or Brillouin
scattering. In both cases, the scattering of photons to a lower energy-level
photon with energy difference between these levels is fallen with the energy
of phonons. Optical phonons are resulted from the electronic vibration for
Raman scattering, while acoustic phonons or mechanical vibration of the
linkage between molecules lead to Brillouin scattering. At high power, when
the intensity reaches over a certain threshold, and the number of scattered
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photons is exponentially grown, then the phenomena is a simulated process.
Thus, the phenomena can be called stimulated Brillouin scattering (SBS) and
stimulated Raman scattering (SRS). SRS and SBS were first observed in the
1970s [10-12].

2.2.4.1 Stimulated Brillouin Scattering

Brillouin scattering comes from the compression of the silica materials in
the presence of an electric field, the electrostriction effect. Under the pump-
ing of an oscillating electric field of frequency, f,, an acoustic wave of fre-
quency F, is generated. Spontaneous scattering is an energy transfer from
the pump wave to the acoustic wave, and then a phase matching to transfer
a frequency-shifted optical wave of frequency as a sum of the optical signal
waves and the acoustic wave. This acoustic wave frequency shift is around
11 GHz with a bandwidth of around 50-100 MHz (due to the gain coefficient
of the SBS) and a beating envelope would be modulating the optical signals.
Thus, jittering of the received signals at the receiver would be formed, hence
the closure of the eye diagram in the time domain.

Once the acoustics wave is generated, it beats with the signal waves to
generate the side band components. This beating beam acts as a source and
further transfers the signal beam energy into the acoustic wave energy,
amplifying this wave to generate further jittering effects. The Brillouin scat-
tering process can be expressed by the following coupled equations [13]:

dl
7; = =gsl,Is —a,l,

. (2.38)
00 = vl L -al.

The SBS gain g; is frequency—dependent, with a gain bandwidth of around
50-100 MHz for pump wavelength at around 1550 nm. For silica fiber, g is
about 5e-11 mW™. The threshold power for the generation of SBS can be esti-
mated (using Equation 2.38) as

—alL

L, . . -
98P _sss Ai‘f = 21 with the effective length L = 1

(2.39)

where
1, = intensity of pump beam
I, = intensity of signal beam
gp = Brillouin scattering gain coefficient
a,, o, = losses of signal and pump waves
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For the standard single-mode optical fiber (SSMF), this SBS power thresh-
old is about 1.0 mW. Once the launched power exceeds this power threshold
level, the beam energy is reflected back. Thus the average launched power is
usually limited to a few dBm due to this low-threshold power level.

2.2.4.2 Stimulated Raman Scattering

Stimulated Raman scattering (SRS) occurs in silica-based fiber when a pump
laser source is launched into the guided medium, and the scattering light
from the molecules and dopants in the core region are shifted to a higher
energy level and then jump down to a lower energy level, hence amplifica-
tion of photons in this level. Thus a transfer of energy from different fre-
quency- and energy-level photons occurs. The stimulated emission happens
when the pump energy level reaches above the threshold level. The pump
intensity and signal beam intensity are coupled via the coupled equations:

dl
7; = =grlpls —a,l,

dl = +grl I —a.l;
z

(2.40)

where
1, = intensity of pump beam
I, = intensity of signal beam
8r = Raman scattering gain coefficient
a,, o, = losses of signal and pump waves

The spectrum of the Raman gain depends on the decay lifetime of the
excited electronic vibration state. The decay time is in the range of 1ns
and Raman gain bandwidth is about 1 GHz. In single-mode optical fibers
the bandwidth of the Raman gain is about 10 THz. The pump beam wave-
length is usually about 100 nm below the amplification wavelength region.
Thus, in order to extend the gain spectra, a number of pump sources of
different wavelengths are used. Polarization multiplexing of these beams
is also used to reduce the effective power launched in the fiber so as to
avoid the damage of the fiber. The threshold for stimulated Raman gain is
given by

Le _ oL
SrPin_srs <16 with the effective length Ly = 1-e or
Ag a .41)

= 1/a for longlength
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For SSMF with an effective area of 50 um?, g ~ 1le-13 m/W, then the thresh-
old power is about 570 mW near the C-band spectral region. This would
require at least two pump laser sources, which should be polarization multi-
plexed. The distributed amplification of SRS offers significant advantages as
compared with lumped amplifiers such EDFA and SRS is used frequently in
modern optical communications systems, especially when no undersea opti-
cal amplification is required. The broadband gain and low-gain ripple of SRS
is also another advantage for DWDM transmission.

2.2.4.3 Four-Wave Mixing Effects

Four-wave mixing (FWM) is considered a scattering process in which three
photons are mixed to generate the fourth wave. This happens when the
momentum of the four waves satisfies a phase- matching condition. That is
the condition of maximum power transfer. Figure 2.11 illustrates the mixing
of different wavelength channels to generate inter-channel cross talk. The
phase matching can be represented by a relationship between the propaga-
tion constant along the z-direction in a single-mode optical fiber, as

bw;) + b(w;) —bwsz)— bWw,) = AWw) (2.42)

with @, ,, w;, w, representing the frequencies of the 1st to 4th waves, and
A representing the phase mismatching parameter. In the case that the chan-
nels are equally spaced with a frequency spacing of Q, as in DWDM optical
transmission, thus w, = @,; ®;= @, + Q; ®, = ©, — Q. One can use the Taylor-
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FIGURE 2.11
Illustration of FWM of optical channels; (a) momentum vectors of channels, and (b) frequen-
cies resulted from mixing of different channels.
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series expansion around the propagation constant at the center frequency of
the guide carrier f3,. Then we can obtain [14]:

A@W) = b,Q2 (2.43)

The phase matching is thus optimized when f, is null, indicating that in
the region where there is no dispersion, FWM is largest, and hence there
is maximum inter-channel crosstalk. This is the reason why dispersion-
shifted fiber is not commonly used when the zero dispersion wavelength
is fallen in the spectral region of operation of channel. Instead, nonzero
dispersion-shifted fibers are used in which dispersion-zero wavelengths
are shifted away from the spectral region of the active channels so that there
exists some dispersion value that would make the FWM condition not sat-
isfied, and result in minimum generation of the fourth waves. In modern
transmission fiber, the zero dispersion wavelength is shifted to outside the
C-band, say 1510 nm, so that there is a small dispersion factor at 1550 nm
and the C-band ranging from 2 to 6 ps/nm km; for example, Corning LEAF
or nonzero dispersion-shifted fibers (NZ-DSF). This small amount of dis-
persion is sufficient to avoid the FWM with a channel spacing of 100 GHz
or 50 GHz.

The XPM signal is proportional to instantaneous signal power. Its distribu-
tion is bounded by <5 channels and otherwise effectively unbounded. Thus,
the link budgets include XPM evaluated at maximum outer bounds.

2.3 Signal Attenuation in Optical Fibers

Optical loss in optical fibers is one of the two main fundamental limiting fac-
tors, as it reduces the average optical power reaching the receiver. The optical
loss is the sum of three major components: intrinsic loss, microbending loss,
and splicing loss.

2.3.1 Intrinsic or Material Absorption Losses

Intrinsic loss consists mainly of absorption loss due to OH impurities and
Rayleigh scattering loss. The intrinsic is a function of A°. Thus, the longer
the operating wavelength, the lower the loss. However it also depends on the
transparency of the optical materials that are used to form the optical fibers.
For silica fiber the optical material loss is low over the wavelength range
0.8-1.8 pm. Over this wavelength range there are three optical windows in
which optical communication is utilized. The first window over the central
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wavelength 810 nm is about 20.0 nm spectral window over the central wave-
length. The second and third windows are most commonly used in pres-
ent optical communications over 1300 and 1550 nm, with a range of 80 and
40 nm, respectively. The intrinsic losses are about 0.3 and 0.15 dB/km at 1550
and 1300 nm regions, respectively.

This is a few hundred thousand times improvement over the original
transmission of signal over 5.0 m, with a loss of about 60 dB/km. Most com-
munication fiber systems are operating at 1300 nm due to its minimum dis-
persion at this range. For “power-hungry” systems, optical or extra-long
systems should operate at 1550 nm.

The absorption loss in silica glass is composed mainly of ultraviolet (UV)
and infra-red (IR) absorption tales of pure silica. The IR absorption tale of
pure silica has been shown due to the vibration of the basic tetrahedron and
thus strong resonance occurs around 8-13 um, with a loss about 101° dB/km.
This loss is shown in curve IR of Figure 2.1. Overtones and combinations
of these vibrations lead to various absorption peaks in the low wavelength
range, as shown by curve UV.

Various impurities that also lead to spurious absorption effects in the
wavelength range of interest (1.2-1.6 um) are transition metal ions and water
in the form of OH ions. These sources of absorption have been reduced in
recent years.

The Raleigh scattering loss, L, which is due to microscopic nonhomogene-
ities of the material, shows a A* dependence and is given by

Lz = (0.75 + 4.5A)17* dB/km (2.44)

where A is the relative index difference as defined above and A is the wave-
length in pm. Thus to minimize the loss, A should be made as low as possible.

2.3.2 Waveguide Losses

The losses due to waveguide structure arise from power leakage, bending,
microbending of the fiber axis, and defects and joints between fibers. The
power leakage is significant only for depressed cladding fibers.

When a fiber is bent, the plane wave fronts associated with the guided
mode are pivoted at the center of curvature and their longitudinal velocity
along the fiber axis increases with the distance from the center of curvature.
As the fiber is bent further over a critical curve, the phase velocity would
exceed that of plane wave in the cladding, and radiation occurs.

The bending loss L, for a radius R, the radius of curvature, is given by

6

Ls = —10logyy(1 — 890) % for silica (2.45)
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Microbending loss results from power coupling from the guided funda-
mental mode of the fiber to radiation modes. This coupling takes place when
the fiber axis is bent randomly in a high spatial frequency. Such bending can
occur during packing of the fiber during the cabling process. The micro-
bending loss of an SM fiber is a function of the fundamental mode spot size
1,. Fibers with large spot size are extremely sensitive to microbending. It is
therefore desirable to design the fiber to have as small a spot size as possible
to minimize bending loss. The microbending loss can be expressed by the
relation (Figure 2.12)

L, = 2.15x107*rf17*L,,, dB/km (2.46)

where L, is the microbending loss of a 50 um core multimode fiber having
an NA of 0.2.

Ultimately, the fibers will have to be spliced together to form the final
transmission link. With fiber cable that averages 0.4-0.6 dB/km, splice loss in
excess of 0.2 dB/splice drastically reduces the nonrepeated distance that can
be achieved. It is therefore extremely important that the fiber be designed
such that splicing loss be minimized.

Fiber attenuation spectrum
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FIGURE 2.12

Attenuation of optical signals as a function of wavelength. The minimum loss at wavelength:
at A=1.3 um about 0.3 dB/km and at A = 1.5 um loss of about 0.13 dB/km. For cabled fibers, the
attenuation factor at 1550 nm is 0.25 dB/km.
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l RSN Fiber 2 |

FIGURE 2.13
(a) Misalignment in splicing two optical fibers generating losses. (b) Aligned spliced fibers.

Splice loss is mainly due to axial misalignment of the fiber core, as shown
in Figure 2.13.

Splicing techniques, which rely on aligning the outside surface of the
fibers, require extremely tight tolerances on core to outside surface concen-
tricity. Offsets of the order of 1 um can produce significant splice loss. This
loss is given by

2
L, = 10 (4 dB (247)
In10\ 7

where d is the axial misalignment of the fiber cores. It is obvious that minimizing
optical loss involves making trade-offs between the different sources of loss. It
is advantageous to have a large spot size to minimize both Raleigh and splicing
losses, whereas minimizing bending and microbending losses requires a small
spot size. In addition, as will be described in the next section, the spot size plays
a significant role in the chromatic dispersion properties of SMFs.

2.3.3 Attenuation Coefficient

Under general conditions of power attenuation inside an optical fiber, the
attenuation coefficient of the optical power P can be expressed as

ar_ -aP (2498)
dz
where o is the attenuation factor in linear scale. This attenuation coefficient
can include all effects of power loss when signals are transmitted though the
optical fibers.

Considering optical signals with an average optical power entering at the
input of the fiber length, L is P;, and P, is the output optical power, then we
have P;, and P, related to the attenuation coefficient o as

Py = Pet™™ (2.49)
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It is customary to express o in dB/km by using the relation

a(dB/km) = - %loglo ( II);‘”

m

) = 4.343a (2.50)

Standard optical fibers with a small A would exhibit a loss of about
0.2 dB/km, that is, that the purity of the silica is very high. Such a purity of
a bar of silica would allow us to see a person standing at the other end of a
1 km glass bar without any distortion! The attenuation curve for silica glass
is shown in Figure 2.1.

——
2.4 Signal Distortion in Optical Fibers
Consider a monochromatic field given by

E, = A cos(wt — bz) (2.51)

where A is the wave amplitude, wis the radial frequency, and S is the propa-
gation constant along the z-direction. If setting (wf — fz) constant, then the
wave phase velocity is given by

v, = W 252

Now consider that the propagating wave consists of two monochromatic
fields of frequencies ® + dw; WX dw

E.1 =Acos[(w +dw)t — (b + db)z)] (2.53)
E. = Acos[(w —dw )t — (b —db)z)] (2.54)

The total field is then given by
E.=E. + E,, =2Acos(wt — bz)cos(dwt — dbz) (2.55)

If 0> ow, then cos(wt X fz) cos(wt — Pz) varies much faster than cos(dwt — 8fz),
hence by setting (6wt — 8Bz) invariant we can define the group velocity as

dw db
d=— (2.56)

Ve = —— >0V, =
£ db S dw
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The group delay #, per unit length (setting L at 1.0 km) is thus given as

b= L(of1km) _ db

. o i (2.57)

The pulse spread At per unit length due to group delay of light sources of
spectral width o, that is, the full-width-half-mark (FWHM) of the optical
spectrum of the light source, is

— dtg

At = —=s
dl

A (2.58)

The spread of the group delay due to the spread of source wavelength
can be in ps/km. Thus, the linewidth of the light source contributes signif-
icantly to the distortion of optical signal transmitted through the optical
fiber due to the fact that the delay differences between the guided modes
carried by the spectral components of the lightwaves. Hence, the narrower
the source linewidth, the less dispersed the optical pulses. Typical line-
width of Fabry-Perot semiconductor lasers is about 1-2.0 nm while, the
DFB (distributed feedback) laser would exhibit a linewidth of 100 MHz.
(How many nm is this 100 MHz optical frequency equivalent to?) Later we
will see that, under the case that the source linewidth is very narrow, such
as the external cavity laser (ECL), then the components of the modulated
sources, the bandwidth of the channel would play the principal role in the
distortion.

Optical signal traveling along a fiber becomes increasingly distorted. This
distortion is a consequence of intermodal delay effects and intramodal disper-
sion. Intermodal delay effects are significant in multimode optical fibers due
to each mode having different value-of-group velocity at a specific frequency,
while intermodal dispersion is pulse spreading that occurs within a single
mode. It is the result of the group velocity being a function of the wavelength
A and is therefore referred as chromatic dispersion.

Two main causes of intermodal dispersion are: (i) Material dispersion,
which arises from the variation of the refractive index n(4) as a function of
wavelengths. This causes a wavelength dependence of the group velocity of
any given mode. (ii) Waveguide dispersion, which occurs because the mode
propagation constant B(}) is a function of wavelength (A) and core radius a
and the refractive index difference.

The group velocity associated with the fundamental mode is frequency
dependent because of chromatic dispersion. As a result, different spectral
components of the light pulse travel at different group velocities, a phenom-
enon referred to as the group velocity dispersion (GVD), intra-modal disper-
sion, or as material dispersion and waveguide dispersion.
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FIGURE 2.14
Variation in the refractive index as a function of optical wavelength of silica.

2.4.1 Material Dispersion

The refractive index of silica as a function of wavelength is shown in Figure
2.14. The refractive index is plotted over the wavelength region of 1.0-2.0 um,
which is the most important range for silica-based optical communications
systems, as the loss is lowest at 1300 and 1550 nm windows (Figure 2.14).

The propagation constant 3 of the fundamental mode guided in the optical
fiber can be written as (see Figures 2.15 through 2.17)
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FIGURE 2.15
Time signal and spectrum.
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Vector phasor diagram of the complex envelope.
2pn(1
b(1) = %” (2.59)

The group delay ¢,,, per unit length of Equation 3.9 can be obtained

where we can use

- 2.61)

Im

FIGURE 2.17

Magnitude of complex envelope when not sinusoidal; the envelope subject to nonlinear distortions.
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thus
2
U (2.62)
2pc d1
Substituting Equation 2.59 into Equation 2.62 we have

1 1dn(1)

tom = — 1) - 2.

= 1y - 2] 26

Thus, the pulse dispersion per unit length At,, /Al due to material (using
Equation 2.63) for a source having RMS spectral width o, is

1 d°*n

Atm = ?le S1 (264)
if setting Az, = M(A)0,, then
1 d*n
M(l)=-——"— 2.65
(1) ¢ d1? (2:69

M(A) is assigned as the material dispersion factor or material dispersion param-
eter. Its unit is commonly expressed in ps/(nm km). Thus, if the refractive
index can be expressed as a function of the optical wavelength, then the
material dispersion can be calculated. In practice, optical material engineers
have to characterize all optical properties of new materials. The refractive
index n(A) can usually be expressed in Sellmeier’s dispersion formula as

G1?
n2(1) =1+ zk:(lzk—lf) (2.66)
where G, are Sellmeier’s constants and k is an integer and normally takes a
range of k = 1-3. In late 1970s, several silica-based glass materials were manu-
factured and their properties measured. The refractive indices are usually
expressed using Sellmeier’s coefficients. These coefficients for several optical
fiber materials are given in Table 2.1.

By using curve fitting, the refractive index of pure silica n(4) can be
expressed as

n(1) = c; + 1% + 3172 (2.67)

where ¢, = 145084, ¢, =-0.00343 um2, and c;=0.00292 um?. Thus from
Table 2.1 and either Equation 2.67, we can use Equation 2.65 to determine the
material dispersion factor for certain wavelength ranges.
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TABLE 2.1

Sellmeier’s Coefficients for Several Optical Fiber Silica-Based Materials
with Germanium Doped in the Core Region

Sellmeiere’s Constants Germanium Concentration, C (mol%)
0 (pure silica) 3.1 5.8 7.9

G, 0.6961663 0.7028554 0.7088876 0.7136824
G, 0.4079426 0.4146307 0.4206803 0.4254807
G, 0.8974794 0.8974540 0.8956551 0.8964226
M 0.0684043 0.0727723 0.0609053 0.0617167
A 0.1162414 0.1143085 0.1254514 0.1270814
A 9.896161 9.896161 9.896162 9.896161

For the doped core of the optical fiber, the Sellmeier’s expression (2.66)
can be approximated by using a curve-fitting technique to approximate it
to the form in Equation 2.67. The material dispersion factor M(4) becomes
zero at wavelengths around 1350 nm and about —10 ps/(nm km) at 1550 nm.
However, the attenuation at 1350 nm is about 0.4 dB/km compared with
0.2 dB/km at 1550 nm, as shown in Table 2.1 (Figure 2.18).

2.4.2 Waveguide Dispersion

The effect of waveguide dispersion can be approximated by assuming that
the refractive index of the material is independent of wavelength. Let us now
consider the group delay, that is, the time required for a mode to travel along
a fiber of length L. This kind of dispersion depends strongly on A and V
parameters. To make the results of fiber parameters, we define a normalized
propagation constant b as

_ (0%/k) —n3

ni —n;

b (2.68)

for small A. We note that the 3/k is in fact the “effective” refractive index of the
guided optical mode propagating along the optical fiber; that is, the guided
waves traveling the axial direction of the fiber “see” it as a medium with a
refractive index of an equivalent “effective” index.

In case the fiber is a weakly guiding waveguide with the effective refrac-
tive index taking a value significantly close to that of the core or cladding
index, Equation 2.68 can be approximated by

bE (b/k)_nz

P (2.69)

solving Equation 2.69 for 8, we have

b = mok(bA + 1)
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the group delay for waveguide dispersion is then given by (per unit length)

db 1db
bype = 7 = ——— 2.70
* dw  cdk @.70)
1 d(bk 1 d(bk 1 apv
tzl}g = C[nl + T’ZQA (dk ):| = C|:1’l1 + nzA (dk )] = Cl:l’ll + leA (dV ):l (271)

Equation 2.71 can be obtained from Equation 2.70 by using the expression
of V. Thus, the pulse spreading At, due to the waveguide dispersion per unit
length by a source having an optical bandwidth (or linewidth ;) is given by

dt A, d*(Vb)
At = Hsv g _ _ThAy, 2.72
& dl St cl av? S @72)

and similar to the definition of the material dispersion factor, the waveguide
dispersion factor or “waveguide dispersion parameter” can be defined as

_m(1)A L, (VD)

D(1) =
(1) cl av?

(2.73)

This waveguide factor can take unit of ps/(nm km). In the range of 0.9 < 1/A, <
2.6, the factor V(d? (Vb)/dV?) can be approximated (to <5% error) by

d2(Vb)
av?

1% = 0.080 + 0.549(2.834 — V)? (2.74)

or, alternatively, using the definition of cut-off wavelength and the expres-
sion of the V-parameters we obtain

d2(Vb)

1%
av?

2
= 0.080 + 3.175(1.178 - ]]'_C) (2.75)

The fiber dispersion factor in the linear operation region is the summa-
tion of the material dispersion factor and that due to waveguide dispersion.
The curves given in Figure 2.18a and b show the total dispersion factors for
SSMF and for a dispersion flattened fiber, respectively. These curves are gen-
erated as an example. For SSMF which are currently installed throughout the
world, the total dispersion is around +17 ps/(nm km) at 1550 nm and almost
zero at 1310 nm. We can estimate the waveguide dispersion curve for the
SSMF at around 1300 and 1550 nm windows and hence estimate the pulse
broadening after transmission over a link of distance L km at a certain bit
rate evaluated in equivalent bandwidth in units of nanometer.

It is not so difficult to prove the equivalent equation of Equations 2.70
through 2.75. Further, the sign assignment of the material and waveguide
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FIGURE 2.19
Variation of the dispersion factors due to material and waveguide group delay effects with
respect to wavelength, hence the total dispersion factor of a dispersion flattening fiber.

dispersion factors must be the same. Otherwise, a negative and positive
of these dispersion factors would create confusion. Can you explain what
would happen to the pulse if it is transmitted through an optical fiber having
a total negative dispersion factor?

Thus, from Equations 2.74 and 2.75 we can calculate the waveguide disper-
sion factor and hence the pulse dispersion factor for a particular source spec-
tral width o;. It is noted that the dispersion considered in this chapter is for
step-index fiber only. For grade-index fiber, ESI parameters must be found
and the chromatic dispersion can then be calculated. Figure 2.19 shows a
design of single-mode optical fibers with the total dispersion factor contrib-
uted by material and waveguide effects (Figure 2.19).

2.4.2.1 Alternative Expression for Waveguide Dispersion Parameter

Alternatively, the waveguide dispersion parameter can be expressed as func-
tion of the propagation constant 8. By using @ = (2mc/4,) and Equation 2.75,
the waveguide dispersion factor can be written as

2pc 2pc db?
D1)=-77b2 = EEE (2.76)

Thus the waveguide dispersion factor is directly related to the second-
order derivative of the propagation constant with respect to the optical
radial frequency. An example of a design of an optical fiber operating in the
single-mode region is given in Figure 2.19. The cladding material is pure
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(a) Chromatic dispersion measurement of two-port optical device; (b) relative group delay ver-
sus wavelength; and (c) dispersion parameter versus wavelength.

silica. Shown in this figure are the curves of the material dispersion factor,
waveguide dispersion factor, and total dispersion for a single-mode optical
fiber with nonuniform refractive index profile in the core.

A typical measurement set-up for determination of the dispersion is the
measurement of the differential group delay as shown in Figure 2.20, in
which a narrow linewidth source is modulated by an optical modulator, the
Mach-Zehnder interferometric modulator (MZIM), through which the RF
signal comes from the detected signal at the end of the device under test
(DUT). This set-up is thus very similar to an RF network analyzer, but with
the RF signal transferred to the optical domain by modulating the optical
modulator, then recovered at the output of the optical device, and then tuned
to vary the RF signals as feedback to the modulator to scan the excitation
frequency. The group delay can then be estimated without much difficulty,
hence the dispersion factor (Figure 2.20).

2.4.2.2 Higher-Order Dispersion

We also observe from Figure 2.19 that the bandwidth-length product of the
optical fiber can be extended to infinity if the system is operating at the wave-
length, at which the total dispersion factor is zero. However, the dispersive
effects do not disappear completely at this zero-dispersion wavelength.
Optical pulses still experience broadening because of higher-order dispersion
effects. It is easily imagined that the total dispersion factor cannot be made
zero to “flatten” over the optical spectrum. This is higher-order dispersion,
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which is governed by the slope of the total dispersion curve, called the disper-
sion slope S =d[D(A) + M(A)]/d2; S(A) can thus be expressed as

2pc Y d°b 4pc)d2b
S(1) =5 | ==+ = == 2.77
) (12)d13+(13 d1? @77)

S(4) is also known as the differential-dispersion parameter.

2.4.3 Polarization Mode Dispersion

The delay between two PSPs is normally negligible, at a bit rate less than
10 Gb/s (Figures 2.21 and 2.22). However, at a high bit rate and in ultra long-
haul transmission, PMD severely degrades the system performance [15-18].
The instantaneous value of DGD (A7) varies along the fiber and follows a
Maxwellian distribution [19,20] (see Figure 2.23).

The Maxwellian distribution is governed by the following expression:

_ 32(At)? _ 4(Ar) 278
f(At) = P2 ALY exp{ p(At)z} At 20 (2.78)

Linear
birefringence
(e.g., PM fiber)

Randomly concatenated
birefringent sections

Cé.,

At

FIGURE 2.21
Conceptual model of PMD: (a) simple birefringence device; (b) randomly concatenated bire-
fringence.
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The mean DGD value (A7) is commonly termed “fiber PMD” and provided
in the fiber specifications. The following expression gives an estimate of the
maximum transmission limit L,,,, due to the PMD effect as

0.02

Liox = 5 =7
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2.79)

Normalized DGD distribution

0.025 r— -~~~ ]

r Maxwellian PDF |+

L m Experiment g

0.02 =

oy L ]
‘B L J
g - ]
< 0.015 ]
Z r ]
z N ]
] r 4
—g 0.01- b
o - 4
0.005 [ .
N ]

0 20 40 60 80 100 120

DGD (ps)

FIGURE 2.23
Maxwellian distribution of PMD random process.
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where Ris the bit rate. Based on Equation 2.79, L,,,.. for both old fiber vintage and
contemporary fibers are obtained as follows: (i) (A7) =1 ps/km (old fiber vin-
tages); for a bit rate of R =40 Gb/s, then the maximum distance L,,,, = 12.5 km;
for R=10 Gb/s, then L,,,. =200 km; (ii) (A7) =0.1 ps/km (contemporary fiber
for modern optical systems): the if the bit rate R =40 Gb/s then the maximum
transmission distance is L,,,, = 1250 km; for R =10 Gb/s; L,,,, = 20,000 km.

2.5 Transfer Function of Single-Mode Fibers
2.5.1 Linear Transfer Function

The treatment of the propagation of modulated lightwaves through single-
mode fiber in the linear and nonlinear regimes has been well documented
[21-26]. For completeness of the transfer function of single-mode optical fibers,
in this section we restrict our study to the frequency transfer function and
impulse responses of the fiber to the linear region of the media. Furthermore,
the delay term in the NLSE can be ignored, as it has no bearing on the size and
shape of the pulses. From NLSE we can thus model the fiber simply as a qua-
dratic phase function. This is derived from the fact that the nonlinear term of
NLSE can be removed, the Taylor-series approximation around the operating
frequency (central wavelength) can be obtained, and a frequency and impulse
responses of the SME. The input—output relationship of the pulse can therefore
be depicted. Equation 2.80 expresses the time-domain impulse response h(t)
and the frequency domain transfer function H(w) as a Fourier transform pair:

H(t) = /],4;]02 exp(sz] & Hw) = exp(—jbmw?) (2.80)

where f3, is well known as the group velocity dispersion (GVD) parameter. The
input function f{f) is typically a rectangular pulse sequence and f3, is propor-
tional to the length of the fiber. The output function g(t) is the dispersed wave-
form of the pulse sequence. The propagation transfer function in Equation
2.80 is an exact analogy of diffraction in optical systems (see Item 1, Table 2.1,
p- 14, A. Papoulis [27]). Thus, the quadratic phase function also describes the
diffraction mechanism in one-dimensional optical systems, where distance x
is analogous to time . The establishment of this analogy affords us to borrow
many of the imageries and analytical results that have been developed in the
diffraction theory. Thus, we may express the step response s(f) of the system
H(w) in terms of Fresnel cosine and sine integrals as follows:

s(t):! /]_4;02 exp(ii)dt: j4p}bz[c( 1/abat) + jS(174b2t) | @81
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with

c(t) = Jcos(gtz)dt
; 2.82)

S(t) = J'sin (gtz)dt

where C(f) and S(f) are the Fresnel cosine and sine integrals.

Using this analogy, one may argue that it is always possible to restore the
original pattern f(x) by refocusing the blurry image g(x) (e.g., image formation,
item 5, Table 2.1, [15]). In the electrical analogy, it implies that it is possible to
compensate the quadratic phase media perfectly. This is not surprising. The
quadratic phase function H(w) in Equation 2.80 is an all-pass transfer func-
tion, thus it is always possible to find an inverse function to recover f(t). One
can express this differently in information theory terminology, that the qua-
dratic phase channel has a theoretical bandwidth of infinity; hence its infor-
mation capacity is infinite. Shannon’s channel capacity theorem states that
there is no limit on the reliable rate of transmission through the quadratic
phase channel. Figure 2.24 shows the pulse and impulse responses of the
fiber. It is noted that only the envelope of the pulse is shown and the phase
of the lightwave carrier is included as the complex value of the amplitude.
As observed, the chirp of the carrier is significant at the edges of the pulse.
At the center of the pulse, the chirp is almost negligible at some limited fiber
length, thus the frequency of the carrier remains nearly the same as at its
original starting value. One could obtain the impulse response quite easily,
but in this work we believe that the pulse response is much more relevant in
the investigation of the uncertainty in the pulse sequence detection. Rather,
the impulse response is much more important in the process of equalization.

The uncertainty of the detection depends on the modulation formats and
detection process. The modulation can be implemented by manipulation of
the amplitude, the phase or the frequency of the carrier, or both amplitude and
phase or multi-sub-carriers such as the orthogonal frequency division multi-
plexing (OFDM) [16]. The amplitude detection would be mostly affected by the
ripples of the amplitudes of the edges of the pulse. The phase of the carrier is
mostly affected near the edge due to the chirp effects. However, if differential
phase detection is used then the phase change at the transition instant is the
most important and the opening of the detected eye diagram. For frequency
modulation the uncertainty in the detection is not very critical, provided that
the chirping does not enter into the region of the neighborhood of the center of
the pulse in which the frequency of the carrier remains almost constant.

The picture changes completely if the detector/decoder is allowed only a
finite time window to decode each symbol. In the convolution coding scheme,
for example, it is the decoder’s constraint length that manifests due to the finite
time window. In an adaptive equalization scheme, it is the number of equalizer
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Rectangular pulse transmission through an SMF: (a) pulse response; (b) frequency spectrum;
(c) step response of the quadratic-phase transmittance function. Note the horizontal scale in
normalized unit of time.

coefficients that determines the decoder window length. Since the transmit-
ted symbols have already been broadened by the quadratic phase channel, if
they are next gated by a finite time window, the information received could be
severely reduced. The longer the fiber, the more the broadening of the pulses is
widened, hence the more uncertain it becomes in the decoding. It is the inter-
action of the pulse broadening on one hand, and the restrictive detection time
window on the other, that gives rise to the finite channel capacity.

It is observed that the chirp occurs mainly near the edge of the pulses when
it is in the near field region, about a few kms for standard single-mode fibers.
In this near-field distance the accumulation of nonlinear effects is still very
weak and thus the chirp effects dominate the behavior of the single-mode fiber.
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The nonlinear Volterra transfer function presented in the next section would
thus have minimum influence. This point is important for understanding the
behavior of lightwaves circulating in short-length fiber devices in which both
the linear and nonlinear effects are to be balanced, such as active-mode locked
soliton and multi-bound soliton lasers [28,29]. In the far field, the output of the
fiber is Gaussian-like for the square pulse launched at the input. In this region
the nonlinear effects would dominate over the linear dispersion effect as they
have been accumulated over a long distance.

The linear time-variant system such as the SMF would have a transfer
function of

H(f) = |[H(f)|e (2.83)

where o= n?B,L = (-nDLA?/2¢) is proportional to the length L and the disper-
sion factor D(4) (ps/nm/km). The phase of the frequency transfer response is
a quadratic function of the frequency, thus the group delay would follow a
linear relationship with respect to the frequency as observed in Figure 2.25.
The frequency response in amplitude terms is infinite and is a constant, while
the phase response is a quadratic function with respect to the frequency of the
base band signals. The carrier is chirped accordingly as observed in Figures
2.26 and 2.27. The chirping effect is very significant near the edge of the rect-
angular pulse and almost nil at the center of the pulse, in the near field region
of less than 1 km of standard SMF. In the far-field region the pulse becomes
Gaussian-like. Thus, the response of the fiber in the linear region can be seen
as shown in Figure 2.28 for a Gaussian pulse input to the fiber. The output
pulse is also Gaussian by taking the Fourier transform of the input pulse and
multiplied by the fiber transfer function. Hence, an inverse Fourier would
indicate the output pulse shape follows a Gaussian profile.

This leads to a rule of thumb for consideration of the scaling of the bit rate
and transmission distance as “Given that a modulated lightwave of a bit rate B
can be transmitted over a maximum distance L of single-mode optical fiber with a
BER of error-free level, than if the bit rate is halved then the transmission distance
can be increase by four times.” For example, for a 10 Gb/s amplitude shift, key-
ing modulation format signals can be transmitted over 80 km of standard
single-mode optical fiber, then at 40 Gb/s only 5 km can be transmitted for
a bit error rate (BER) of 10~°. Figure 2.25 shows a typical frequency response
in magnitude phase and the low ps property. Ideally, one could see that the
amplitude response of the fiber is constant throughout all frequency if no
attenuation or constant attenuation throughout all frequency range. Only
the phase of the lightwaves is altered, that is the chirping of the carrier. It
is this chirping of the carrier that would then limit the response frequency
range. In the case of phase modulation, this chirp would rotate the constella-
tion of signals modulated by the QAMs given in Chapter 1. The digital signal
processing could then be used to determine the exact dispersion and hence
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FIGURE 2.25
Frequency response of a single-mode optical fiber: (a) magnitude; (b) phase response in band-
pass regime; and (c) baseband equivalence.

the rotation of the constellation by an angle such that it is recovered back to
its original position. The chirp of the carrier can be seen in Figure 2.26, in
which the chirp is much less at the center but heavily chirped near the edge
of the pulse. The step responses shown in Figures 2.27 and 2.28 indicate the
damping oscillation of the step pulse, which is due to the chirp of the carrier
as we also observe from the calculated impulse and step responses given in
Figure 2.24. Figure 2.27 shows the Gaussian-like impulse response when the
transmission distance is large. This is the typical pulse shape in long-haul
nondispersion compensating transmission. These dispersive pulse sequences
are then coherently detected and processed by the digital signal processors.
The number of samples must be long enough to cover the dispersive sequence
and the number of taps of the finite impulse response (FIR) filter must be high
enough to ensure the whole dispersive pulse is covered and fallen within the
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Pulse response from near field (~<2 km) to far field (>80 km).

filter length. So the longer the transmission length, the higher the number
of taps of the FIR. This is the first step in the DSP-based optical receiver, by
using the constant modulus amplitude (CMA) algorithm to compensate for
the dispersion effects before compensating and recovering the phase constel-
lation of the modulated and transmitted channels. It is noted that the chirp
of the pulse envelope is much higher when the pulse in the near-field region
than that in the far field, as observed in the step responses given in Figures
2.26a and 2.27. Thus, if a Gaussian pulse is launched and propagating in the

(a) A (b) A

FIGURE 2.28
Fiber response to Gaussian pulse (a) in time domain and (b) in frequency domain.
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single-mode fiber, we would obtain Gaussian pulse shape at the output (see
Figure 2.27) provided that the fiber length is sufficiently long, typically more
than 20 km, which is commonly met in real transmission system.

2.5.2 Nonlinear Fiber Transfer Function

The weakness of most of the recursive methods in solving the NLSE is that
they do not provide much useful information to help the characterization
of nonlinear effects. The Volterra series model provides an elegant way of
describing a system’s nonlinearities, and enables the designers to see clearly
where and how the nonlinearity affects the system performance. Although
Refs. [30,31] have given an outline of the kernels of the transfer function
using the Volterra series, it is necessary for clarity and physical representa-
tion of these functions that brief derivations are given here on the nonlinear
transfer functions of an optical fiber operating under nonlinear conditions.

The Volterra series transfer function of a particular optical channel can be
obtained in the frequency domain as a relationship between the input spec-
trum X(w) and the output spectrum Y(w), as

Y0 = D [ o[ o s = — ) X X X0)
n=1 e e

XX(W _Wl_"’_Wn,l)dVVl"'dVVn,] (284)

where H, (o, ..., ®,) is the nth-order frequency domain Volterra kernel,
including all signal frequencies of orders 1 to n. The wave propagation inside
an SMF can be governed by a simplified version of the NLSE, given above in
this chapter with only the SPM effect included as

2 3
9 _ B0y p 04 ;P20A B oAz, (2.85)

where A = A(t,z). The proposed solution of the NLSE can be written with
respect to the VSTF model of up to fifth order as

AGw,2) = Hyw, 2)A(w) + j jH3<w1,w2,w i W 2)

X AW1)A W2)AW —wq +wo)dwdw,

o o0 oo oo

+ J. J- J. J-Hs(W1,W2,W3,W4/W —Wit Wy —W3 +Wy,2)

—00 —00 —00 —00

X A(Wl)A*(Wz)A(Wg,)A*(Wz;) X A(W —Wi]+Wy —W3 +W4)dW1szdW3dW4
(2.86)
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where A(w) = A(w,0), that is, the amplitude envelop of the optical pulses at the
input of the fiber. Taking the Fourier transform of Equation 2.3 and assum-
ing A(t,z) is of sinusoidal form, we have

AW, 2)

) Gl(w)A(w,z)J. J.Gg(wl,wz,w w1 + W) AG L, 2)A (W, 2)

—c0 —oo

XA(W — W1 +W2,Z)dV\71dV\72 (287)

where G(w)=-a,/2+ jbw + jbz/2w2 — jbs/6w; and Gs(wq,wp,w3) = jg.
o is taking the values over the signal bandwidth and beyond in overlapping
the signal spectrum of other optically modulated carriers, while w,...®; are
all also taking values over similar range as that of @. For general expres-
sion, the limit of integration is indicted over the entire range to infinity.

Substituting Equation 2.86 into Equation 2.87 and equate both sides, the
kernels can be obtained after some algebraic manipulations

;Z{Hl(w,zm(wn [ [ stz =y +02,2) A )47602)

—o0 —oo0

XA(W —W1 +W2)dW]dV\72

+ J j J JH5(W1,W2/W3/W4,W —Wi+Wy —W3 +Wy,2)

—00 —00 —00 —00

X AW1)A W2)AW3)A (W 4)AW — Wi +Wo — W3 + Wy )dw dw ydw sdw 4

= Gl(W)liHl(W/Z)A(W) + J. J. H3(wi,wo,w —wq +Wp,2)

—o0 —oof

X A(W1)A4(W2)A(W —-wi + Wz)dWldW2

% o0 oo oo

+ J. J. J. J.H5(W1,W2,W3,W4,W — W1 +W2 — W3 +W4,Z)

—00 —00 —00 —00

X AW1)A W2)AW3)A W4) X AW — W1 +Wo — W3 + Wy )dw dw ydw 3dw 4

+ J. IG3(W1rW2,W -Wi+W;)

—o0 —c0
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Equating the first-order terms on both sides we obtain

9 Hy@w,2) = Gy(w)Hy(w, 2) (2:89)
oz

Thus the solution for the first-order transfer function (2.89) is given by

b b
H](W z) _ Gz _ ( +]b1w+]iw2_] 3w3) (2'90)

This is in fact the linear transfer function of a single-mode optical fiber,
with the dispersion factors 3, and f3; as already shown in the previous section.
Similarly, for the third-order terms we have

aiJ. J.H3(W1,W2,W —W1 +W2,Z) X A(W1)A*(W2)A(W —W1 +W2)dW1sz
V4

—00 —oo

- j j Galot s, w2, — w1 +w2)Hy(wr, 2)AG ) H3 (2, 2)

—o0 —o0

X AW)Hi(W —wq +Wy)AW —wy +wy)dwdw, (2.91)

Now letting w; = 0 — @, + ®,, then it follows

OH;3(w1,w,,W3,2)
0z

=Giwi—wy +w3)HsWq,wa,w3,2) + Ga(wi,Wo,W3)

X Hiw1,z)H7i(W,,z)Hi(ws,2) 2.92)

The third-kernel transfer function can be obtained as

e(Gl(W1)+G*1(Wz) +G1W3)z _ ,G1(w1-wa+w3)z

H /W2, W3, =G IW2, X #
W20, 2) = G2 ) X Giwa) + Gawa) — Galors —wa +2)

(2.93)

The fifth-order kernel can similarly be obtained as

Hs(Wwq,wa,W3,W4,Ws,2)

_ H1(W1,Z)Hf (Wz,Z)Hl(W3/Z)HT (W4,2)Hi(Ws,z)—Hifw—wo+ws—wy+ws,2)
Giw1) +GiW2) + Giw3) +Gi(Wa) + Gi(ws) - Gi(w1 —Wo + W3 —Ws +Ws5)
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Gi(w1) + Gi(wz - w3 +wy) + Gi(Ws) — Gi(Wy —Wo + W3 —Wy +Ws)

Gs(wy — Wy +W3,Wy4,W5)G3(W1,Wo,W3)
Gi(wq) + Gi(w2) + Gi(w3) — Gi(w1 —wy +w3)

Hl(Wl —Wo +W3,Z)HT(W4,Z)H1(W5,Z) — Hl(Wl —Wy +W3 —Wy +W5,Z)

X *
Gi(wy —wy +w3) + Gi(wy) + Gi(ws) = Gi(wy —w, + W3 — Wy +Ws)

(2.94)

Higher-order terms can be derived with ease if higher accuracy is
required. However, in practice, such higher order would not exceed the 5th
rank. We can understand that for a length of a uniform optical fiber the
1st to nth order frequency spectrum transfer can be evaluated, indicating
the linear to nonlinear effects of the optical signals transmitting through
it. Indeed, the third- and fifth-order kernel transfer functions based on the
Volterra series indicate the optical field amplitude of the frequency com-
ponents, which contribute to the distortion of the propagated pulses. An
inverse of these higher-order functions would give the signal distortion in
the time domain. Thus, the VSTFs allow us to conduct distortion analysis of
optical pulses and hence an evaluation of the bit-error-rate of optical fiber
communications systems.

The superiority of such Volterra transfer function expressions allow us to
evaluate each effect individually, especially the nonlinear effects, so that we
can design and manage the optical communications systems under linear or
nonlinear operations. Currently, this linear-nonlinear boundary of opera-
tions is critical for system implementation, especially for optical systems
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operating at 40 Gbps where linear operation and carrier-suppressed return-
to-zero format is employed. As a norm in series expansion the series need
converged to a final solution. It is this convergence that would allow us to
evaluate the limit of nonlinearity in a system.

2.5.3 Transmission Bit Rate and the Dispersion Factor

The effect of dispersion on the system bit rate B, is obvious and can be esti-
mated by using the criterion:

B, At < 1 (2.95)

where At is the total pulse broadening. When the fiber length, the total dis-
persion D= M(A) + D(A), and a source line width o), the criterion becomes

B,-L-|Drls, <1 (2.96)

For a total dispersion factor of 1 ps/(nm km) and a semiconductor laser of
line width of 2—-4 nm, the bit rate-length product cannot exceed 100 Gb/s-km.
That is, if a 100 km transmission distance is used, then the bit rate cannot be
higher than 1.0 Gb/s. However, with the digital signal processing algorithms
(DSP algo) in coherent reception, this pulse broadening can be compensated
in the electronic digital domain and the dispersive transmission distance
can reach a few thousands of kms if the modulation format is QPSK and
intra-dyne reception is employed (Figures 2.29 and 2.30).

Transmitter Fiber Receiver
V() >0 (1) Py(®) Py(t) V,(0)
25 Const |5 v > hrp(t) > || ? 25l Const |5
x(2) ¥(®)
P("1") X X
P("0")
1 »
} >
0 T, t

FIGURE 2.29
Schematic of an optical transmission system and its equivalent transfer functions.
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Eye diagram of time signals at 10 Gb/s transmission over standard SMF after 0, 20, 80 km length.

2.6 Fiber Nonlinearity Revisited

The nonlinear effects in optical fibers were described in Section 2.2. This
section revisits these effects and their influence on the propagation of optical
signals over long fiber lengths. The nonlinearity and linear effects in optical
fibers can be classified as shown in Figure 2.31.

Fiber RI is dependent on both operating wavelengths and lightwave inten-
sity. This intensity-dependent phenomenon is known as the Kerr effect and
is the cause of fiber nonlinear effects.

2.6.1 SPM, XPM Effects

The power dependence of RI is expressed as

n =n+n,(P/Ag) (2.97)
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FIGURE 2.31
Linear and nonlinear fiber properties in single-mode optical fibers.

where P is the average optical power of the guided mode, 7, is the fiber non-
linear coefficient, and A, is the effective area of the fiber.

Fiber nonlinear effects include intra-channel SPM, inter-channel XPM,
FWM, stimulated Raman scattering (SRS), and stimulated Brillouin scatter-
ing (SBS). SRS and SBS are not the main degrading factors, as their effects
are only getting noticeably large with very high optical power. On the
other hand, FWM degrades severely the performance of an optical system
with the generation of ghost pulses only if the phases of optical signals are
matched with each other. However, with high local dispersions such as in
SSME, effects of FWM become negligible. In terms of XPM, its effects can be
considered to be negligible in a DWDM system in the following scenarios:
(i) highly locally dispersive system, and (ii) large-channel spacing. However,
XPM should be taken into account for optical transmission systems deploy-
ing NZ-DSF fiber where local dispersion values are small. Thus, SPM is usu-
ally the dominant nonlinear effect for systems employing transmission fiber
with high local dispersions, for example, SSMF and DCF. The effect of SPM
is normally coupled with the nonlinear phase shift ¢,; defined as

L

0

g = w1 /(Agc) (2.98)

Ly =(1-e2")/a
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where @, is the lightwave carrier, L is the effective transmission length, and
o is the fiber attenuation factor, which normally has a value of 0.17-0.2 dB/km
in the 1550 nm spectral window. The temporal variation of the nonlinear
phase ¢y, results in the generation of new spectral components far apart from
the lightwave carrier @, indicating the broadening of the signal spectrum.
This spectral broadening dw can be obtained from the time dependence of
the nonlinear phase shift as follows:

9fw _ 9P

or; 2.99
aT  JoT ¢ 299

Equation 2.99 indicates that éw is proportional to the time derivative of the
average signal power P. Additionally, the generation of new spectral compo-
nents occur mainly at the rising and falling edges of optical pulses, that is,
the amount of generated chirps is substantially larger for an increased steep-
ness of the pulse edges.

The wave propagation equation can be represented as

dA(z,t)
oz

+ 2 Aty 5 QAGD Ty 0AEY 1y 0TARD
2 at 2 ot 6 at
a(a’)
t

= _jglAG B Azt~ - L (AR A) - TeA 2.100)
Wo dt

in which we have ignored the pure delay factor involving ;. The last term in
the RHS represents the Raman scattering effects.

2.6.2 SPM and Modulation Instability

Nonlinear effects such as the Kerr effect where the refractive index of the fiber
medium strongly depends on the intensity of the optical signal can severely
impair the transmitted signals. In a nonsoliton system the Kerr effect broad-
ens the signal optical spectrum through SPM. This broadened spectrum is
mediated by fiber dispersion and causes a performance degradation. In addi-
tion, four-wave mixing (FWM) between the signal and the amplified sponta-
neous emission (ASE) noise generated from the inline optical amplifiers has
been reported to cause performance degradations in systems using in-line
optical amplifiers. This later effect is commonly referred to as modulation
instability. Thus, the instability is resulted from the conversion of the phase
noises to intensity noises. The gain spectrum of the modulation instability is
shown in Figure 2.32 [32].
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FIGURE 2.32
Spectrum of the optical gain due to modulation instability at three different average power
levels in an optical fiber with f3, =20 ps?/km and y=2 W/km.

2.6.3 Effects of Mode Hopping

Up to now we have assumed that the source center emission wavelength
was unaffected by the modulation. In fact, when a short current pulse is
applied to a semiconductor laser, its center emission wavelength may hop
from one mode to a longer neighboring wavelength. In the case where a
multi-longitudinal mode laser is used, this hopping effect is negligible;
however, it is very significant for a single longitudinal laser.

2.6.4 SPM and Intra-Channel Nonlinear Effects

Under considerations only the SPM of all the nonlinear effects on the optical
signals transmitting through dispersive transmission link we can drop the
cross coupling terms but AQ, the nonlinear effect is thus also contributed the
additional intra-channel effects with w,, , take the values with the spectra
of the optical signal and not cross over the spectra of other adjacent channels.
By substituting of the fundamental order transfer function we arrive at

9L |, a2 .
H3(W1/W2/W )SI’M,inter = _]7(6 o “Nsbal. /2)

4p2
. jtarf1 _a Nl .
x (1- @ +]b2AQ)L5) L, /az N bzzAQ2e 02AQ ze—]kszsAQ
k=0

(2.101)
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The nonlinear distortion noises contributed to the signals when operating
under the two regimes of large and negligible dispersion are given in Ref. [33],
depending on the dispersion factor of the fiber spans. The nonlinear transfer
function H; indicates the power penalty due to nonlinear distortion, and can
be approximated as [34]

; e*[a /2=jbp(wi-w2)(w -w2)]

J9aL

Hé(w1/W2/W) =

. ‘ L — L«;j{f . (2.102)
x[LY - jba(wq —wo)(w —Wz)](“a - LsLsﬁ(J

Thus if the ASE noise of the inline optical amplifier is weak compared with
signal power, then we can obtain the nonlinear distortion noises for highly
dispersive fiber spans (e.g., G.652 standard single-mode fiber SSMF) via

Ky, (wo) = NS[Q(WO)+2(‘3L) Q" P a(‘”o bgzﬂ (2.103)

2p ?Awf Aw.’ a

and for mildly dispersive fiber spans (e.g., G.655 fiber spans):

Kn peao(Wo) = NS[Q(WO)+2(9L) Q P a( Yo OH (2.104)

2p a?Aaw? \Aw.’
with
o o (1+ ety = 2e™* cos[a Lx(x — x1)(x1 — x,)]
8, (x,x) = [, [ s 1+ 3206 — 1)1 — %) (2.105)
T *h(x)h(x2)h(x = x1 + x2)
and

h(x) = {1 for x = [-1/2,1/2] 2106

0 elsewhere

The nonlinear power penalty thus consists of the linear optical amplifier
noises; the second is the SPM noises from the input signal and nonlinear
interference between the input and the optical amplifier noises, which may
be ignored when the ASE is weak. Equations 2.103 and 2.104 show the varia-
tion of the penalty, hence channel capacity of dispersive fibers, of trans-
mission systems operating under the influence of nonlinear effects with
optically amplified multi-span transmission lines whose fiber dispersion
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parameter varying from 0 to —20 ps?*/km. Under the scenario of nondis-
persive fiber, the spectral efficiency has been limited to about 3—4 b/s/Hz
and 9-6 b/s/Hz, with 4 and 32 spans, respectively, for a dispersion factor
of 20 ps?/km with 100 DWDM channels of 50 GHz spacing between the
channels with the optical spectral noise density of 1 uWW/GHz. The fiber
length of each span is 80 km.

By definition, the nonlinear threshold is determined at a 1 dB penalty
deviation level from the linear OSNR, the contribution of the nonlinear noise
term, from Equation 2.103, we can obtain the maximal launched power at
which there is an onset of the degradation of the channel capacity as

3
B W,
max_P = \/0.1 INg, /20 (@) (2.107)

An example of the estimation of the maximum level of power per chan-
nel to be launched to the fiber before reaching the nonlinear threshold 1-dB
penalty level: for 100 overall channels of 150 GHz spacing, Q; = 200 nm, then
Py, =58 uyW/GHz. Thus for 25 GHz bandwidth, we have the threshold power
level at Pppiw = 0.15mW per channel. For highly dispersive and 8 wave-
length channels we have Pyppign —7-10P 0w, OF the threshold level may reach
1.5 mW/channel. The estimations given here, as an example, are consistent
with the analytical expression obtained in Equation 2.107. Thus this shows
clearly that (i) dispersive multi-span long-distance transmission under coher-
ent ideal receiver would lead to better channel capacity than low dispersive
transmission line. (ii) If a combination of low and high dispersive fiber spans
is used, then we expect that, from our analytical Volterra approach, the pen-
alty would reach the same level of threshold power so that a 1-dB penalty on
the OSNR is reached. Note that this approach relies on the average level of
optical power of the lightwave modulated sequence. This may not be easy
to estimate if the simulation model is employed; and (iii) however under
simulation, the estimation of average power cannot be done without costing
extremely high time, thus commonly, the instantaneous power is estimated
at the sampled time interval of a symbol. This sampled amplitude and hence
the instantaneous power can be deduced. Therefore, the nonlinear phase is
estimated and superimposed on the sampled complex envelope for further
propagation along the fiber length. The sequence high-low dispersive spans
would offer slightly better performance than low-high combination. This
can be due to the fact that for low dispersive fiber the output optical pulse
would be higher in amplitude, which is to be launched into the high disper-
sive fibers, thus this would suffer higher nonlinear effects due to the fact that
the instantaneous power launched into the fiber would be different—even
the average power would be the same for both cases.

The argument in step (iii) can be further strengthened by representing
a fiber span by the Volterra series transfer functions (VSTF) as shown in
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Figure 2.33. Any swapping of the sequence of low and high dispersion fiber
spans would offer the same power penalty due to nonlinear phase distor-
tion, except the accumulated noises contributed from the ASE noises of
the in-line optical amplifiers of all spans. Thus we could see that the noise
figure (NF) of both configurations can be approximated as the same. This
is contrasting to the simulated results reported in Ref. [35]. We believe that
the difference in the power penalty in different order of arrangement of
low and high dispersion fiber spans reported in Ref. [15] is due to numeri-
cal error, as the split-step Fourier method (SSFM) was possibly employed
and the instantaneous amplitude of the complex envelope was commonly
used. This does not indicate the total average signal power of all channels.
Therefore we can conclude that the simulated nonlinear threshold power
level would be suffering additional artificial OSNR, penalty due to the
instantaneous power of the sampled complex amplitude of the propagat-
ing amplitude.
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(a) System of concatenation of fiber spans consisting of pairs of different CDs and NL, model
for simulation; (b) Optically amplified N,-span fiber link without DCF, a DSP-based optical
receiver with compensation of nonlinear effects by BP or Volterra series transfer function con-
ducted by digital signal processing. This model represents real-time processing in practical
optical transmission systems.
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Ref. [36] reported the variation of the channel capacity against the input
power/channel with dispersion as a parameter 2 — —20 ps?/Km and a noise
power spectral density of 10 uW/GHz over 4 spans, and that for 4 and 32
spans of dispersive fibers of 0 u—20 ps?/km with a channel spacing of 50 GHz
and 100 channels, the noise spectral density is 10 uW/GHz. The deviation of
the capacity is observed at the onset of the power per channel of 0.1, 2, and
5 mW. Further observations can be made here. The noise responses indicate
that the nonlinear frequency transfer function of a highly dispersive fiber
link is related directly to the fundamental linear transfer function of the fiber
link. When the transmission is highly dispersive the linear transfer function
acts as a low-pass filter and thus all the energy concentrates in the passband
of this filter, which may be lower than that of the signal at the transmitting
end. This may thus lower the nonlinear effects as given in Equation 2.101.
While for lower dispersive fiber this transfer function would represent a low-
pass filter with 3 dB roll off frequency much higher than that of a dispersive
fiber. For example, the G.655 would have a dispersion factor of about three
times lower than that of the G.652 fiber. This wideband low-pass filter will
allow the nonlinear effects of intra-channels and inter-channel interactions.
The dispersive accumulation term ¥;" e”**254? dominates when the num-
ber of spans is high.

In the simulation results given in Ref. [37], the Volterra series trans-
fer functions were applied for dispersive fiber spans. It is expected from
Equation 2.101 that the arrangement of alternating position between G.655
and G.652 would not exert any penalty. The simulation reported in Ref. [3§]
indicates 1.5 dB difference at 10 x 2 spans (SSMF + TWC) and no difference
at 20 x 2 spans. The contribution by the ASE noises of the optical amplifiers
at the end of each span would influence the phase noises and hence the
effects on the error vector magnitude (EVM) of the sampled signal detected
constellation.

From the transfer functions, including both linear and nonlinear kernels
of the dispersive fibers, we could see that if the noises are the same then
the nonlinear effects would not be different regardless of whether high
or low dispersive fiber spans are placed at the front or back. However, if
the nonlinear noises are accounted for, and especially the intra-channel
effects, we could see that if less dispersive fibers are placed in the front
then higher noises are expected, and thus a lower nonlinear threshold
(at which 1-dB penalty is reached on the OSNR). This is the opposite of
the simulation results presented in Ref. [39]. However, these accumulated
noises are much smaller than the average signal power. Under simula-
tion, depending on the numerical approach to solve the NLSE, the estima-
tion of signal power at the sampled instant is normally obtained from the
sampled amplitude at this instant, and thus different with the average
launched power into the fiber span. This creates discrepancies in the order
of the high- or low-dispersion fiber spans. Thus, there are possibilities that
the amplitude of the very dispersive pulse sequence at some instants along
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the propagation path can be superimposed. This amplitude may reach a
level much higher than the nonlinear threshold and thus create different
distortion penalty due to nonlinear effects.

Volterra transfer function (VSTF) offers better accuracy and covers a
number of SPM and parametric scattering, but suffers costs of computing
resources due to two-dimensional FFT for the SPM and XPM. This model
should be employed when such extra nonlinear phase noises are required,
such as in the case of superchannel transmission (Figure 2.33).

2.6.5 Nonlinear Phase Noises

Gordon and Mollenauer [40] showed that when optical amplifiers are used
to compensate for fiber loss, the interaction of amplifier noise and the Kerr
effect causes phase noise, even in systems using constant-intensity modula-
tion. This nonlinear phase noise, often called the Gordon-Mollenauer effect
or, more precisely, SPM-induced nonlinear phase noise, or simply nonlinear
phase noise (NLPN), corrupts the received phase and limits transmission
distance in systems using M-ary QAM. The NLPN in turn would create ran-
dom variation in the intensity, thus a transfer or conversion of the NLPN into
intensity noise, or modulation intensity.

Under the cascade of optically amplified spans to form a multi-span long-
haul link without using dispersion compensating fiber (DCF) has emerged
as the most modern optical link structure with coherent detection and
digital signal processing at the receivers. Ho and Kahn [41] have studied
and derived the variances and co-variances of DWDM optical transmis-
sion systems. For an electric field E, of the optical waves launched at the
input of the first span, the field at the input of the k;, span would be the
launched field superimposed by the noises accumulated over k spans as
Ey=Ey+ny+ny,+-- -+ ny, then the variance s of the nonlinear phase shift
is given as

sain@ne) = (L) [ SR (N = 1)+ (an - D2 f(Ns ) - 2a — 1) Y f(NsF)

k=1

(2.108)

where ais the scaling factor, f(No?) is the expected value of the optical electric
field between two consecutive spans, and ois the variance of the field under
superposition with the noises. N is the total number of optically amplified
spans, the optimal factor can be found by differentiating Equation 2.108 with
respect to this factor to give:

an. = —gLg T, (2.109)
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At high OSNR > 1, this variance can be found to be
4
s Rwp = §N3(9Leffs ‘EO‘Z)Z (2.110)

with 8 = Sy 4nyr..n| @S the variance of the field superimposed by noises
after kth span of k cascade spans. The expected value of the nonlinear phase
shift can be approximated as

+£,.0= NgLyg|E[ 2.111)
Then the NLPN variance of N cascaded spans can then be given as
2 4: 3 2 4 'fNLB
s =~ —N>(gLygs |Eo[ )= N 2.112
NLNP 3 (g off ‘ 0‘ ) 3 OSNR% ( )

where OSNR; is the optical signal-to-noise ratio in linear scale and the mean
phase noise is given by Equation 2.111. Thus we can see that the nonlinear
phase rotation due to SPM in N-cascade-span link is the total phase rotation
accumulated over the spans.

The variances of the residual NLPN is also given as

) _1 540G (2.113)
S NLNP,res 6 OSNRZ

The NLPN power variance is also proportional to the square of the accu-
mulated phase rotation. This allows a compensation algorithm for nonlinear
impairments by rotating the phase of the digital sampled of the in phase and
quadrature phase components at the end of each span. This is indeed a linear
operation based on the derived and observed rotation of the constellation
due to SPM. This linear-phase rotation simplifies the numerical and hence
the computing resources of the DSP. The phase to intensity conversion, the
instability problem, will create some degradation of the OSNR due to this
increase of the noise intensity over the 0.4 nm band commonly measured of
the noises in practice. Thus, we expect a logrithmic reduction of the OSNR
with respect to the number of cascaded optically amplified fiber spans to the
SPM-induced and modulation instability.

2.7 Special Dispersion Optical Fibers

At the beginning of the 1980s, there was great interest to reduce the total dis-
persion [M(A) + D(A)] of single-mode optical fiber at 1550 nm where the loss
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is lowest for silica fiber. There were two significant trends; one is to reduce
the line-width and to stabilize the laser center wavelength, and the other is
to reduce the dispersion at this wavelength. The fibers designed for long-haul
transmission systems usually exhibit a near-zero dispersion at a certain spec-
tral window. These are called dispersion-shifted fibers, within which the total
dispersion approaches zero, [M(A) + D(A)] ~ 0. The material dispersion factor
M(A) is natural and slightly affected by vPulse response from near fieldariation
of doping material and concentration. The waveguide dispersion factor, D(2)
can be tailored by designing appropriate refractive index profiles and geomet-
rical structure, to balance the material dispersion effects so that the total dis-
persion factor reaches a null value at a specific wavelength or spectral window.
Note that the dispersion factors due to material and waveguide take algebraic
values, thus they can be designed to take opposite values to cancel each other.

The problems facing dispersion-shifted fibers are that the four-wave mix-
ing (FWM) can occur easily due to the phase matching condition that can be
satisfied at the zero dispersion from the equally spaced wavelength chan-
nels. Thus, usually the zero dispersion wavelength is shifted to outside the
C-band to avoid FWM. These types of fibers are called nonzero dispersion-
shifted fibers (NZ-DSF), within which the zero-dispersion wavelength com-
monly placed around 1510 nm so that only some small dispersion amount
occur in the C-band to avoid the FWM problems.

Advanced optical fiber design technique can offer the design of dispersion-
flattening fibers where the dispersion factor is flat over the wavelength range
from 1300 to 1600 nm by tailoring the refractive index profile of the core of
optical fibers in such distribution as the W-profile, the segmented profile and
multilayer core structure, and so on.

Another type of optical fiber which would be required for compensating
the dispersion effect on the optical signal after transmitted over a length of
optical fiber is the dispersion compensated fiber whose dispersion factor is
many times larger than that of the standard communication fiber with an
opposite sign. This can be designed by setting the total dispersion to the
required compensated dispersion and thus the waveguide dispersion can be
found over the required operating range. Therefore, optical fiber structures
can be designed to obtain the core radius, and the refractive index profile with
optimum mode spot size.

2.8 SMF Transfer Function: Simplified Linear and Nonlinear
Operating Region
In this section, a closed expression of the frequency transfer function of

dispersive and nonlinear single-mode optical fibers for broadband opera-
tion can be derived, similar for the case under microwave photonics. The
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expression takes into account both chromatic dispersion and SPM effects,
and is valid for optical double-sideband modulation, optical single-sideband
(SSB) modulation, and chirped optical transmitters.

The evolution along the propagation path z of the “small-signal” intensity
modulation (IM), or complex power p(w,z) and phase rotation (PM) £ (w, z)
during the propagation of the guided mode through the single-mode opti-
cal fiber (SMF), taking into account both the chromatic dispersion and the
nonlinearity (SPM) effects, is governed by the following set of differential
equations [42-45]:

% = b "R (w,2); AWw,z) =Pl 2) (2.114)

df (w,z) bw? ez |—

4z |: 4B, +ge ]p(w,z) (2.115)
where A(w,z) and f(w,z) are defined as the normalized complex amplitude
and phase, respectively, of the optical field in the Fourier domain, w is the
radial frequency of the RF or broadband signal, z is the distance along the
propagation axis of the fiber, ¢ is the attenuation coefficient in the linear
scale of SMEF, and f, is the first order dispersion coefficient, that is, the group
delay factor as a function of the optical wavelength given by

_1°D(1)
2pc

b, = (2.116)

whereby c is the velocity of light in vacuum, and D(4) is the dispersion fac-
tor of the fiber, typically taking value of 17 ps/nm/km for silica SMF at the
operating wavelength A = 1550 nm.

7 is the nonlinear SPM coefficient defined by

_ 2pn,

; with Ay = prd 2.117
14, f =P (2117)
with 7, as the nonlinear index coefficient of the fiber, typically n, = 1.3 x 10
m?/W for SMF-28, and Ay = prd is the effective area of the fiber, which is the
area of the Gaussian mode spot of the guided mode in a single-mode optical
fiber under the weakly guiding condition [46].

These equations are derived from the observer positioned on the moving
frame of the phase velocity of the waves, which is normally expressed by the
nonlinear Schrodinger equation (NLSE):

dA(t,2) _ _[ i 9A%tz2)

. 2
5 aA(t,Z)"‘%bz o }+ jglAtz) At,z) (2118



90 Digital Processing

Present coherent optical receiver incorporating ADC and digital signal
processing (DSP), under the quadrature amplitude modulation (QAM),
the amplitudes of both the inphase and quadrature phase components are
recovered which is proportional to the power of the optical signals incident
at the front end of the optical hybrid coupler followed by balanced photo-
detector pairs. A schematic of the transmission is shown in Figure 2.34,
in which the transmitter can generate an optical sequence or near single
frequency sinusoidal waves at a frequency reaching 30 GHz using a Fujitsu
DAC sampling rate of 65 GSa/s. The optical modulator is a typical Fujitsu
IQ modulator modulated by electrical signals output from the DAC and
phase shifted in RF domain by an electrical phase shifter PS. The RF phase
can be set such that when they are 7/2 shifted with respect to each other,
the suppression of one of the single sidebands can be achieved at the output
spectrum. The main carrier can be suppressed by biasing the “children”
Mach—Zehnder intensity modulators (MZIM) at the minimum transmis-
sion point (Figure 2.35).

By differentiating Equation 2.114 and substituting into Equation 2.38 we
obtain

d’pw,z) _ biw?
dz? 4

—bw?+ gPOeaZ:|p(w ,Z) (2.119)
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FIGURE 2.34

Digital-based optical transmitter and coherent reception with real-time sampling and digi-
tal signal processing. DAC = digital to analog converter; ADC = analog-to-digital converter;
DSP = digital signal processing; PDP = photodetector pair; FC = fiber coupler; 1/Q = inphase/
quadrature phase.
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Phasor of the amplitude evolution along the propagation path, assuming the amplitude is not
affected by attenuation. (a) Phasor; (b) phase or the phase constellation of M-QAM (M =16
square QAM), three amplitude level.

Subject to the initial conditions of

_ _ dpw,0)
,0) = Pin d ——"~
pw,0) = pi(w) an iz

= bow 2Py **£(w,0) = byw *Re**f;,(w) (2.120)

where the subscript “in” indicates the input location, which is the starting of
the propagation of the modulated optical waves through the SMFE.
Now by changing some variables with the setting of

2
x = 2JBe=/?; p=-_229h (2.121)
a
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then Equation 2.119 can be rewritten as

xi+xi—(x2 -v?) |pw,z) =0 (2.122)
ax* " ax Pt .

The solution of this equation is a combination of purely imaginary Bessel’s
functions L and K and subject to the initial conditions of Equation 2.120.
Thus, the evolution of the complex amplitude of the intensity modulated
(IM) optical waves along the propagation path is given by [4748]

JBp )["L"“ @VB)K,(x) - 5 (2B )Im(x)]
_ 2sinh(pv) ax ox

S %Bfw )[Kn(@VB)Lu(x) = L (2VB)K(¥) |

pw,z)

(2.123)

with v = —(B,@?/a). The first term on the RHS of Equation 2.123 is the magni-
tude part and the second is the phase part, that is the inphase and quadra-
ture components of the QAM signal. Thus the in phase and quadrature parts
of the complex magnitude can be expressed as

P, 2) = Zsﬂi‘@"){ﬁmw)[aj;(zﬁ K (x) af;‘)(z@)lm(x)]} (2.124)

Polr,2) = ffixw)zs“‘;l@‘”ueu(zﬁ JLoo(x) = Lu(23B)K(%)] 2125)

The variations of the inphase (real part) and quadrature phase (imagi-
nary part) of the complex power can be estimated by referring to Figures
2.36 and 2.37, respectively. The inphase and quadrature phase components
move along the horizontal and vertical axis within the normalized +1 limits,
meaning that as the phases rotate around the unit circle, these components
oscillate in a manner such that when the phase is @M + 1) (M =0,1,2...) or an
odd number of 7/2, then the inphase component becomes nullified and so
on. Likewise, the quadrature phase are zero at Nw (N =0,1,2...). In the case of
QAM scheme, for example, 16QAM, there would be three amplitude levels
of the phase constellation and these levels are rotating as shown in Figure
2.37, the initial phase is set by the initial position of the constellation point
of square 16 QAM, but the oscillation and nullified locations would be very
much similar to that of Figure 2.36.
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Variation of the magnitude of phase component with frequency (PM-IM conversion) of stan-
dard SMF of L = 100 km (at z = 100 km) under coherent detection with normalized amplitude of
the intensity of the optical waves under linear (y= 0) and nonlinear operating conditions. SSMF
parameters: o¢=0.2 dB/km, D =17 ps?/(nm km); n,=3.2 x 102 m?2/W. L =100 km. (Extracted
from F. Ramos and J. Marti, IEEE Photonic Tech Lett, 12(5), 549-551, May 2000.)
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Amplitude (dBe)

Frequency (GHz)
FIGURE 2.38
Frequency response of 100 km SSMF for DSB and SSB spectral signals under linear and non-
linear (+10 dBm). — ——=linear ; continuous line nonlinear DSB and ———SSB with chirp param-

eters o of a directly modulated laser diode as a parameter. Note the flat response of SSB signals.

Under linear operating regime y= 0, we can obtain the expressions for the
complex power amplitude and phase and the overall fiber transfer function
under a modulation transfer as:

2
piw,z) = COSM
2
2
pe(w,z) = ZsinM
_ H ,

He,2) = pio, )+ 2202 o 2)

Hpy(w,z) = frequency response modulated signals (2.126)

For single-sideband (SSB) modulated signals Hy,(w, z) = j, which are purely
complex, then we can obtain the transfer characteristics as shown in Figure
2.38. Note that for SSB signals the frequency response is flat over a very wide
band and the notches of the linear and nonlinear responses are significantly
reduced. This is due to the single side band signals that are at least half the
band of that of the DSB, and thus the nonlinear effects are also reduced. The
nonlinearity is estimated with the average power launched into the 100 km
fiber at 10 dBm.
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2.9 Numerical Solution: Split-Step Fourier Method

In practice, with the extremely high-speed operation of the transmission sys-
tems, it is very costly to simulate by experiment, especially when the fiber
transmission line is very long, for example, a few thousands of kms. Then
it is preferred to conduct computer simulations to guide the experimental
set-up. In such simulation the propagation of modulated lightwave channels
play a crucial role so as to achieve transmission performance of the systems
closed to practical ones. The main challenge in the simulation of the propa-
gation of lightwave channels employing the nonlinear Schroedinger equa-
tion (NLSE), which can be derived from Maxwell equations, is whether the
signal presented in the time domain can be propagating though the fiber and
its equivalent in the frequency domain when the nonlinearity is effective.
The propagation techniques for such modulated channels are described in
the subsection of this part.

2.9.1 Symmetrical Split-Step Fourier Method

The evolution of slow varying complex envelopes A(z,f) of optical pulses
along a single-mode optical fiber is governed by the nonlinear Schroedinger
equation (NLSE):

. 2 3
0A(z,t) 4 iA(z,t) by 0A(z,t) + ibza A(Zz,t) 3 lbaa A(Sz,t)
oz 2 ot 2 ot 6 ot

= —jg|A(z,t)

2 Awt) (2.127)

where z is the spatial longitudinal coordinate, o accounts for fiber attenua-
tion, B, indicates DGD, 3, and fB; represent second- and third-order dispersion
factors of fiber CD, and yis the nonlinear coefficient as also defined above.
In a single-channel transmission, (2.127) includes the following effects: fiber
attenuation, fiber CD and PMD, dispersion slope, and SPM nonlinearity.
Fluctuation of optical intensity caused by Gordon—-Mollenauer effect is also
included in this equation. We can observe that the term involves f3,, and f;
relates to the phase evolution of optical carriers under the pulse envelop.
Respectively, the term f3, relates to the delay of the pulse when propagating
through a length of the fiber. So if the observer is situated on the top of the
pulse envelop then this delay term can be eliminated.

The solution of NLSE and hence the modeling of pulse propagation along
a single-mode optical fiber is solved numerically by using the SSFM so as to
facilitate the solution of a nonlinear equation when nonlinearity is involved.
In SSFM,, fiber length is divided into a large number of small segments oz.
In practice, fiber dispersion and nonlinearity are mutually interactive at any
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distance along the fiber. However, these mutual effects are small within
0z and, thus, effects of fiber dispersion and fiber nonlinearity over 6z are
assumed to be statistically independent of each other. As a result, SSFM can
separately define two operators: (i) the linear operator that involves fiber
attenuation and fiber dispersion effects and, (ii) the nonlinearity operator
that takes into account fiber nonlinearities. These linear and nonlinear oper-
ators are formulated as follows:

_jby 8 by 3° a

D=-12
2 3aT* 69T 2 (2.128)

N = jg |AP

where j = J-1 , A replaces A(z,t) for simpler notation, and T =t — z/vg is the
reference time frame moving at the group velocity, meaning that the observer
is situated on top of the pulse envelop. Equation 2.128 can be rewritten in a
shorter form, given by

A _b+ina (2.129)
oz

and the complex amplitudes of optical pulses propagating from z to z + &z
are calculated using the following approximation:

A(z + 1, T) = exp(hD)exp(h N)A(z,T) (2.130)

Equation 2.130 is accurate to the second order of the step size dz. The accu-
racy of SSEM can be improved by including the effect of fiber nonlinearity in
the middle of the segment rather than at the segment boundary. This modi-
fied SSFM is known as the symmetric SSEM (Figure 2.39).

Nonlinear operator Linear operator

FIGURE 2.39
Schematic illustration of symmetric SSFM.
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Equation 2.130 can now be modified as

z+dz

A(z+dz,T) = exp(dzzf)Jexp[ J. N(z’)dz']exp(dzzf))A(z,T) (2.131)

This method is accurate to the third order of the step size 6z. In sym-
metric SSFM, the optical pulse propagates along a fiber segment 6z in two
stages. First, the optical pulse propagates through the linear operator that
has a step of 6z/2 in which the fiber attenuation and dispersion effects are
taken into account. An FFT is used here in the propagation step so that
the output of this half-size step is in the frequency domain. Note that the
carrier is removed here and the phase of the carrier is represented by the
complex part, the phase evolution. Hence, the term complex amplitude is
coined.

Then, the fiber nonlinearity is superimposed to the frequency domain
pulse spectrum at the middle of the segment. After that, the pulse propa-
gates through the second half of the linear operator via an inverse FFT to get
the pulse envelop back in the time domain.

The process continues repetitively over consecutive segments of size &z
until the end of the fiber length. It should be again noted that the linear
operator is computed in the time domain while the nonlinear operator is
calculated in the frequency domain.

2.9.1.1 Modeling of Polarization Mode Dispersion

As described above, polarization mode dispersion (PMD) is a result of the
delay difference between the propagation of each polarized mode of the LP
modes LR and LP), of the horizontal and vertical directions, respectively,
as illustrated in Figure 2.4. The parameter differential group delay (DGD),
determines the first-order PMD, which can be implemented by modeling
the optical fiber as two separate paths representing the propagation of two
polarization states. The symmetrical SSEM can be implemented in each step
on each polarized transmission path and then their outputs are superim-
posed to form the output optical field of the propagated signals. The transfer
function to represent the first-order PMD is given by

H(f)=H"(f)+ H (f) (2.132)

where

H'(f) = vk exp[ﬂpf (—Azt)] (2133)
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and
H(f) = Jk exp|: i2p f(— Aztﬂ (2.134)

in which k is the power splitting ratio, k = 0.5 when a 3-dB or 50:50 optical
coupler/splitter is used, and At is the instantaneous DGD value in which
the average value of a statistical distribution follows a Maxwell distribution
(refer to Equation 2.78) [50,51]. This randomness is due to the random varia-
tions of the core geometry, the fiber stress and hence anisotropy due to the
drawing process, variation of temperatures, and so on in installed fibers.

2.9.1.2 Optimization of Symmetrical SSFM

2.9.1.2.1 Optimization of Computational Time

A huge amount of time can be spent for the symmetric SSFM via the uses
of FFT and IFFT operations, in particular when fiber nonlinear effects are
involved. In practice, when optical pulses propagate toward the end of a
fiber span, the pulse intensity has been greatly attenuated due to the fiber
attenuation. As a result, fiber nonlinear effects are getting negligible for the
rest of that fiber span and, hence, the transmission is operating in a linear
domain in this range. In this research, a technique to configure symmetric
SSFM is proposed in order to reduce the computational time. If the peak
power of an optical pulse is lower than the nonlinear threshold of the trans-
mission fiber, for example around —4 dBm, symmetrical SSEM is switched
to a linear mode operation. This linear mode involves only fiber dispersions
and fiber attenuation and its low-pass equivalent transfer function for the
optical fiber is

H(v ) = exp{~jl(1/2)bv > + (1/6)bsv °] (2.135)

If 3, is not considered in this fiber transfer function, which is normally the
case due to its negligible effects on 40 Gb/s and lower bit rate transmission
systems, the above transfer function has a parabolic phase profile [52,53].

2.9.1.2.2 Mitigation of Windowing Effect and Waveform Discontinuity

In symmetric SSFM, mathematical operations of FFT and IFFT play very sig-
nificant roles. However, due to a finite window length required for FFT and
IFFT operations, these operations normally introduce overshooting at two
boundary regions of the FFT window, commonly known as the window-
ing effect of FFT. In addition, since the FFT operation is a block-based pro-
cess, there exists the issue of waveform discontinuity, that is, the right-most
sample of the current output block does not start at the same position of the
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FIGURE 2.40
Proposed technique for mitigating windowing effect and waveform discontinuity caused by
FFT/IFFT operations.

left-most sample of the previous output block. The windowing effect and
the waveform discontinuity problems are resolved with the following tech-
nique, also seen in Figure 2.40.

The actual window length for FFT/IFFT operations consists of two blocks
of samples, hence 2N sample length. The output, however, is a truncated ver-
sion with the length of one block (N samples) and output samples are taken
in the middle of the two input blocks. The next FFT window overlaps the
previous one by one block of N samples.

2.10 Nonlinear Fiber Transfer Functions and Compensations
in Digital Signal Processing

Nonlinear effects have been considered in the previous section in which
the SPM effects play the major role in the distortion of modulated signals,
besides the linear chromatic dispersion effects. We have also seen that the
NLSE has been used extensively in the modeling of the modulate lightwave
signals propagating through optical fiber links in which both linear and
nonlinear effects are included.

In practice we have seen many optical components such as the fiber
Bragg gratings, dispersion compensating fibers (DCEF), or optical fiber filter
structures [54] to compensate for chromatic dispersion effects in the opti-
cal domain as described in Sections 2.2 through 2.4. Nonlinear dispersion
compensation can also be compensated in the optical domain by phase
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conjugators [55,56], but these are required to be placed exactly at the midway
of optical fiber links that would be hard to be determined. However, under
current high-speed optical communication technology, DSP-based receiver,
the signals are processed in the electronic domain after the electronic pre-
amplifier and the ADC. Thus it is possible to compensate for both the lin-
ear and nonlinear dispersion if algorithms can be found to do the reverse
dispersion processes in the electronic domain to minimize the signal dis-
tortion. These algorithms would be developed if such transfer functions of
the fibers operating in linear and nonlinear regions can be simplified so
as to cost the least number of processing steps for processors working at
ultra-high speed [57,58]. The schematic of the optical coherent receiver in the
long-haul optical fiber communication system is shown in Figure 2.41. Both
transmitters and receivers can integrate digital signal processors before and
after the optical amplifier multi-span optical fiber transmission link. The
fiber link can be represented by a canonical form of transfer functions. It
is noted here that the sampler must operate at a very high rate, normally
at about 56 or 64 GSa/s [59], thus the DSP would have minimum memory
banks and processing speed must be high enough so that real-time process-
ing of signals can be achieved. Hence, algorithms must be very efficient and
take minimal time.

This section thus is dedicated to some recent development in representing
the transfer functions of optical fibers for signal propagation and compensa-
tions, with applications especially in the electronic domain.

DSP
electrical
signal Laser as local
generations oscillator
Ext 1 : v
Ca\i(itslrlrell:er Integrated Mult.lsp l?ns Optical
(very narrow > optical IQ > OPU;E; ):1 ] hybrid
amplifie
linewidth) mOduTlator fiber link couf fer
Optical
receivers
X
Sampler
Digital signal
processor
FIGURE 2.41

Schematic form of an optical receiver based on a digital signal processor using coherent detec-
tion in a modern optically amplified fiber link transmission system.



Optical Fibers 101

2.10.1 Cascades of Linear and Nonlinear Transfer Functions
in Time and Frequency Domains

To reduce computational requirements at the receiver and assuming that the
nonlinear phase rotation on the optical carrier can be separable from the
linear phase effects, one can represent the transfer functions of the propaga-
tion of the optical pulse sequence over a length L by a cascade of linear and
nonlinear phase rotation as

E.(tz + h) = E(t,z)e"ECF (2.136)
and
~ ~ — 5+2w2 n
EGw,z+h) = E,w,z+h)e (5+5+) (2.137)

where the nonlinear phase is multiplied by the signals envelope at the input
of a fiber length. This nonlinear phase is estimated under a number of con-
siderations so that it is valid under certain constraints. h is the step size, as we
have assumed in the previous section, but can also take a much larger dis-
tance, thus reduction of computational resources. E(w,z + h)and E,(w,z + h)
are the approximated fields at the input and output of the fiber over a step of
order n. Clearly from Equation 2.136 we can observe that the phase accumu-
lated over the distance step  is contributed to the rotation of the phase of the
carrier, while Equation 2.137 represents the rotation of the phase of the car-
rier after propagating through h by the linear GVD effect evaluated in spec-
tral domain. Thus the transfer function of the linear dispersion effect given
can be employed together with the nonlinear phase contribution as shown in
Figure 2.42 over the whole transmission link of N spans or cascades of span
by span over the whole link.

The assumptions and observation through experiments of the nonlinear
phase effects on transmission of signals are as follows:

e Amplitude-dependent phase rotation to improve system perfor-
mance has been demonstrated in Refs. [60] and [61] over short fiber
spans with nearly perfect CD compensation per span.

¢ The received signal has a spiral-shaped constellation as reported in
Ref. [62]. It is possible to exploit the correlation between the received
amplitude and nonlinear phase shift to reduce nonlinear phase
noise variance under simulation using the SSFM. This spiral rota-
tion leads to conclusions that under possibly weak nonlinear effects
the phase can be superimposed on the modulated signals as an addi-
tional phase of components. Thus the cascade of nonlinear-phase
superposition and linear transfer function.
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Representation of optical signals propagating through optical fibers with separable nonlinear
and linear transfer function (a) equivalent all spans; (b) equivalent for each span.

The effective length of each step must be evaluated so as not to over com-
pensate. This effective length can be estimated as given in Ref. [63], in which
SSMF is typically about 22 km, with a nonlinear coefficient of 2.1e-20 m/W
(Figure 2.43).

Once the nonlinear phase noises can be represented as a phase superpo-
sition on the signals, under coherent detection the optical field would be
detected and presented as an electronic current or voltages at the output of
an optical receiver whose signals are then sampled by a high-speed sam-
pler to convert to digital domain and processed by digital signal processor
(DSP). The compensation of nonlinear-phase noises is then conducted in the
digital domain and thus a BP algorithm is required. This algorithm can be

/ "__\
Decision boundary
s\\ / / 1 NL-phase rotation
\ / /

Constellation QPSK

FIGURE 2.43

Received signal constellation of QPSK under coherent detection over 5000 km of SSMF under non-
linear effects and linear dispersion with decision boundaries (spiral lines) for detection. (Extracted
from A.PT. Lau and ].M. Kahn, IEEE |. Lightw Tech., 25(10), 3008, Oct. 2007. With permission.)
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implemented by forward propagation with a nonlinear coefficient of sign
opposite to that of the transmission fiber. The numerical implementation of
such transfer function and phase superposition given in Equations 2.136 and
2.137 is quite straight forward and numerically effective, as the phase over
the propagation step can be over one span or sections of spans or even the
whole transmission link [65]. However, the compensation may be too much
and thus distortion does also happen. In this case, there must be an adaptive
technique to monitor the compensation process so that when the nonlinear
phase distortion is just completely compensated, then the process is ceased.

2.10.2 Volterra Nonlinear Transfer Function and Electronic
Compensation

As described in Section 2.5, the wave propagation inside an SMF can be gov-
erned by a simplified version of the NLSE, in which only SPM are effected. It
is noted that A = A(t,z) is the electric field envelop of the optical signal, j3, is
the second-order dispersion parameter, « is the fiber attenuation coefficient,
and ¥, is the nonlinear coefficient of the fiber. The solution of the NLSE can
be written with Volterra series transfer functions (VSTFs) of kernels of the
fundamental order and (2N + 1)th order as described in Ref. [66]. However,
up to the third order is sufficient to represent the weak nonlinear effects in
the slowly varying amplitude of the guide wave propagating in a single-
mode weakly guiding fiber. The frequency domain of the amplitude along
the transmission line is given as [67]

Hiw,z)A(w) + J:j- Hiy(w,wjy,w,2)

AWw,z) = (2.138)
X AW )A (W2)AW —wy +wo)dwdw,
Hiy(w,z) = e/ M P2/ (2.139)
_%Hl(w /Z)
Hj(w,,wo,w,2z) = (2.140)

1-— e*(a +jb2 (w1-w)(w1-w2))z

a + jby(wy —w)Ww; —w»y)

where A(w) = A(w, z = 0) represents the optical pulse at the input of the fiber
in the frequency domain, and @, ®, and ® are the dummy variables act-
ing as parameters indicating the cross interactions of the light waves at
different frequencies, that is, intra- or inter- channels, especially the inter-
channel interaction effects. The range of these spectral variables changes



104 Digital Processing

@ A_ (o)

> HY(w)

v

HYY (o)

Span length = L

(b)

Tx Rx

FIGURE 2.44
(a) Representation of a fiber span by VSTFs of first and higher order (up to fifth order), (b) cas-
cade of optically amplified N,-span fiber link without DCF.

from (=, +20). Thus, we can observe that (®,,®,) form a plane of the angular
frequency components and the angular frequency w can be scanned across
all regions to see the interactions of the nonlinear effects. We can distinguish
the regions on this plane, and different nonlinear effects after the propaga-
tion of the lightwaves in the nonlinear regime.

Thus there are regions where there are cross terms indicating the inter-
action of different and nonidentical frequency components of the signal
spectra. Thus these cross terms are the inter-modulation terms, that is, due
to XPM as commonly known. The term jB,(w, — w)(w, — »,) accounts for the
waveform distortion within a single span. Higher-order kernels, for example
the fifth-order kernel Hy(w,, ®,, ®;, @, ), can be used if higher accuracy is
required. These nonlinear transfer functions indicate the nonlinear distor-
tion effects on the linear transfer part, thus they are the power penalty or
distortion noise that degrades the channel capacity (Figure 2.44).

2.10.3 Inverse of Volterra Expansion and Nonlinearity Compensation
in Electronic Domain

In this section, we describe compensation and equalization of nonlinear
effects of optical signals transmitted over linear CD and nonlinear single-
mode optical fiber. The mathematical representation of the equalization
scheme is based on the inverse of the nonlinear transfer function repre-
sented by the Volterra series. The implementation of such nonlinear equal-
ization schemes is in the electronic domain. That is, at the stage where the
optical signals have been received and converted into electrical domain as
the voltage output of the electronic preamplifier, then digitized by an analog-
to-digital converter (ADC) and processed in a digital signal processor.
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The electronic nonlinearity compensation scheme based on the inverse of
Volterra expansion can be implemented in the electronic domain in a DSP,
where 1.2 dB in Q improvement can be achieved with 256 Gb/s PDM-16QAM,
and simultaneously reduce the compensation complexity by the reduction of
the processing rate.

To meet the ever increasing demands of the data traffic, improvement in
spectral efficiency is desired. Data signals modulate light waves via opti-
cal modulators using advanced modulation formats and multiplexing using
sub-carriers or polarization. Multi-level modulation formats such as 16QAM
or 64QAM with higher spectrum efficiency are considered for realization of
a future target rate of 400 Gb/s or 1 Tb/s per channel. However, the multi-
level modulation formats require that the received signal has a higher level
of optical signal to noise ratio (OSNR) that significantly reduces the possible
transmission distance. To achieve a higher-received OSNR, suppression of
the nonlinear penalty is inevitable to keep sufficient optical power for launch
into the transmission fiber. There are several approaches to suppress the non-
linearity, such as dispersion management, employing new fibers with larger
core diameter and electronic nonlinear compensation in digital domain.
A typical structure of a digital coherent receiver for QPSK and polarization
demultiplexing of optical channels is shown in Figure 2.45. First the opti-
cal channels are fed into a 90° hybrid coupler to mix with a local oscillator.
Their polarizations are split so that they can be aligned for maximum effi-
ciency. The opto-electronic device, a balanced pair of photodiodes, converts
the optical into electronic currents and then amplifies them by an electronic
wideband pre-amplifier. At this stage the signals are in the electronic analog
domain. The signals are then conditioned in their analog form, for example,
by an automatic gain control, converted into digital quantized levels, and
then processed by the DSP unit.
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FIGURE 2.45

Typical structure of a digital coherent receiver incorporating ADCs and digital processing unit
(DSP). One ADC is assigned per detected channel of the inphase and quadrature quantities.
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DSP techniques make possible the compensation of large amounts of accu-
mulated chromatic dispersion at the receiver. As a result, we can achieve
the benefit of suppressing inter-channel nonlinearities in the WDM system
by removing in-line optical dispersion compensation, hence reduction of
inline optical amplifiers and thus increasing or extending the transmission
distance. Under this scenario, intra-channel nonlinearity becomes the dom-
inant impairment [68]. Fortunately, due to its deterministic nature, intra-
channel nonlinearity can be compensated. Several approaches have been
proposed to compensate the intra-channel nonlinearity, such as the digital
BP algorithm [69], the adaptive nonlinear equalization [70], and the maxi-
mum likelihood sequence estimation (MLSE) [71,72]. All of the proposed
methods suffer from the difficulty that the implementation complexity is
too high, especially its demand for ultra-fast memory storage. In this chap-
ter we propose a new electronic nonlinearity compensation scheme based
on the inverse of Volterra expansion. We show that 1.2 dB in Q improvement
can be achieved with 256 Gb/s PDM-16QAM transmission over a fiber link
of 1000 km without inline dispersion compensation at 3 dBm launch power.
We also simplify the implementation complexity by reducing the nonlinear
processing rate. Negligible performance degradation with the same baud
rate of the modulated data sequence for the nonlinearity compensation can
also be achieved.

2.10.3.1 Inverse of Volterra Transfer Function

The Manakov-PMD equations that describe the evolution of optical electro-
magnetic fields enveloped in an optical fiber operating in the nonlinear SPM
(self-phase modulation) region can be expressed as [73]

0A, .b, %A, a .8 2 2
T T A =i —g(|A + 1A, )A, 2.141
az 12 a7 T2 ]99(‘ | ‘ "‘) @141

8A, _J.Easz La
oz 2 o 2

Ay = —Jgg(\Ax\z +]a,)4, (2.142)

where A, and A, are the electric field envelop of the optical signals measured
relative to the axes of the linear polarized mode of the fiber, j3, is the second-
order dispersion parameter related to the group velocity dispersion (GVD) of
the single-mode optical fiber, and ois the fiber attenuation coefficient. Both lin-
ear polarization-mode dispersion (PMD) and nonlinear polarization dispersion
are not included for simplicity. The first- and third-order Volterra series transfer
function for the solution of Equations 2.141 and 2.142 can be written as [74]

Hiy(w) = e @*ibz)Lr2 (2.143)
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_ e*(a +jb2 (w1-w)(w1-w2))L

8 jg 1
Hiy(w,Wo,w H,(w .
3(W1,Wa,W) 9 12 1w) X (1 Yot ) (2.149)

where jf, (0, — ®) (0, — @,) accounts for the impact of the waveform distor-
tion due to the linear dispersion effects within a span. The complex term
indicates the evolution of the phase of the carrier under the pulse envelope.
The third-order kernel as a function of the nonlinear effects contains the
main frequency component and the cross coupling between different fre-
quency components. Higher transfer functions h5 can be used as well, but
consuming a large chunk of memory may not be possible for ultra-high-
speed ADC and DSP chips. Furthermore, the accuracy of the contribution
of this order function would not be sufficiently high to warrant its inclusion.
When the linear dispersion is extracted, the third-order transfer function can
be further simplified as

_ -alL
]g2 y 1-e¢
4p

Hswq,wy,w) = —g Hyw) (2.145)

For optically amplified N spans fiber links without using dispersion com-
pensating module (DCM), the whole fiber transfer functions are given by [75]

HN(w) = e i N2l (2.146)
1- e*(a+ibz(W1fW)(W1fwz))L
)(erWZ/W’;&) *AH(N)( ) X p
94: a +]b2(W1—W)(W1—W2)
N-1
X e‘]kaL(Wl—W)(Wl—WZ) (2.147)
k=0

where YN e FP2L@1-WW1w2) 5000unts for the waveform distortion at the input
of each span. The third-order inverse kernel of this nonlinear system [76] can
be obtained as

KMw) = e Nozls2 (2.148)
8 1 — p~@+ip2w1-w)wi—w2))L
KMGy,wo,ws) = 8 KMw) x -
4p’ a + jby(wy —w)(Ww; —wy)
N-1

X e](N—k)sz(W1—W)(W1—WZ) (2.149)
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If taking the waveform distortion at the input of each span into consider-
ation, Equation 2.149 can be approximated by

8 : 1 _ ,al N ) ~ ~
KN, w0,w3) =~ =30 x = =2 KM )Ze]"bz“m W) (0 150)
9 4p a P

2.10.3.2 Electronic Compensation Structure

Equations 2.148 and 2.150 can be realized by the scheme shown in Figure
2.46. This structure or algorithm can be implemented in the digital domain
in the DSP after the electronic preamplifier and the ADC as described in
Figure 2.45. Here ¢ = (8y/9) x (1 —e™* L)/0) is a constant, Hep = ML/ and
compensates the residue dispersion of each span. Figure 2.46a shows the
general structure to realize Equations 2.148 and 2.150. The compensation
can be separated into linear compensation part and nonlinear compensation
part. The linear compensation part is simply CD compensation. The non-
linear compensation part can be divided into N stages, where N is the span
number. The detailed realization of each nonlinear inverse compensating
stage is shown in Figure 2.46b, which is a realization of

i _ -alL )
KNGy, wa,w5) = g% ) LT RN gy Yl (215])

Scaer) = jolHeo)" [[ =111 [ A, (o) Ax) + Ao AL2)]

XAX(W —W1 +W2)dV\71dV\72 (2152)

Linear comp. |Nonlmear comp. stage kl

X D (HCD)N Sx,k
Y —>»
¥ (Hep)V]

’_ﬁ Nonlinear comp. stage 1

'_Ei Nonlinear comp. stage 2

\SC/)
=

_:n Nonlinear comp. stage N

FIGURE 2.46

Electronic nonlinear compensation based on third-order inverse of Volterra expansion to be
implemented in electronic DSP. (a) Block diagram of the proposed compensation scheme. (b)
Detailed realization of nonlinear compensation stage k. (Adapted from L.N. Binh, L. Liu, L.C.
Li, in: Nonlinear Optical Systems, CRC Press, Boston, 2012.)
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S,60) = je(Heo)" [[[ #H [ Ar)ALGr2) + Ay (04302

X Ay(W —W1 +W2)dV\71dV\72 (2153)

Sy (@) and S, (w) are derived by first passing the received signal of X and
Y though (Hcp)t, and then implementing the nonlinear compensation of
je( 15 +113- Ox and je( |5 +1 13- Oy [31]. Finally, the residual dispersion can
be compensated by passing through the linear inverse function (Hop)N*.
For linear compensation, a processing rate equal to doubling the baud rate
is common, but further reduction of the sampling rate can also be possible
[77,78]. For the nonlinear compensation, it is possible by simulation that a
single baud rate results comparable to that of the doubling baud rate, hence
reduction of the implementation complexity. It is very critical, as the DSP at
ultra-high sampling rate is very limited in the number of numerical operation.
The simulation platform is shown in Figure 2.47 [79]. The parameters of
the transmission are also indicated in Figure 2.47. The transmission scheme
256 Gb/s NRZ PDM-16QAM with periodically inserted pilots is generated
at the transmitter and then transmitted through 13 spans of fiber link. Each
span consists of a standard single-mode fiber (SSMF) with a CD coefficient
of 16.8 ps/(nm km), a Kerr nonlinearity coefficient of 0.0014 m*W-, a loss
coefficient of 0.2 dB/km, and an Erbium-doped fiber amplifier (EDFA) with
a noise figure of 5.5 dB. The span length is 80 km, and we assume 6 dB con-
nector losses at the fiber span output, so the gain of each EDFA is 22 dB.
There is also a pre- and a post-amplifier at transmitter and receiver to ensure
a specified launch power and receiving power to satisfy the operational
condition of the fiber nonlinear effects and the sensitivity of the coherent

Linear comp.

X > N4 N
FFT > (Hep)V o\ » IFFT |_>
Y y
FET . (Hep)N ><> o IFFT |»
Y.
™| T
M M
@ ™
“_:i Nonlinear comp. stage 1 I_/v
“_:i Nonlinear comp. stage 2
’I 5
g Nonlinear comp. stage N
FIGURE 2.47

Simulation system setup and electronic nonlinearity compensation scheme at the digital coher-
ent receiver with a nonlinear dispersion scheme in an electronic domain employing the inverse
Volterra series algorithm.
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receiver. Random polarization rotation is also considered along the trans-
mission line, but no PMD is assumed. In order to have sufficient statistics,
the same symbol sequence is transmitted 16 times with different ASE noise
realization in the link and a total of 262,144 symbols are used for the esti-
mation of the bit-error rate (BER). The transmitted signal is received with
a polarization diversity coherent detector, sampled at the rate of twice the
baud rate, and then processed in the digital electronic domain including the
nonlinear inverse Volterra algorithm given herewith. The sampled signal
first goes through the nonlinear compensator shown in Figure 2.47c, where
both chromatic dispersion (CD) and intra-channel nonlinearity are compen-
sated, and then quadruple butterfly-structured finite difference recursive fil-
ters for polarization de-multiplexing and residual distortion compensation.
Feed-forward carrier phase recovery is carried out before making a decision.
With the help of periodically sent pilots, Gray mapping without differential
coding can be used to minimize the complexity of the coder. The proposed
nonlinear compensation scheme is shown in Figure 2.47c. Both linear and
nonlinear compensation sections share the same FFT and IFFT to reduce the
computing complexity. For the linear compensation, the processing rate of
twice the baud rate. For the nonlinear compensation part, a reduced process-
ing rate is possible to reduce the demand on the processing power of the DSP
at extremely high speed.

Figure 2.48 shows the performance of the proposed electronic nonlinear
compensator. Figure 2.48 shows that the proposed nonlinearity compensa-
tor improves Q by 1.2 dB at 3 dBm launch power. This improvement is very
significant in terms of sensitivity of the receiver. It was found that there is
only negligible performance degradation with nonlinear processing rate of
baud rate.

10
~0— wo nonlinear comp.
- w nonlinear comp.
9
=
=
o
8
7
1 2 3 4

Input power (dBm)

FIGURE 2.48

Performance of the proposed nonlinearity compensator. Quality factor Q versus input
launched power with and without nonlinearity compensator. (Extracted from J. Tang, J. Lightw
Tech., 20(7), July 2002, 1095-1101.)
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2.10.3.3 Remarks

In this section, based on the nonlinear transfer function of the single-mode
optical fiber via the representation of the Volterra kernels, electronic digital
processing technique is proposed with the algorithm based on the analytical
version of the inverse Volterra series for compensation of the nonlinear. For
example, optical modulated signals under polarization multiplexed 16-QAM
scheme can be transmitted over noncompensating fiber links and then
received coherently by an optical receiver to produce sampled pulse values
in the digital electronic domain, for example, sampled by a real-time oscillo-
scope and then stored in memory for further off-line or real-time processing.

2.10.4 Back-Propagation Techniques for Compensation
of Nonlinear Distortion

Recently, back propagation (BP) was proposed as a universal technique for
jointly compensating linear and nonlinear impairments [80-82]. BP involves
solving an inverse nonlinear Schrodinger equation (NLSE) through the fiber
to estimate the transmitted signal. BP has been shown to enable the compensa-
tion of nonlinear effects of signals propagated through the fiber transmission
line within which the power surpassed that of the nonlinear threshold. The
main drawbacks of BP are its excessive computational requirement, and the
difficulty in applying it in the presence of PMD. A computationally simpler
algorithm for solving the NLSE based on a noniterative asymmetric split-step
Fourier method (SSFM) can be developed to overcome these difficulties.

The BP technique developed by Lau and Kahn offers the compensation
of nonlinear effects by linear superposition of the nonlinear phase (NLP)
on the temporal-domain signals and, even more important, the propagation
steps can be over the entire effective length of the span. Comparing with BP,
the third order Volterra TF involves two dimensional FFT (w, ,, @,). This
BP is superior due to its low cost in computational resources that may be
most preferred in the processing power of realtime DSP-coherent transmis-
sion systems. However, attention should be paid to the accuracy of the linear
BP. Thus, adaptive BP should also be done at the receiver DSP. The phase
rotation due to NLPN as observed by simulation and experiment is shown
in Figure 2.49. We can see that the constellation of the modulation format
QPSK rotates circularly due to the linear CD, and the blur of the constellation
points is due to the nonlinear phase rotation. Having identified this feature
of the nonlinear phase effects, the BP can be developed to compensate these
effects in the DSP-based coherent receiver.

The model of the digital compensator by BP in the receiver is shown in
Figure 2.50. The optical signals are received by the coherent photorecep-
tion, sampled by an ADC, then processed by the BP to compensate both the
linear and nonlinear dispersion effects. A typical compensated constella-
tion for QPSK is shown in Figure 2.51. Clearly the bit error rate (BER) of the
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QPSK constellation and phase rotation due to linear and nonlinear effects: (a) no CD effect;
(b) nonlinear and linear CD rotation; (c) compensated NL and linear CD.
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FIGURE 2.50

Receiver model incorporating BP to compensate nonlinear effects.
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Equalized constellations for 21.4 Gb/s 50% RZ-QPSK transmitted over 25 x 2 80-km-SSMF spans
with 10% CD under compensation per span at 0 dBm launched power. The algorithms used are:
(a) linear equalization only; (b) NLPN compensation + linear equalization; and (c) BP-1S.
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compensated constellation (b) and (c) would be much better than that of the
non-compensated (a) by the nonlinear rotation and BP-1S.

The field of the guided wave can be represented at each step size / in the
time with a superposition of the nonlinear phase SPM effects and with the
superposition of the linear CD effects in the spectral domains by (Figure 2.52):

E.(t,z + h) = E(t, z)e/"ECF (2.154)

) _ f‘[%*bzi’ : }" (2.155)
E,w,z+h)=E,(w,z+ h)e '

The schematic of the BP algorithm can be represented in Figure 2.50. It is
noted that the nonlinear superposition on the field in the time domain can
be considered a phase rotation.

Thus the BP can be implemented either at the receiver or at the transmis-
sion, with the name post compensation or pre-equalization respectively.
The BP at the receiver can be applied by propagating the received sampled
channels back toward the transmitter with the nonlinear coefficient in oppo-
site sign of that of the forward propagation fiber in the time domain, and
hence using the fiber transfer function described in Section 2.8 for the linear
domain to propagate to compensate for the CD effects.

A further simplification of the BP has been reported by Mateo and Huang
[83] for dispersion-managed links and including Raman optical amplifica-
tion. The low-complexity SPM compensation is experimentally demon-
strated in WDM transmission over dispersion-managed links with and
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i Linear TF % Linear TF
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Nonlinear Nonlinear
phase in SMF phase in DCF
< Single span >
(b) Linear TF Linear TF
Opt. Tx SMF—all DCF—all > Opt.Rx
spans spans
Equivalent Nonlinear phase
nonlinear phase in DCF equivalent
in SMF—all spans N-span
< [ N-span equivalent
| pan eq
FIGURE 2.52

Schematic of multi-span equivalent transmission system for application of the back propaga-
tion by superposition of nonlinear and linear CD effects in (a) single span and (b) multispan.
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FIGURE 2.53
Schematic of the BP with low complexity in nonuniform dispersion-managed transmission
systems with dispersion compensation steps and then nonlinear phase rotation.

without Raman amplification. Significant improvement of about 1-2 dB in
optical launched power can be achieved with the longest propagation step
size of 530 km reported by backward-propagation. The schematic diagram of
the principles of operation of such BP is shown in Figure 2.53.

In this algorithm, the transmission line is divided into N steps. Each step
composes of one dispersion compensation stage within which GVD can be
found by diving the total residual dispersion by the number of steps, D;/N.
The total residual dispersion D; is defined as the dispersion left over or
over compensated by the dispersion-compensating fiber or nondispersion-
compensating length in all spans, and the opposite sign value of the disper-
sion factor is taken, thus effective backward propagation.

The nonlinear phase rotation is found by applying a reversed nonlinear
phase shift accumulated over the whole line divided by the number of steps.
For dispersion managed transmission link, the nonlinear coefficients for the
uncompensated transmission and compensating span sections are different
and thus the application of the BP must be altered accordingly for each section.

The application of BP for polarization multiplexed channels remains chal-
lenged due to the cross-coupling and polarization state rotation. The system
transmission and BP compensating for nonlinear phase rotation effects will
be treated in later chapters of this book.

2.11 Concluding Remarks

Although the treatment of optical and in particular single-mode fibers has
been extensively presented by several research papers and textbook, cur-
rently the single-mode and few-mode fibers have been extensively revisited
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for the design and considerations for compensation of linear and nonlin-
ear distortion effects in the digital domain of coherent reception end and
pre-equalization at the transmitting end. This chapter has thus presents
the fiber characteristics in static parameters and dynamic characteristics in
term of dispersion properties and nonlinear phase rotation effects.

A brief introduction of the compensation of nonlinear effects via the use of
nonlinear transfer functions and BP techniques is given. Further treatment of
these digital processing techniques will be given in later chapters of this book.

The applications of digital signal processing for spatial multiplexed chan-
nels warrantees that the revisiting of the few mode fibers and the guiding as
well as splitting and combining of these modes and their polarized partners
is appropriate at this time of the development of high-capacity, extremely
long-haul optical fiber transmission systems. However, the availability of
inline optical amplification for all these modal channels remains the impor-
tant topic for system engineering.
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3

External Modulators for Coherent
Transmission and Reception

Under coherent transmission it is essential that the linewidth of the laser
source remain as stable and narrow as possible so that the mixing with a
local oscillator laser would give the baseband signals. Thus the modulation
of the lightwaves generated by the light source must be done outside the
lasing cavity, hence external modulators. This chapter deals with the modu-
lation formats employed to manipulate the phase and amplitude of the elec-
tromagnetic fields of lightwave sources by electro-optic modulators.

The external modulation is implemented by using optical modulators
within which the input is coupled with the output of a CW laser source.
The laser is thus turned on at all times and the generated optical continuous
waves (CW) are then modulated—frequency, phase, or amplitude—through
an external optical modulator. The uses of these transmitters in optical com-
munication transmission systems are given, especially those for long-haul
transmission at very high bit rate. We focus here on the operational prin-
ciples of the photonic modulation section and discuss electrical sections only
when essential.

3.1 Introduction

A photonic transmitter would consist of a single or multiple lightwave
sources that can be either modulated directly by manipulating the driving
current of the laser diode or externally via an integrated optical modulator.
These are called direct and external modulation techniques.

This chapter presents the techniques for generation of lightwaves and mod-
ulation techniques of lightwaves, either directly or externally. Direct modu-
lation is the technique that directly manipulates the stimulated emission
from inside the laser cavity, via the use of electro-optic effects. In external
modulation, the laser is turned on at all times then the generated lightwaves
are coupled with an integrated optic modulator, through which the electro-
optic effect is used with the electrical traveling waves that incorporate the
coded information signals, and the amplitude and/or phases of the light-
waves are modulated. Advanced modulation formats have recently attracted

121



122 Digital Processing

much attention for enhancement of the transmission efficiency since the mid-
1980s for coherent optical communications [1-6]. Hence, the preservation of
the narrow linewidth of the laser source is critical for operation bit rates in
the range of several tens of Gb/s. Thus, external modulation is essential.

This chapter describes the modulation techniques for optical communica-
tion systems. This includes modulation of the phase and amplitude of light-
waves and pulse-shaping NRZ or RZ, and schemes such as amplitude shift
keying (ASK), differential phase shift keying (DPSK), minimum shift keying
(MSK), frequency shift keying (FSK), multi-level amplitude and phase mod-
ulation such as quadrature amplitude modulation (QAM), and multi-carrier
such as orthogonal frequency division modulation (OFDM). Appropriate
Simulink® models are given for different modulation schemes.

3.2 External Modulation and Advanced Modulation Formats

The modulation of lightwaves via an external optical modulator can be
classified into three types depending on the special effects that alter the
lightwave’s property, especially the intensity or the phase of the lightwave
carrier. In an external modulator the intensity is normally manipulated by
manipulating the phase of the carrier lightwaves guided in one path of an
interferometer. Mach-Zehnder interferometric structure is the most com-
mon type [7-9].

3.2.1 Electro-Absorption Modulators

Because the electric field in the active region not only modulates the absorp-
tion characteristics, but also the refractive index, the EAM produces some
chirp. However, this chirp usually is much less than that of a directly modu-
lated laser. A small on-state (bias) voltage of around 0-1 V often is applied to
minimize the modulator chirp.

The EA modulator (EAM) employs the Franz and Keldysh effect, which is
observed as lengthening the wavelength of the absorption edge of a semi-
conductor medium under the influence of an electric field [10]. In quantum
structure such as the multi-quantum well (MQW) structure this effect is
called the Stark effect, or the electro-absorption (EA) effect. The EAM can
be integrated with a laser structure on the same integrated circuit chip. For
a LiNbO; modulator, the device is externally connected to a laser source via
an optical fiber.

The total insertion loss of semiconductor intensity modulator is about
8-10 dB including fiber-waveguide coupling loss, which is rather high.
However, this loss can be compensated by a semiconductor optical amplifier
(SOA) that can be integrated on the same circuit. Compared to LiNbO; its
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total insertion loss is about 3—4 dB, which can be affordable as erbium-doped
fiber amplifier (EDFA—see Chapter 5) is now readily available.

The driving voltage for an EAM is usually lower than that required for
LiNbO;. However, the extension ratio is not as high as that of the LiNbO,
type, which is about 25 dB as compared to 10 dB for EAM. This feature con-
trasts the operating characteristics of the LiNbO,; and EAMs. Although the
driving voltage for EAM is about 3-4 V and 5-7 V for LiNbO,, the former
type would be preferred for intensity or phase modulation formats due to
their high extinction ratio, which offers a much lower “zero” noise level and
hence a high-quality factor.

EAM is small and can be integrated with the laser on the same substrate as
shown in Figure 3.1. An EAM combined with a CW laser source is known as
an electroabsorption modulated laser (EML).

An EML consists of a CW DEFB laser followed by an EAM, as shown above.
Both devices can be integrated monolithically on the same InP substrate, lead-
ing to a compact design and low coupling losses between the two devices.
The EAM consists of an active semiconductor region sandwiched between a
p- and n-doped layer, forming a p—n junction. As mentioned above, the EAM
works on the principle known as Franz—Keldysh effect, according to which
the effective bandgap of a semiconductor decreases with increasing electric
field.

Without bias voltage across the p—n junction, the bandgap of the active
region is just wide enough to be transparent at the wavelength of the laser
light. However, when a sufficiently large reverse bias is applied across the
p—n junction, the effective bandgap is reduced to the point where the active
region begins to absorb the laser light and thus becomes opaque.

(@) DFB laser EA modulator

|3 p

(IR —> Light

n InP

FIGURE 3.1
(a) Typical structure of EAM integrated with a distributed feedback laser on the same InP sub-
strate; (b) package EAM of Huawei Center for Integrated Photonics of England.
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ER

Reverse bias

FIGURE 3.2
Power versus applied voltage of EAM.

In practical EAMs, the active region usually is structured as an MQW, pro-
viding a stronger field-dependent absorption effect known as the quantum-
confined Stark effect.

The relationship between the optical output power P, and the applied
reverse voltage V,, of an EAM is described by the so-called switching curve
as shown in Figure 3.2, which illustrates such a curve together with the
achievable ER for a given switching voltage V.

The voltage for switching the modulator from the on state to the off state,
the switching voltage Vg, is typically in the range of 1.5-4 V, and the dynamic
ER is usually in the range of 11-13 dB.

Compared with the electro-opticmodulator (EOM) described in detail
below, EAM can operate with much lower voltages—a few volts instead of
10 V or more. It can also be operated at very high speed; a modulation band-
width of tens of GHz can be achieved, which makes these devices useful for
optical fiber communication. A convenient feature is that an EAM can be
integrated with a distributed-feedback laser diode on a single chip to form a
data transmitter in the form of a photonic-integrated circuit. Compared with
direct modulation of the laser diode, a higher bandwidth and reduced chirp
can be obtained. One major drawback of EAM is that the extinction ratio is
not very high as compared with EOM, but its linear relationship between the
applied voltage and output power is high.

In simple terms, the operation of an EAM can be considered that of an
optical attenuator at very high speed depending on the level of reverse bias.

3.2.2 Electro-Optic Modulators

Integrated electro-optic modulator is an optical modulation device in which
the lightwaves are confined to optical waveguides. The propagation speed
of the guided lightwaves are sped up or slowed down with a reduction or
increase of the refractive index, hence their phases retarded or advanced,
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respectively, by the change of the refractive index of the guided region
with the applied electric field, that is, applied voltage via the electrodes.
The change of the refractive index is through the electro-optic effects of the
medium, usually a crystal substrate. Thus, in this section the phase modula-
tion is introduced.

3.2.2.1 Phase Modulators

The phase modulator is a device that manipulates the phase of optical carrier
signals under the influence of an electric field created by an applied voltage.
When voltage is not applied to the RF-electrode, the number of periods of
the lightwaves, 1, exists in a certain path length. When voltage is applied to
the RF-electrode, one or a fraction of one period of the wave is added, which
now means (1 + 1) waves exist in the same length. In this case, the phase has
been changed by 27 and the half-voltage of this is called the driving voltage.
In case of long-distance optical transmission, the waveform is susceptible to
degradation due to nonlinear effect such as self-phase modulation, and so on.
A phase modulator can be used to alter the phase of the carrier to compensate
for this degradation. The magnitude of the change of the phase depends on
the change of the refractive index created via the electro-optic effect, which in
turn depends on the orientation of the crystal axis with respect to the direc-
tion of the established electric field by the applied signal voltage.

An integrated optic phase modulator operates in a similar manner except
that the lightwave carrier is guided via an optical waveguide, for which a
diffused or ion-exchanged confined regions for LiNbO;, and rib-waveguide
structures for semiconductor type. Two electrodes are deposited so an elec-
tric field can be established across the cross section of the waveguide so that
a change of the refractive index via the electro-optic effect results, as shown
in Figure 3.3. For ultra-fast operation, one of the electrodes is a traveling-
wave or hot-electrode type, and the other is a ground electrode. The travel-
ing wave electrode must be terminated with matching impedance at the end
so as to avoid wave reflection. Usually a quarter wavelength impedance is
used to match the impedance of the traveling wave electrode to that of the
50 Q transmission line.

A phasor representation of a phase-modulated lightwave can be by the
circular rotation at a radial speed of @. Thus, the vector with an angle ¢ rep-
resents the magnitude and phase of the lightwave.

3.2.2.2 Intensity Modulators

Basic structured LN modulator comprises of (i) two waveguides, (ii) two
Y-junctions, and (iii) RF/DC travelling wave electrodes (Figure 3.4). Optical
signals coming from the lightwave source are launched into the LN modula-
tor through the polarization-maintaining fiber; it is then equally split into
two branches at the first Y-junction on the substrate. When no voltage is
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FIGURE 3.3
Electro-optic phase modulation in an integrated modulator using LiNbO;. Electrode imped-
ance matching is not shown. (a) Schematic diagram; (b) integrated optic structure.

applied to the RF electrodes, the two signals are re-combined constructively
at the second Y-junction and coupled into a single output. In this case, out-
put signals from the LN modulator are recognized as “ONE.” When voltage
is applied to the RF electrode, due to the electro-optic effects of LN crystal
substrate, the waveguide refractive index is changed, and hence the carrier

Electric field Electric field

FIGURE 3.4

Intensity modulation using interferometric principles in guided-wave structures in LiNbO,
(a) constructive interference mode—ON; (b) destructive interference mode—OFF. Optical
guided wave paths 1 and 2. Electric field is established across the optical waveguide.
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phase in one arm is advanced though retarded in the other arm. Thence the
two signals are re-combined destructively at the second Y-junction. They are
transformed into a higher-order mode and radiated at the junction. If the
phase retarding is in multiple odd factor of 7, the two signals are completely
out of phase, the combined signals are radiated into the substrate, and the
output signal from the LN modulator is recognized as a “ZERO.” The volt-
age difference that induces this “0” and “1” is called the driving voltage of
the modulator, and is one important parameter of the figure of merit of the
modulator.

3.2.2.3 Phasor Representation and Transfer Characteristics

Consider an interferometric intensity modulator, which consists of an input
waveguide then split into two branches and then recombines to a single out-
put waveguide. If the two electrodes are initially biased with voltages V,
and V, then the initial phases exerted on the lightwaves would be ¢, = 7V, /
V. =—¢,, which are indicated by the bias vectors shown in Figure 3.5. From
these positions the phasors are swinging according to the magnitude and
sign of the pulse voltages applied to the electrodes. They can be switched to
the two positions that can be constructive or destructive. The output field of
the lightwave carrier can be represented by

Fo = 2 Euuse™ (¢ + &™) 31)

Optical signal
Modulator A

curve 110 1

Optical output

Bias voltage

Electrical signal

Quadrature
point

1101

FIGURE 3.5
Electrical to optical transfer curve of an interferometric intensity modulator.
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where , is the carrier radial frequency, E;;,,s is the root mean square value
of the magnitude of the carrier, and ¢,(f) and ¢,(f) are the temporal phases
generated by the two time-dependent pulse sequences applied to the two
electrodes. With the voltage levels varying according to the magnitude of
the pulse sequence, one can obtain the transfer curve as shown in Figure
3.5. This phasor representation can be used to determine exactly the biasing
conditions and magnitude of the RF or digital signals required for driving
the optical modulators to achieve 50%, 33%, or 67% bit period pulse shapes.
The power transfer function of Mach-Zehnder modulator is expressed as

Vit
Py(t) = auP, cos? p?() (3.2)
P

where Py(t) is the output-transmitted power, oy, is the modulator total inser-
tion loss, P; is the input power (usually from the laser diode), V(f) is the time-
dependent signal-applied voltage, and V is the driving voltage so that a 7
phase shift is exerted on the lightwave carrier. It is necessary to set the static
bias on the transmission curve through bias electrode. It is common practice
to set the bias point at the half-intensity transmission point, or a 7/2 phase
difference between the two optical waveguide branches, the quadrature bias
point. As shown in Figure 3.5 the electrical digital signals are transformed
into optical digital signal by switching voltage to both ends of quadrature
points on the positive and negative.

3.2.2.4 Bias Control

One factor that affects the modulator performance is the drift of the bias
voltage. For the Mach-Zehnder interferometric modulator (MZIM) type it
is very critical that it bias at the quadrature point or at minimum or maxi-
mum locations on the transfer curve. DC drift is the phenomena occurred in
LiNbO; due to the build-up of charges on the surface of the crystal substrate.
Under this drift the transmission curve gradually shifts in the long term
[30,31]. In the case of the LINbO; modulator, the bias-point control is vital, as
the bias point will shift long term. To compensate for the drift, it is necessary
to monitor the output signals and feed them back into the bias control cir-
cuits to adjust the DC voltage so that operating points stay at the same point,
as shown in Figure 3.6, for example, the quadrature point. It is the manufac-
turer’s responsibility to reduce DC drift so that DC voltage is not beyond the
limit over the lifetime of device.

* Note this equation represents single drive MZIM—it is the same for dual drive MZIM pro-
vided that the bias voltages applied to the two electrodes are equal and opposite in signs.
The transfer curve of the field representation would have half the periodic frequency of the
transmission curve shown in Figure 3.5.
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LN modulator

Optical input l Optical output (signal)

Splitting

DC bias
input circuit

Photodiode (PD)

Bias control
circuit

Feedback operation

FIGURE 3.6
Arrangement of bias control of integrated optical modulators.

3.2.2.5 Chirp-Free Optical Modulators

Owing to the symmetry of the crystal refractive index of the uniaxial anisot-
ropy of the class 3 m LiNbQO,, the crystal cut and the propagation direction
of the electric field affect both modulator efficiency, denoted as driving volt-
age and modulator chirp. As shown in Figure 3.7, in the case of the Z-cut
structure, as a hot electrode is placed on top of the waveguide, RF field flux is
more concentrated, and this results in the improvement of overlap between
RF and optical field. However, overlap between RF in ground electrode and

Hot electrode Ground electrode

Buffer layer

—
—
—
Crystal graphic
axis (c-axis)

Cross-section of Z-cut modulator (chirped type)

Hot electrode Ground electrode

Crystal graphic
axis (c-axis)

Buffer layer

Cross-section of X-cut modulator (chirp free type)

FIGURE 3.7
Different crystal cuts of LINbO; integrated structures. (a) Integration of electrodes and optical
waveguides in Z-cut and (b) X-cut.
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waveguide is reduced in the Z-cut structure so that overall improvement
of driving voltage for Z-cut structure compared to X-cut is approximately
20%. The different overlapping area for the Z-cut structure results in a chirp
parameter of 0.7, whereas X-cut and Z-propagation has almost zero chirp
due to its symmetric structure. A number of commonly arranged electrode
and waveguide structures are shown in Figure 3.7 to maximize the inter-
action between the traveling electric field and the optical guided waves.
Furthermore, a buffer layer, normally SiO,, is used to match the velocities
between these waves so as to optimize to optical modulation bandwidth.

3.2.2.6 Structures of Photonic Modulators

Figures 3.8a and 3.8b show the structure of an MZ intensity modulator using
single- and dual-electrode configurations, respectively. The thin line elec-
trode is called the “hot” electrode, or traveling wave electrode. RF connectors
are required for launching the RF data signals to establish the electric field
required for electro-optic effects. Impedance termination is also required.
Optical fiber pig tails are also attached to the end faces of the diffused wave-
guide. The mode spot size of the diffused waveguide is not symmetric and

FIGURE 3.8
Intensity modulators using LiNbO;. (a) Single drive electrode; (b) dual electrode structure;
(c) electro-optic polarization scrambler using LiNbO;
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hence some diffusion parameters are controlled so that maximizing the cou-
pling between the fiber and the diffused or rib waveguide can be achieved.
Due to this mismatching between the mode spot sizes of the circular and
diffused optical waveguides there occurs coupling loss. Furthermore, the
difference between the refractive indices of fiber and LiNbO; is quite sub-
stantial, and thus Fresnel reflection loss would also occur.

Figure 3.8c shows the structure of a polarization modulator, which is
essential for multiplexing of two polarized data sequences so as to double
the transmission capacity, For example, 40 G to 80 Gb/s. Furthermore, this
type of polarization modulator can be used as a polarization rotator in a
polarization dispersion-compensating sub-system.

3.2.2.7 Typical Operational Parameters
See Table 3.1.

3.2.3 ASK Modulation Formats and Pulse Shaping
3.2.3.1 Return-to-Zero Optical Pulses

Figure 3.9 shows the conventional structure of a RZ-ASK transmitter in which
two external LiINbO,; MZIMs can be used. The MZIM shown in this trans-
mitter can be either a single- or dual-drive (push-pull) type. Operational
principles of the MZIM were presented in Section 3.2 of the previous chap-
ter. The optical OOK transmitter would normally consist of a narrow line-
width laser source to generate lightwaves in which wavelength satisfies the
International Telecommunication Union (ITU) grid standard.

The first MZIM, commonly known as the pulse carver, is used to generate
the periodic pulse trains with a required return-to-zero (RZ) format. The
suppression of the lightwave carrier can also be carried out at this stage, if
necessary, which is commonly known as the carrier-suppressed RZ (CSRZ).
Compared to other RZ types, CSRZ pulse shape is found to have attractive

TABLE 3.1

Typical Operational Parameters of Optical Intensity Modulators

Parameters Typical Values Definition/Comments

Modulation speed 10Gb/s Capability to transmit digital signals

Insertion loss Max 5 dB Defined as the optical power loss within the modulator
Driving voltage Max 4V The RF voltage required to have a full modulation

Optical bandwidth Min8 GHz 3 dB roll-off in efficiency at the highest frequency
in the modulated signal spectrum
ON/OFF extinction ~ Min 20 dB The ratio of maximum optical power (ON) and
ratio minimum optical power (OFF)
Polarization Min 20 dB The ratio of two polarization states (TM- and
extinction ratio TE-guided modes) at the output
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FIGURE 3.9
Conventional structure of an OOK optical transmitter utilizing two MZIMs.

attributes for long-haul WDM transmissions, including the m phase differ-
ence of adjacent modulated bits, suppression of the optical carrier compo-
nent in optical spectrum, and narrower spectral width.

Different types of RZ pulses can be generated depending on the driving
amplitude of the RF voltage and the biasing schemes of the MZIM. The equa-
tions governing the RZ pulse electric field waveforms are

. /% sin [Z cos(?f]] 67% duty-ratio RZ pulses or CSRZ
E(t) =
E, . |p Pt 0 :
T sinf 1+ sin T 33% duty-ratio RZ pulses or RZ33
(3.3)

where E, is the pulse energy per transmitted bit and T is one bit period.

The 33% duty-ratio RZ pulse is denoted as RZ33 pulse, whereas the 67%
duty cycle RZ pulse is known as the CSRZ type. The art in generating these
two RZ pulse types stays at the difference of the biasing point on the transfer
curve of an MZIM.

The bias voltage conditions and the pulse shape of these two RZ types,
the carrier suppression and nonsuppression of maximum carrier, can be
implemented with the biasing points at the minimum and maximum trans-
mission point of the transmittance characteristics of the MZIM, respectively.
The peak-to-peak amplitude of the RF driving voltage is 2V,, where V is
the required driving voltage to obtain a 7 phase shift of the lightwave car-
rier. Another important point is that the RF signal is operating at only half



External Modulators for Coherent Transmission and Reception 133

the transmission bit rate. Hence, pulse carving is actually implementing the
frequency doubling. The generations of RZ33 and CSRZ pulse train are dem-
onstrated in Figures 3.10a and 3.10b.

The pulse carver can also utilize a dual drive MZIM, which is driven by
two complementary sinusoidal RF signals. This pulse carver is biased at
V., and +V,,,, with the peak-to-peak amplitude of V,,,. Thus, a & phase
shift is created between the state “1” and “0” of the pulse sequence, and
hence the RZ with alternating phase 0 and . If the carrier suppression is
required then the two electrodes are applied with voltages V, and swing
voltage amplitude of V.

(@)
CS-RZ pulses

Intensity Intensity | 67% duty cycle
] 1

%y g
*

>
Duty cycle

(b) RZ pulses

' 33% duty cycle
Intensity 0. Intensity Al

Voltage — Time
Duty cycle

FIGURE 3.10
Bias point and RF driving signals for generation of (a) CSRZ and (b) RZ33 pulses.
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Although RZ modulation offers improved performance, RZ optical sys-
tems usually require more complex transmitters than those in the NRZ ones.
Compared to only one stage for modulating data on the NRZ optical signals,
two modulation stages are required for generation of RZ optical pulses.

3.2.3.2 Phasor Representation

Recalling Equation 3.1 we have

E, = % [efflm N e]'fz(t)] _ % [m®/e 4 et ] (34)

It can be seen that the modulating process for generation of RZ pulses can
be represented by a phasor diagram as shown in Figure 3.11. This technique
gives a clear understanding of the superposition of the fields at the coupling
output of two arms of the MZIM. Here, a dual-drive MZIM is used, that
is, the data driving signals [V,(f)] and inverse data (data: V,(t) = -V;(t)) are
applied to each arm of the MZIM, respectively, and the RF voltages swing in
inverse directions. Applying the phasor representation, vector addition, and
simple trigonometric calculus, the process of generating RZ33 and CSRZ is
explained in detail and verified.

The width of these pulses are commonly measured at the position of full-
width half-maximum (FWHM). It is noted that the measured pulses are
intensity pulses whereas we are considering the addition of the fields in the
MZIM. Thus, the normalized E, field vector has the value of 142 at the
FWHM intensity pulse positions and the time interval between these points
gives the FWHM values.

»

E

/ output

FIGURE 3.11
Phasor representation for generation of output field in dual-drive MZIM.
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3.2.3.3 Phasor Representation of CSRZ Pulses

Key parameters including the V,,,, the amplitude of the RF driving signal,
are shown in Figure 3.12a. Accordingly, its initialized phasor representation
is demonstrated in Figure 3.12b.

The values of the key parameters are outlined as follows: (i) V,,,, is +V,/2;
(i) swing voltage of driving RF signal on each arm has the amplitude of
V./2 (i.e, V,, =V (iii) RF signal operates at half of bit rate (Bz/2); (iv) at the
FWHM position of the optical pulse, the E,; = £1/ V2 and the component
vectors V; and V, form with the vertical axis a phase of /4, as shown in
Figure 3.13.

Considering the scenario for generation of 40 Gb/s CSRZ optical signal,
the modulating frequency is f,, (f,, = 20 GHz = By /2). At the FWHM positions
of the optical pulse, the phase is given by the following expressions:

j _p . _1 _(p 5p
Esm(prm) =4 = sin2pf,, = 5 = 2pf, = (6’6) + 2np (3.5)
Thus, the calculation of TFWHM can be carried out and, hence, the duty

cycle of the RZ optical pulse can be obtained as given in the following
expression:

5 pY 1 1 1  Town 166x10°
Trooms = 2 B = 1ol - = 6667% (36
FWHM ( 6 6 J R 3° "R Ty  25x10" (3.6)

The result obtained in Equation 3.6 clearly verifies the generation of CSRZ
optical pulses from the phasor representation.

0.5

FIGURE 3.12
Initialized stage for generation of CSRZ pulse: (a) RF driving signal and the bias voltages;
(b) initial phasor representation.



136 Digital Processing

FIGURE 3.13
Phasor representation of CSRZ pulse generation using dual-drive MZIM.

3.2.3.4 Phasor Representation of RZ33 Pulses

Key parameters including the V.., the amplitude of driving voltage, and its
correspondent initialized phasor representation are shown in Figures 3.14a
and 3.14b, respectively.

The values of the key parameters are (i) V,;, is V, for both arms; (ii) swing
voltage of driving RF signal on each arm has the amplitude of V,/2 (ie,
V,., = V) (iii) RF signal operates at half of bit rate (Bg/2).

At the FWHM position of the optical pulse, the Eyp = £1/ J2 and the
component vectors V; and V, form with the horizontal axis a phase of 7/4, as
shown in Figure 3.15.

(a) (b)

v 1 w=RI2

2
v, Data Voiast = Va
EN —1 (pulse

Dat:
L’@‘_ VhiasZ = VIL’

3

0.5

FIGURE 3.14

Initialized stage for generation of an RZ33 pulse: (a) RF driving signal and the bias voltage;
(b) initial phasor representation.
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0.5

FIGURE 3.15
Phasor representation of RZ33 pulse generation using dual-drive MZIM.

Considering the scenario for generation of 40 Gb/s CSRZ optical signal,
the modulating frequency is f,, (f,, = 20 GHz = B;/2). At the FWHM positions
of the optical pulse, the phase is given by the following expressions:

1
%COS(prmt) = % =>hH = 6. 3.7)
1
%cos(prmt) - —% =h= i 3.8)
1 1 1 T V6fn oo
Trwam = . Tenmw _ 1/6, = 33% 39

3f,  6fn 6fn T,  1/2f,

Thus, the calculation of TFWHM can be carried out and the duty cycle of the
RZ optical pulse can be obtained. The result obtained in Equation 3.9 clearly
verifies the generation of RZ33 optical pulses from the phasor representation.

3.2.4 Differential Phase Shift Keying
3.2.4.1 Background

Digital encoding of data information by modulating the phase of the light-
wave carrier is referred to as optical phase shift keying (OPSK). In the early
days, optical PSK was studied extensively for coherent photonic transmis-
sion systems. This technique requires the manipulation of the absolute phase
of the lightwave carrier. Thus, precise alignment of the transmitter and
demodulator center frequencies for the coherent detection is required. These
coherent optical PSK systems face severe obstacles such as broad linewidth
and chirping problems of the laser source. Meanwhile, the DPSK scheme
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FIGURE 3.16
(a) DPSK pre-coder; (b) signal constellation diagram of DPSK. (Adapted from R.C. Alferness,
Science, 14 November 1986:234(4778), 825-829.)

overcomes those problems, since the DPSK optically modulated signals can
be detected incoherently. This technique only requires the coherence of the
lightwave carriers over one bit period for the comparison of the differentially
coded phases of the consecutive optical pulses.

A binary “1” is encoded if the present input bit and the past encoded bit
are of opposite logic, whereas a binary 0 is encoded if the logics are similar.
This operation is equivalent to an XOR logic operation. Hence, an XOR gate
is employed as a differential encoder. NOR can also be used to replace XOR
operation in differential encoding, as shown in Figure 3.16a. In DPSK, the
electrical data “1” indicates a 7 phase change between the consecutive data
bits in the optical carrier, while the binary “0” is encoded if there is no phase
change between the consecutive data bits. Hence, this encoding scheme
gives rise to two points located exactly at 7 phase difference with respect to
each other in signal constellation diagram. For continuous PSK such as the
MSK, the phase evolves continuously over a quarter of the section, thus a
phase change of 7/2 between one phase state to the other. This is indicated
by the inner bold circle as shown in Figure 3.16b.

3.2.4.2 Optical DPSK Transmitter

Figure 3.17 shows the structure of a 40 Gb/s DPSK transmitter in which two
external LINbO; MZIMs are used. Operational principles of a MZIM were pre-
sented above. The MZIMs shown in Figure 3.17 can be either of single- or dual-
drive type. The optical DPSK transmitter also consists of a narrow linewidth
laser to generate a lightwave wherein the wavelength conforms to the ITU grid.

The RZ optical pulses are then fed into the second MZIM, through which
the RZ pulses are modulated by the pre-coded binary data to generate
RZ-DPSK optical signals. Electrical data pulses are differentially pre-coded
in a precoder using the XOR coding scheme. Without a pulse carver, the
structure shown in Figure 3.18 is an optical NRZ-DPSK (non return-to-zero
differential phase-shift keying) transmitter. In data modulation for DPSK
format, the second MZIM is biased at the minimum transmission point.
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FIGURE 3.17
DPSK optical transmitter with RZ pulse carver.

The pre-coded electrical data has a peak-to-peak amplitude equal to 2V, and
operates at the transmission bit rate. The modulation principles for genera-
tion of optical DPSK signals are demonstrated in Figure 3.18.

The electro-optic phase modulator might also be used for generation of
DPSK signals instead of MZIM. Using an optical phase modulator, the trans-
mitted optical signal is chirped, whereas using MZIM, especially the X-cut
type with Z-propagation, chirp-free signals can be produced. However, in
practice, a small amount of chirp might be useful for transmission [23].
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FIGURE 3.18

Bias point and RF driving signals for generation of the optical DPSK format.
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3.3 Generation of Modulation Formats

Modulation is the process facilitating the transfer of information over a
medium; for example, a wireless or optical environment. Three basic types
of modulation techniques are based on the manipulation of a parameter of
the optical carrier to represent the information digital data. These are ASK,
phase shift keying (PSK), and FSK. In addition to the manipulation of the
carrier, the occupation of the data pulse over a single period would also
determine the amount of energy concentrates and the speed of the system
required for transmission. The pulse can remain constant over a bit period
or return to zero level within a portion of the period. These formats would be
named nonreturn to zero (NRZ) or return to zero (RZ). They are combined
with the modulation of the carrier to form the various modulation formats
that are presented in this section.

3.3.1 Amplitude Modulation ASK-NRZ and ASK-RZ

Figure 3.19 shows the base band signals of the NRZ and RZ formats and their
corresponding block diagrams of a photonic transmitter. There are a number
of advanced formats used in advanced optical communications; based on
the intensity of the pulse they may include NRZ, RZ, and duobinary. These
ASK formats can also be integrated with the phase modulation to gener-
ate discrete or continuous phase NRZ or RZ formats. Currently the majority
of 10 Gb/s installed optical communications systems have been developed
with NRZ due to its simple transmitter design and bandwidth-efficient char-
acteristic. However, RZ format has higher robustness to fiber nonlinearity
and polarization mode dispersion (PMD). In this section, the RZ pulse is
generated by an MZIM commonly known as a pulse carver, as arranged in.
A number of variations in RZ format based on the biasing point in the trans-
mission curve can be employed to generate various types, such as carrier-
suppressed return to zero (CS-RZ) [11].

(a) (b) (c)

Data 1 0 1 1 0 1 Data modulator RZ pulse carrier MM‘Data modulator
NRZ - NRZ optical signal Optical RZ signal
laser O_ 21 0 21 ! <:>— M.h
RZ V\(0)
Sz
FIGURE 3.19

(a) Baseband NRZ and RZ line coding for 101101 data sequence; (b) block diagram of NRZ pho-
tonics transmitter; and (c) RZ photonics transmitter incorporating a pulse carver.
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CSRZ has been found to have more attractive attributes in long-haul WDM
transmissions compared to the conventional RZ format due to the possibility
of reducing the upper level of the power contained in the carrier that serves
no purpose in the transmission but only increases the total energy level, and
therefore approaching the nonlinear threshold level faster. CSRZ pulse has
optical phase difference of 7 in adjacent bits, removing the optical carrier
component in optical spectrum and reducing the spectral width. This offers
an advantage in compact WDM channel spacing.

3.3.2 Amplitude Modulation Carrier-Suppressed RZ Formats

The suppression of the carrier can be implemented by biasing the MZ inter-
ferometer in such a way so that there is a pi phase shift between the two
arms of the interferometer. The magnitude of the sinusoidal signals applied
to one or both arms would determine the width of the optical output pulse
sequence.

3.3.3 Discrete Phase Modulation NRZ Formats

The term discrete phase modulation refers to the differential phase shift key-
ing, whether DPSK or quadrature DPSK (DQPSK), to indicate the states of
the phases of the lightwave carrier are switching from one distinct location
on the phasor diagram to the other state; for example, from 0 to 7 or —7/2 to
—m/2 for binary PSK (BPSK), or even more evenly spaced PSK levels as in the
case of M-ary PSK.

3.3.3.1 Differential Phase Shift Keying

Information encoded in the phase of an optical carrier is commonly referred
to as OPSK. In early days, PSK required precise alignment of the transmit-
ter and demodulator center frequencies. Hence, PSK system is not widely
deployed. With DPSK scheme introduced, coherent detection is not critical
since DPSK detection only requires source coherence over one bit period by
comparison of two consecutive pulses.

A binary “1” is encoded if the present input bit and the past encoded bit
are of opposite logic and a binary 0 is encoded if the logic is similar. This
operation is equivalent to XOR logic operation. Hence, an XOR gate is usu-
ally employed in a differential encoder. NOR can also be used to replace XOR
operation in differential encoding, as shown in Figure 3.20.

In optical application, electrical data “1” is represented by a 7 phase change
between the consecutive data bits in the optical carrier, while state “0” is
encoded with no phase change between the consecutive data bits. Hence,
this encoding scheme gives rise to two points located exactly at 7 phase
difference with respect to each other in the signal constellation diagram, as
indicated in Figure 3.20b.
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FIGURE 3.20
(a) The encoded differential data are generated by e, =d, ® ¢, ; (b) signal constellation diagram
of DPSK.

An RZ-DPSK transmitter consists of an optical source, pulse carver, data
modulator, differential data encoder, and a channel coupler (Figure 3.21).
The channel coupler model is not developed in simulation by assuming no
coupling losses when optical RZ-DPSK modulated signal is launched into
the optical fiber. This modulation scheme has combined the functionality of
dual drive MZIM modulator of pulse carving and phase modulation.

The pulse carver, usually an MZ interferometric intensity modulator, is
driven by a sinusoidal RF signal for single-drive MZIM and two comple-
mentary electrical RF signals for dual-drive MZIM, to carve pulses out from
optical carrier signal-forming RZ pulses. These optical RZ pulses are fed
into the second MZ intensity modulator where RZ pulses are modulated by
differential NRZ electrical data to generate RZ-DPSK. This data phase mod-
ulation can be performed using a straight-line phase modulator, but the MZ
waveguide structure has several advantages over the phase modulator due
to its chirpless property. Electrical data pulses are differentially precoded
in a differential precoder as shown in Figure 3.20a. Without a pulse carver
and sinusoidal RF signal, the output pulse sequence follows the NRZ-DPSK
format, that is, the pulse would occupy 100% of the pulse period and there is
no transition between the consecutive “1s.”

Data Channel
Laser source »  Pulse carver > > —>
modulator coupler
7y 7y

Differential

RF

. NRZ data

signal
FIGURE 3.21

Block diagrams of RZ-DPSK transmitter.
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FIGURE 3.22
Signal constellation diagram of DQPSK. Two bold dots are orthogonal to the DPSK constellation.

3.3.3.2 Differential Quadrature Phase Shift Keying

This differential coding is similar to DPSK except that each symbol consists
of two bits represented by the two orthogonal axial discrete phases at (0, 7)
and (-n/2, +m/2), as shown in Figure 3.22, or two additional orthogonal phase
positions located on the imaginary axis of Figure 3.20b.

Alternatively, the QPSK modulation format can be generated by using two
PSKs or DPSKs placed in two light paths of an interferometer, where one
of the paths is optically phase shifted by /2 to create a quadrature phase
difference. Thus, amplitude modulation of the two MZIMs can be done to
generate QPSK. Further details of this type of optical modulator will be
described in a later section of this chapter, the IQ modulator.

3.3.3.3 Non Return-to-Zero Differential Phase Shift Keying

Figure 3.23 shows the block diagram of a typical NRZ-DPSK transmitter.
The differential precoder of electrical data is implemented using the logic
explained in the previous section. In phase modulating of an optical car-
rier, the MZ modulator known as data phase modulator is biased at the
minimum point and driven by a data swing of 2V,. The modulator showed
an excellent behavior that the phase of the optical carrier will be altered
by 7 exactly when the signal transiting the minimum point of the transfer
characteristic.

3.3.3.4 Return-to-Zero Differential Phase Shift Keying

The arrangement of RZ-DPSK transmitter is essentially similar to RZ-ASK,
as shown in Figure 3.24, with the data intensity modulator replaced with the
data phase modulator. The difference between them is the biasing point and
the electrical voltage swing. Different RZ formats can also be generated.



144 Digital Processing

External cavity laser

Data modulator

E C/ L A NRZ_DPSK
Phase distribution
(0 light, 7 dark color)

Mach-Zehnder

. Encoded DPSK
optical modulator

elect signals

FIGURE 3.23
Block diagram of NRZ-DPSK photonics transmitter.
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FIGURE 3.24
Block diagram of RZ-DPSK photonics transmitter including a DFB laser, two cascaded MZIMs
incorporating applied electrodes and signal voltages.

3.3.3.5 Generation of M-Ary Amplitude Differential Phase Shift Keying
(M-Ary ADPSK) Using One MZIM

As an example, a 16-ary MADPSK signal can be represented by a constella-
tion shown in Figure 3.25. It is, indeed, a combination of a 4-ary ASK and a
DQPSK scheme. At the transmitting end, each group of four bits [D,D,D,D]
of user data are encoded into a symbol. Among them, the two least significant
bits [D,D,] can be encoded into four phase states, and the other two most sig-
nificant bits, [D;D,], are encoded into four amplitude levels. At the receiving
end, as MZ delay interferometers (MZDI) or coherently mixing with a local
oscillator laser can be used for phase comparison and detection, a diagonal
arrangement of the signal constellation shown in Figure 3.25a is preferred.
This simplifies the design of transmitter and receiver, and minimizes the
number of phase detectors, hence leading to high receiver sensitivity.



External Modulators for Coherent Transmission and Reception 145

b
(b) Largest A E
circle \
/ Cirel 05E, exp(9))
/ Circle n
"”I }f \\ Eo
>
Signal point

with 6=0

0.5E; exp(¢,)

FIGURE 3.25
Signal constellation of 4-ary ADPSK format and phasor representation of a point on the con-
stellation point for driving voltages applied to dual dive MZIM.

In order to balance the bit error rate (BER) between ASK and DQPSK com-
ponents, the signal levels corresponding to four circles of the signal space
should be adjusted to a reasonable ratio, which depends on the noise power
at the receiver. As an example, if this ratio is set to [[,/,/1,/15] = [1/1.4/2/2.5],
where I, I, I,, and I; are the intensity of the optical signals corresponding to
circle O, circle 1, circle 2, and circle 3, respectively, then by selecting E; equal
to the amplitude of the circle 3 and V, equal to 1, the driving voltages should
have the values given in Table 3.2. Inversely speaking, one can set the out-
ermost level such that its peak value is below the nonlinear SPM threshold,
the voltage level of the outermost circle would be determined. The innermost
circle is limited to the condition that the largest signal to noise ratio (SNR)
should be achieved. This is related to the optical SNR (OSNR) required for
a certain BER. Thus, from the largest and smallest amplitude levels we can
then design the other points of the constellation.

Furthermore, to minimize the effect of inter-symbol interference, 66% RZ
and 50% RZ pulse formats are also used as alternatives to the traditional

TABLE 3.2
Driving Voltages for 16-Ary MADPSK Signal Constellation
Circle 0 Circle 1 Circle 2 Circle 3

Vi) V) Vi) V() Vi) Vy(d) Vi) V)
Phase (V) (V)  Phase (V) (V)  Phase (V) (V) Phase (V) (V)
0 038 —-0.38 0 0.30 -0.30 0 021 -0.21 0 0.0 0.0
/2 088 012 n/2 080 020 m/2 071 029 m/2 0.5 0.5
b -0.62  0.62 T -0.7 0.70 T -0.79 079 b -1.0 1.0

3n/2 -012 -088 3m/2 -020 -0.8 3n/2 -029 -071 3m/2 -05 -05
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NRZ counterpart. These RZ pulse formats can be created by a pulse carver
that precedes or follows the dual-drive MZIM modulator. Mathematically,
waveforms of NRZ and RZ pulses can be represented by the following equa-
tions, where E,,, n =0, 1, 2, 3 are peak amplitude of the signals in circles 0, 1,
2, and 3 of the constellation, respectively:

Eon fOI' NRZ
p(t) = 1E, cos(gcosz(l';ptn for 66% RZ (3.10)
En Cos[gcos2 ( 27131? )] for 50% RZ

3.3.3.6 Continuous Phase Modulation PM-NRZ Formats

In the previous section the optical transmitters for discrete PSK modulation
formats have been described. Obviously, the phase of the carrier has been
used to indicate the digital states of the bits or symbols. These phases are
allocated in a noncontinuous manner around a circle corresponding to the
magnitude of the wave. Alternatively, the phase of the carrier can be continu-
ously modulated and the total phase changes at the transition instants, usu-
ally at the end of the bit period, would be the same as those for discrete cases.
Since the phase of the carrier continuously varies during the bit period, this
can be considered an FSK modulation technique, except that the transition
of the phase at the end of one bit and the beginning of next bit would be
continuous. The continuity of the carrier phase at these transitions would
reduce the signal bandwidth and hence be more tolerable to dispersion
effects and higher energy concentration for effective transmission over the
optical guided medium. One of the examples of the reduction of the phase at
the transition is the offset DQPSK, which is a minor but important variation
on the QPSK or DQPSK. In OQPSK the Q-channel is shifted by half a symbol
period so that the transition instants of I and Q channel signals do not hap-
pen at the same time. The result of this simple change is that the phase shifts
at any one time are limited, and hence the offset QPSK is a more constant
envelope than the normal QPSK.

The enhancement of the efficiency of the bandwidth of the signals can be
further improved if the phase changes at these transitions are continuous. In
this case, the change of the phase during the symbol period is continuously
changed by using half-cycle sinusoidal driving signals with the total phase
transition over a symbol period a fraction of 7, depending on the levels of
this PSK modulation. If the change is 7/2 then we have an MSK scheme. The
orthogonality of the I- and Q-channels will also reduce further the band-
width of the carrier-modulated signals.
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In this section we describe the basic principles of optical MSK and the pho-
tonic transmitters for these modulation formats. Ideally, the driving signal to
the phase modulator should be a triangular wave so that a linear phase varia-
tion of the carrier in the symbol period is linear. However, when a sinusoidal
function is used there is some nonlinear variation; we thus term this type of
MSK a nonlinear MSK format. This nonlinearity contributes to some penalty
in the OSNR, which will be explained in a later chapter. Furthermore, the
MSK as a special form of ODQPSK is also described for optical systems.

3.3.3.7 Linear and Nonlinear MSK

3.3.3.7.1 Signals and Precoding

MSK is a special form of continuous phase FSK (CPFSK) signal in which the
two frequencies are spaced in such way that they are orthogonal and hence
have a minimal spacing between them, defined by

s(t) = / i cos[2pfit + q(0)] forsymbol 1 (3.17)

s(t) = /i cos[2pfut +q(0)] for symbol 0 (3.12)

As shown by the equations above, the signal frequency change corre-
sponds to higher frequency for data-1 and lower frequency for data-0. Both
frequencies, f; and f,, are defined by

1

i (B.13)

1
f1=fc+fn and f, = f. -

Depending on the binary data, the phase of signal changes, data-1
increases the phase by 7/2, while data-0 decreases the phase by n/2. The
variation of phase follows paths of sequence of straight lines in phase trellis
(Figure 3.26), in which the slopes represent frequency changes. The change
in carrier frequency from data-0 to data-1, or vice versa, is equal to half the
bit rate of incoming data [5]. This is the minimum frequency spacing that
allows the two FSK signals representing symbols 1 and 0 to be coherently
orthogonal in the sense that they do not interfere with one another in the
process of detection.

An MSK signal consists of both I and Q components, which can be written

as
s(t) = /— cos[a(t)]cos[2pf.t] - [% sin[qg(t)]sin[2pf.t] (3.14)
b
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FIGURE 3.26
(a) Phase trellis for MSK; (b) state diagram for MSK. (L.N. Binh, Optics Communications, 281(17),
4245-4253, Sept. 2008.)

Phase
e

The in-phase component consists of half-cycle cosine pulse defined by

2Eb pt
tzif— —|, -T, <t<T, 3.15
si(t) T, COS(ZTb) b b ( )

While the quadrature component would take the form

2Eb . pt
so(t) =%, [— — |, 0<t<2T 3.16
ot = [ sinf 2L : 616

During even bit interval, the I-component consists of positive cosine
waveform for phase of 0, while negative cosine waveform for phase of ;
during odd-bit interval, the Q-component consists of positive sine wave-
form for phase of n/2, while negative sine waveform for phase of —7/2 (see
Figure 3.26). Any of four states can arise: 0, n/2, —7/2, ©. However, only state
0 or 7 can occur during any even bit interval, furthermore only n/2 or —r/2
can occur during any odd-bit interval. The transmitted signal is the sum of I
and Q components and its phase is continuous with time.

Two important characteristics of MSK are that each data bit is held for
a two-bit period, meaning the symbol period is equal to a two-bit period
(h=1/2), and the I- and Q-components are interleaved. I- and Q- compo-
nents are delayed by one-bit period with respect to each other. Therefore, the
I-component or Q-component can only change one at a time (when one is at
zero-crossing, the other is at maximum peak). The precoder can be a combi-
national logic as shown in Figure 3.26.

A truth table can be constructed based on the logic state diagram and
combinational logic diagram above. For positive half-cycle cosine wave and
positive half-cycle sine wave, the output is 1; for negative half-cycle cosine
wave and negative half-cycle sine wave, the output is 0. Then, a K-map can
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TABLE 3.3

Truth Table Based on MSK State Diagram
b,S;S1 SoS1 Output
100 01 1
001 00 1
100 01 1
101 10 0
010 01 1
101 10 0
110 11 0
111 00 1
000 11 0
011 10 0

be constructed to derive the logic gates of the pre-coder, based on the truth
table (see Table 3.3). The following three pre-coding logic equations are
derived:

Sy = b,S6S7 + b,SS1 + b,5651 + b,SS1 (3.17)
S, =S =b,S] +b,5] (3.18)
Output = So (3.19)

The resultant logic gates construction for the precoder is as shown in
Figure 3.27.

S So
Binary data (b,)) gl Delay
o| Precoding s, s/
logic Delay
'_' Output
FIGURE 3.27

Combinational logic, the basis of the logic for constructing the precoder.
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3.3.3.7.2 MSK as a Special Case of Continuous Phase FSK (CPFSK)

CPFSK signals are modulated in the upper and lower sides of band frequency
carriers f; and f,, which can be expressed as

s(t) = f— cos[2pfit + q(0)] symbol 1 (3.20)
s(t) = /i cos[2pfot + a(0)] symbol O (3.21)

where f; = f. + (1/4T,) and f, = f. — (1/4T,) with T, is the bit period.

The phase slope of lightwave carrier changes linearly or nonlinearly with
the modulating binary data. In the case of linear MSK, the carrier phase lin-
early changes by 7/2 at the end of the bit slot with data “1,” while it linearly
decreases by ©/2 with data “0.” The variation of phase follows paths of well-
defined phase trellis in which the slopes represent frequency changes. The
change in carrier frequency from data-0 to data-1, or vice versa, equals half
the bit rate of incoming data [12]. This is the minimum frequency spacing
that allows the two FSK signals representing symbols 1 and 0 to be coher-
ently orthogonal in the sense that they do not interfere with one another
in the process of detection. MSK carrier phase is always continuous at bit
transitions. The MSK signal in Equations 3.20 and 3.21 can be simplified as

(t) = 7COS[2pft+ dkT +F k] kTh <t< (k + 1)Tb (322)

and the base-band equivalent optical MSK signal is represented as

5(t) = ,/Eexp{ |: k% +F (t,k):”, KT <t<(k+1)T
b
= ,/%b exP{ il de2pfit +F (t,k)]} (3.23)

where d, = +1 are the logic levels, f; is the frequency deviation from the opti-
cal carrier frequency, and h =2f,T is defined as the frequency modulation
index. In case of optical MSK, h=1/2 or f; =1/(4T,).

3.3.3.7.3 MSK as Offset Differential Quadrature Phase Shift Keying

Equation 3.16 can be rewritten to express MSK signals in the form of I-Q
components as
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s(t) = + /%cos(%)cosﬁpﬂt]i /i{?’sin(fé)sin[prct] (3.24)

The I- and Q-components consist of half-cycle sine and cosine pulses defined
by

2Eb pt
si(t) = £, |— — | -T,<t<T 3.25
1(t) I COS(2T;,) b b (3.25)

so(t) = %, [— — | 0<t<2T 3.26
ot =23 sin 21| : 626

During even-bit intervals, the in-phase component consists of positive
cosine waveform for phase of 0, while negative cosine waveform for phase of
m, during odd-bit interval, the Q-component consists of positive sine wave-
form for a phase of ©/2, while negative sine waveform for a phase of —n/2.
Any of four states can arise: 0, ©/2, —m/2, n. However, only state 0 or 7 can
occur during any even bit interval and only 7/2 or —7/2 can occur during any
odd-bit interval. The transmitted signal is the sum of I- and Q-components
and its phase is continuous with time.

Two important characteristics of MSK are that each data bit is held for
a two-bit period, meaning the symbol period is equal to a two-bit period
(h =1/2) and the I- and Q-components are interleaved. I- and Q-components
are delayed by one-bit period with respect to each other. Therefore, only one
I-component or Q-component can change at a time (when one is at zero-
crossing, the other is at maximum peak).

3.4 Photonic MSK Transmitter Using Two Cascaded
Electro-Optic Phase Modulators

Electro-optic phase modulators and interferometers operating at high fre-
quency using resonant-type electrodes have been studied and proposed
in Refs. [13-15]. In addition, high-speed electronic driving circuits evolved
with the ASIC (advanced specific integrated circuit) technology using 0.1 pm
GaAs P-HEMT or InP HEMTs, enabling the feasibility in realization to the
optical MSK transmitter structure. The base-band equivalent optical MSK
signal is represented in Equations 3.23 and 3.24.

The first electro-optic phase modulator (E-OPM) enables the frequency
modulation of data logics into upper sidebands (USB) and lower sidebands
(LSB) of the optical carrier, with a frequency deviation of f,. Differential



152 Digital Processing

Phase modulator 1 Phase modulator 2

—_— i
Electrical E(D) E, () Ep(®)

— — Optical —_——— — > —_— L s

Driving
source v G; Viiast GD Viias2

(Phase mismatch control

0[T].00 Switching | | between OPMs)
Data Phase
Data || mapper shifter
oM fmmmmm e \
—»E Precoder E
Clock V() E co(rl:tlj]f)ieity : Virep®
pulse - +lor-1 E control) E e

50% duty cycle rectangular clock pulse
Clock pulse is half-bit offset relative to data control
logic pulses to prevent unstable transitional stages
of rising and falling edges.

FIGURE 3.28
Block diagram of optical MSK transmitter employing two cascaded optical phase modulators.

phase precoding is not necessary in this configuration due to the nature
of the continuity of the differential phase trellis. By alternating the driving
sources V,(f) to sinusoidal waveforms for simple implementation or combi-
nation of sinusoidal and periodic ramp signals, which was first proposed
by Amoroso in 1976 [16], different schemes of linear and nonlinear phase-
shaping MSK-transmitted sequences can be generated, for which spectra are
shown in Figure 3.28.

The second E-OPM enforces the phase continuity of the light wave car-
rier at every bit transition. The delay control between the E-OPMs is usually
implemented by the phase shifter shown in Figure 3.28. The driving voltage
of the second E-OPM is pre-coded to fully compensate the transitional phase
jump at the output Ey(f) of the first E-OPM. Phase continuity characteristic
of the optical MSK signals is determined by

me=%

k-1 k-1
>4~ akaZOIIj (3.27)
=

j=0

where g, =+1 are the logic levels, I, =+1 is a clock pulse wherein the duty
cycle is equal to the period of the driving signal, V,(f) f, is the frequency
deviation from the optical carrier frequency, and h=2f,T is previously
defined as the frequency modulation index. In a case of optical MSK, h =1/2
or f;=1/(4T). The phase evolution of the continuous-phase optical MSK sig-
nals is explained in Figure 3.29. To mitigate the effects of unstable stages
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FIGURE 3.29

Evolution of time-domain phase trellis of optical MSK signal sequence [-111-11-11 1] as
inputs and outputs at different stages of the optical MSK transmitter. The notation is denoted
in Figure 3.28 accordingly: (a) V,(t): periodic triangular driving signal for optical MSK signals
with duty cycle of 4-bit period, (b) V,(f): the clock pulse with duty cycle of 4T, (c) E,(t): phase
output of OPM1, (d) V,,,(¢): pre-computed phase compensation driving voltage of OPM2, and
(e) Eg(t): phase trellis of a transmitted optical MSK sequences at output of OPM2.

of rising and falling edges of the electronic circuits, the clock pulse V() is
offset with the driving voltages V().

3.4.1 Configuration of Optical MSK Transmitter Using Mach-Zehnder
Intensity Modulators: 1-Q Approach

The conceptual block diagram of an optical MSK transmitter is shown in
Figure 3.30. The transmitter consists of two dual-drive electro-optic MZM
modulators generating chirpless I and Q components of MSK-modulated
signals, which is considered a special case of staggered or offset QPSK. The
binary logic data are pre-coded and de-interleaved into even and odd-bit
streams, which are interleaved with each other by one-bit duration offset.
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Block diagram configurations of band-limited phase-shaped optical MSK. (a) Encoding circuit
and pulse shaping; (b) parallel MZIM optical modulators.

Two arms of the dual-drive MZM modulator are biased at V,/2 and -V, /2
and driven with data and data. Phase-shaping driving sources can be a peri-
odic triangular voltage source in the case of linear MSK generation or sim-
ply a sinusoidal source for generating a nonlinear MSK-like signal, which
also obtain linear phase trellis property but with small ripples introduced
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FIGURE 3.31
Phase trellis of linear and nonlinear MSK transmitted signals: (a) triangular and (b) sinusoidal.

in the magnitude. The magnitude fluctuation level depends on the magni-
tude of the phase-shaping driving source. High spectral efficiency can be
achieved with tight filtering of the driving signals before modulating the
electro-optic MZMs. Three types of pulse-shaping filters are investigated,
including Gaussian, raised cosine, and square-root raised cosine filters. The
optical carrier phase trellis of linear and nonlinear optical MSK signals is
shown in Figure 3.31.

3.4.2 Single-Side Band Optical Modulators

An SSB modulator can be formed using a primary interferometer with two
secondary MZM structures, the optical Ti-diffused waveguide paths that
form a nested primary MZ, structure as shown in Figure 3.32. Each of the
two primary arms contains an MZ structure. Two RF ports are for RF modu-
lation and three DC ports are for biasing the two secondary MZMs and one
primary MZM. The modulator consists of X-cut Y-propagation LiNbO; crys-
tal, where you can produce an SSB modulation just by driving each MZ. DC
voltage is supplied to produce the 7 phase shift between upper and lower
arms. DC bias voltages are also supplied from DCjy to produce the phase
shift between 3rd and 4th arms. A DC bias voltage is supplied from DC.
to achieve a m/2 phase shift between MZIM, and MZIM;. The RF voltage
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FIGURE 3.32
Schematic diagram (not to scale) of a single sideband (SSB) FSK optical modulator formed by
nested MZ modulators.

applied @,(f) = @ cos @,t and @,(t) = @ sinw, t are inserted from RF, and RF;
respectively by using a wideband 7/2 phase shifter. @ is the modulation
level, while w,, is the RF angular frequency.

3.4.3 Optical RZ-MSK

The RZ format of the optical MSK modulation scheme can also be gener-
ated. A bit is used to generate the ASK-like feature of the bit. The structure
of such transmitter is shown in Figure 3.24. The encoder, as shown in the far
left of the model, provides two outputs, one for MSK signal generation and
the other for amplitude modulation for generation of the RZ or NRZ format.
The phase of the RZ MSK must be nonzero so as to satisfy the continuity
of the phase between the states.

3.4.4 Multi-Carrier Multiplexing Optical Modulators

Another modulation format that can offer much higher single-channel capac-
ity and flexibility in dispersion and nonlinear impairment mitigation is the
employment of multi-carrier multiplexing (MCM). When these sub-carrier
channels are orthogonal, the term orthogonal frequency division multiplex-
ing (OFDM) is used.

Our motivation in the introduction of OFDM is due to its potential as an
ultra-high capacity channel for the next-generation Ethernet, the optical
internet. The network interface cards for 1- and 10-Gb/s Ethernet are read-
ily commercial available. Traditionally, the Ethernet data rates have grown
in 10-Gb/s increments, so the data rate of 100 Gb/s can be expected as the
speed of the next generation of Ethernet. The 100-Gb/s all-electrically time-
division-multiplexed (ETDM) [17] transponders are becoming increasingly
important because they are viewed as a promising technology that may be
able to meet speed requirements of the new generation of Ethernet. Despite
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the recent progress in high-speed electronics, ETDM [17] modulators and
photodetectors are still not widely available, so that alternative approaches
to achieving a 100-Gb/s transmission using commercially available compo-
nents and QPSK is very attractive.

OFDM is a combination of multiplexing and modulation. The data signal
is first split into independent sub-sets and then modulated with independent
sub-carriers. These sub-channels are then multiplexed for OFDM signals.
OFDM is thus a special case of FDM, but instead like one stream, it is a com-
bination of several small streams into one bundle.

A schematic signal flow diagram of an MCM is shown in Figure 3.33. The
basic OFDM transmitter and receiver configurations are given in Figures
3.34a and 3.34b, respectively. Data streams (e.g., 1 Gb/s) are mapped into
a two-dimensional signal point from a point signal constellation such as
QAM. The complex-valued signal points from all sub-channels are consid-
ered the values of the discrete Fourier transform (DFT) of a multi-carrier
OFDM signal. By selecting the number of sub-channels, sufficiently large,
the OFDM symbol interval can be made much larger than the dispersed
pulse width in a single-carrier system, resulting in an arbitrary small
intersymbol interference (ISI). The OFDM symbol, shown in Figure 3.34,
is generated under software processing as follows: input QAM symbols
are zero-padded to obtain input samples for inverse fast Fourier transform
(IFFT). The samples are inserted to create the guard band, and the OFDM
symbol is multiplied by the window function (raised cosine function can
be used). The purpose of cyclic extension is to preserve the orthogonality
among sub-carriers even when the neighboring OFDM symbols partially
overlap due to dispersion.

A system arrangement of the OFDM for optical transmission in laboratory
demonstration is shown in Ref. [32]. Each individual channel at the input
would carry the same data rate sequence. These sequences can be generated

A
{
(x)
X4
@ OFDM signal to
Data Serial- | | drive optical
—input to- : : Parallgl- modulator
parallel | | to-serial
converter I {SIN-1) | converter
X
X fN
FIGURE 3.33

Multi-carrier FDM signal arrangement. The middle section is the RF converter as shown in
Figure 3.26.
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Schematic diagram of the principles of generation and recovery of OFDM signals. (a) Electronic
processing and optical transmitter; (b) opto-electronic and receiver configurations; (c) OFDM
symbol cyclic extension; (d) OFDM symbol after windowing.

from an arbitrary waveform generator. The multiplexed channels are then
combined and converted to time domain using the IFFT module and then con-
verted to the analog version via the two digital-to-analog converters (DACs).
These orthogonal data sequences are then used to modulate I- and Q-optical
waveguide sections of the electro-optica modulator to generate the orthogo-
nal channels in the optical domain. Similar decoding of I and Q channels
are performed in the electronic domain after the optical transmission and
optical-electronic conversion via the photodetector and electronic amplifier.
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FIGURE 3.35

An optical FFT/IFFT based (a) OFDM system including representative waveforms and spectra
(Extracted from M. Chacinski et al.,, IEEE ]. Sel. Top. Quant. Elect., 16(5), Sept/Oct. 2010, 1321-
1327); (b) typical time domain OFDM signals, (c) power spectral density of OFDM signal with
512 sub-carriers—a shift of 30 GHz for the line rate of 40 Gb/s and QPSK modulation.

In OFDM, the serial data sequence, with a symbol period of Ts and a
symbol rate of 1/Ts, is split up into N-parallel sub-streams (sub-channels)
(Figures 3.35 and 3.36).

3.4.5 Spectra of Modulation Formats

Utilizing this double-phase modulation configuration, different types of lin-
ear and nonlinear CPM phase shaping signals, including MSK, weakly non-
linear MSK, and linear-sinusoidal MSK can be generated. The third scheme
was introduced by Amoroso [33] and its side lobes decay with a factor of 8
compared to 4 of MSK. The simulated optical spectra of DBPSK and MSK
schemes at 40 Gb/s are contrasted in Figure 3.37. Table 3.4 outlines the char-
acteristics and spectra of all different modulation schemes.

Figure 3.39 shows the power spectra of the DPSK modulated optical sig-
nals with various pulse shapes including NRZ, RZ33, and CSRZ types. For
the convenience of the comparison, the optical power spectra of the RZ OOK
counterparts are also shown in Figure 3.38.
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Schematic diagram of an optical FFT/IFFT-based OFDM system. S/P and P/S ~ serial to paral-
lel conversion and vice versa.

Several key notes observed from and Figure 3.39 are outlined as follows:
(i) The optical power spectrum of the OOK format has high power spikes
at the carrier frequency or at signal modulation frequencies, which con-
tribute significantly to the severe penalties caused by the nonlinear effects.
Meanwhile, the DPSK optical power spectra do not contain these high-power
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FIGURE 3.37
Spectra of 40 Gbps DBPSK, and linear and nonlinear MSK.
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TABLE 3.4
Typical Parameters of Optical Intensity Modulators for Generation of Modulation
Formats
Modulation
Techniques Spectra Formats Definition/Comments
Amplitude DSB + carrier ASK-NRZ Biased at quadrature point or offset
modulation— for pre-chirp
ASK-NRZ
AM—ASK-RZ  DSB + carrier ASK-RZ Two MZIM s required—one for RZ
pulse sequence and the other for
data switching
ASK-RZ-Carrier DSB-CSRZ  ASK-RZCS Carrier suppressed, biased at ¥ phase
suppressed difference for the two electrodes
Single sideband SSB + carrier ~ SSB NRZ Signals applied to MZIM are in phase
quadrature to suppress one
sideband. Alternatively, an optical
filter can be used
CSRZ DSB DSB - carrier CSRZ-ASK RZ pulse carver is biased such that a &
phase shift between the two arms of
the MZM to suppress the carrier and
then switched on and off or phase
modulation via a data modulator
DPSK-NRZ Differential BPSK RZ
DPSK-RZ, or NRZ/RZ-carrier
CSRZ-DPSK suppressed
DQPSK DQPSK-RZ or NRZ  Two bits per symbol
MSK SSB Continuous phase Two bits per symbol and efficient
equivalent modulation with bandwidth with high side-lobe
orthogonality suppression
Offset-DQPSK Oriented X/4 as Two bits/symbol
compared to DQPSK
constellation
MCM (multi- Multiplexed
carrier bandwidth—
multiplexing- ~ base rate per
e.g., OFDM) sub-carrier
Duo-binary Effective SSB Electrical low-pass filer required
at the driving signal to the MZM
FSK Two distinct
frequency
peaks
Continuous Two distinct ~ Minimum shift When the frequency difference
phase FSK frequency keying equals a quarter of the bit rate, the
peaks with signals for “1” and “0” are
phase orthogonal and thus called MSK
continuity at
bit transition
Phase Chirped Chirpless MZM should be used to
modulation carrier phase avoid inherent crystal effects, hence
(PM) carrier chirp
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FIGURE 3.38
Spectra of CSRZ/RZ/NRZ-OOK modulated optical signals.

frequency components. (ii) RZ pulses are more sensitive to the fiber disper-
sion due to their broader spectra. In particular, RZ33 pulse type has the
broadest spectrum at the point of 20 dB down from the peak. This property
of the RZ pulses thus leads to faster spreading of the pulse when propagating
along the fiber. Thus, the peak values of the optical power of these CSRZ or
RZ33 pulses decrease much more quickly than the NRZ counterparts. As the
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FIGURE 3.39

Spectra of CSRZ/RZ33/NRZ-DPSK modulated optical signals.
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result, the peak optical power quickly turns to be lower than the nonlinear
threshold of the fiber, which means that the effects of fiber nonlinearity are
significantly reduced. (iii) However, NRZ optical pulses have the narrowest
spectrum. Thus, they are expected to be most robust to the fiber dispersion.
As a result, there is a trade-off between RZ and NRZ pulse types. RZ pulses
are much more robust to nonlinearity but less tolerant to the fiber dispersion.
The RZ33/CSRZ-DPSK optical pulses are proven to be more robust against
impairments, especially self-phase modulation and PMD compared to the
NRZ-DPSK and the CSRZ/RZ33-OO0K counterparts.

Optical power spectra of three I-Q optical MSK modulation formats, which
are linear, weakly nonlinear, and strongly nonlinear types are shown in
Figure 3.40. It can be observed that there are no significant distinctions of the
spectral characteristics between these three schemes. However, the strongly
nonlinear optical MSK format does not highly suppress the side lobe as com-
pared to the linear MSK type. All three formats offer better spectral efficiency
compared to the DPSK counterpart, as shown in Figure 3.41. This figure com-
pares the power spectra of three modulation formats: 80 Gb/s dual-level MSK,
40 Gb/s MSK, and NRZ-DPSK optical signals. The normalized amplitude lev-
els into the two optical MSK transmitters comply with the ratio of 0.75/0.25.

Several key notes can be observed from Figures 3.40 and 3.41 as follows:
(i) The power spectrum of the optical dual-level MSK format has identical
characteristics to that of the MSK format. The spectral width of the main lobe
is narrower than that of the DPSK. The base width takes a value of approxi-
mately +32 GHz on either side compared to +40 GHz in the case of the DPSK

Magnitude squared (dB)

-50
-150 -100 -50 0 50 100 150
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FIGURE 3.40
Optical power spectra of three types of I-Q optical MSK formats: linear (*), weakly nonlinear
(0), and strongly nonlinear (x).
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Spectral properties of three modulation formats: MSK (dash), dual-level MSK (solid), and DPSK
(dot).

format. Hence, the tolerance to the fiber dispersion effects is improved. (ii)
High suppression of the side lobes with a value of approximately greater
than 20 dB in the case of 80 Gb/s dual-level MSK and 40 Gb/s optical MSK
power spectra; thus, more robustness to inter-channel crosstalk between
DWDM channels; and (iii) the confinement of signal energy in the main lobe
of the spectrum leads to a better signal to noise ratio. Thus, the sensitivity to
optical filtering can be significantly reduced. A summary of the spectra of
different modulation formats is given in Table 3.4.

3.5 I-Q Integrated Modulators
3.5.1 Inphase and Quadrature Phase Optical Modulators

We have described in the above sections the modulation of QPSK and M-ary-
QAM schemes using single-drive or dual-drive MZIM devices. However, we
have also witnessed another alternative technique to generate the states of
constellation of QAM, using I-Q modulators. I-Q modulators are devices in
which the amplitude of the inphase and the quadrature components are mod-
ulated in synchronization, as illustrated in Figure 3.42b. These components
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are m/2 out of phase, thus we can achieve the inphase and quadrature of
QAM. In optics, this phase quadrature at optical frequency can be imple-
mented by a low-frequency electrode with an appropriate applied voltage as
observed by the 7/2 block in the lower optical path of the structure, given in
Figure 3.42a. This type of modulation can offer significant advantages when
multi-level QAM schemes are employed; for example, 16-QAM (see Figure
342c) or 64-QAM. Integrated optical modulators have been developed in
recent years, especially in electro-optic structures such as LiNbO; for coher-
ent QPSK and even with polarization division multiplexed optical channels.
In summary, the I-Q modulator consists of two MZIMs performing ASK
modulation and incorporating a quadrature phase shift.
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FIGURE 3.42

(a) Schematic of integrated IQ optical modulator and (b) amplitude modulation of a lightwave
path in the inphase and quadrature components. (c) Constellation of a 16 QAM modulation
scheme and (d) alternate structure of an I-Q modulator using two slave MZIM and one master
MZIM.
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Multi-level or multi-carrier modulation format such as QAM and orthogonal
frequency division multiplexing (OFDM) have been demonstrated as the prom-
ising technology to support high capacity and high spectral efficiency in ultra-
high-speed optical transmission systems. Several QAM transmitter schemes
have been experimentally demonstrated using commercial modulators [18-20]
and integrated optical modules [21,22] with binary or multi-level driving elec-
tronics. The integration techniques could offer a stable performance and effec-
tively reduce the complexity of the electrics in a QAM transmitter with binary
driving electronics. The integration schemes based on parallel structures usu-
ally require hybrid integration between LiNbO,; modulators and silica-based
planar lightwave circuits (PLCs). Except the DC electrodes for the bias control
of each sub-MZM (child MZM), several additional electrodes are required to
adjust the relative phase offsets among embedded sub-MZMs. Shown in Figure
342a is a 16-QAM transmitter using a monolithically integrated quad Mach—
Zehnder in-phase/quadrature (QMZ-IQ) modulator. As distinguishable from
the parallel integration, four sub-MZMs are integrated and arranged in a single
1Q superstructure, where two of them are cascaded in each of the arms (I and
Q arms). These two pairs of child MZMs are combined to form a master or
parent MZ interferometer with a X/2 phase shift incorporated in one arm to
generate the quadrature phase shift between them. Thus we have the inphase
arm and the quadrature optical components. In principle, only one electrode
is required to obtain orthogonal phase offset in these IQ superstructures,
which makes the bias-control much easier to handle, and thus results in sta-
ble performance. A 16-QAM signal can be generated using the monolithically
integrated Quadrature Mach—Zehnder Inphase and Quadraturee (QMZ-1Q)
modulator with binary driving electronics, shown in Figure 3.42¢, by modu-
lating the amplitude of the lightwaves guided through both I (inphase) and
Q (quadrature) paths as indicated in Figure 342b. Hence, we can see that the
QAM modulation can be implemented by modulating the amplitude of these
two orthogonal I-Q-components so that any constellation of Mary-QAM. For
example, 16 QAM or 256 QAM, can be generated. Alternatively, the structure in
Figure 3.42d gives an arrangement of two slave MZIMs and one master MZIM
for the I-Q modulator, which is commonly used in Fujitsu type.

In addition, a number of electrodes would be incorporated so that biases
can be applied to ensure that the amplitude modulation operating at the
right point of the transfer curve. This can be commonly observed and sim-
plified as in the IQ modulator manufactured by Fujitsu [23] shown in Figure
3.43 (top view only).

The arrangement of the electrodes of a high-speed IQ Mach—Zehnder
modulator using Ti-diffused lithium niobate (LiNbO,) is shown in Figure
3.43 in which the DC bias electrodes are separate from the traveling wave
one. These electrodes allow adjustment of the bias independent with
respect to the applied signals. This type of modulator can be employed
for various modulation formats such as NRZ, DPSK, Optical Duo-Binary,
DQPSK, DP-BPSK, DP-QPSK, and M-ary QAM, among others. It includes



External Modulators for Coherent Transmission and Reception 167

Slave MZIM
-/Q_

modulation

—_—
—_—
R N

1: RF inputl (MZ C1)
2: RF input2 (MZ C2)
3: DC input3 (MZ C2

Slave MZIM
1-/Q

modulation

split/combine

\‘ Master MZIM

)
4: DC input4 (MZ C2)
5: DC inputl (MZ C1)

6: DC input2 (MZ C1)

7: DC input MZP (MZ C1)
8: DC input MZP (MZ C2)
9: Ground

10: PD cathode

11: PD anode

FIGURE 3.43
Schematic diagram of Fujitsu PDM-IQ modulator with assigned electrodes.

built-in PD monitor and coupler function for auto bias control. Optical
transmission equipment of 11 Gb/s (NRZ, DPSK, Optical Duo-Binary,
DQPSK, DP-BPSK, PDM-QPSK) can be generated by this IQ modulator in
which 4 wavelength carriers are used with 28-32 Gb/s per channel to form
100 Gb/s, including extra error coding bits and a payload of 25 Gb/s for
each channel.

3.5.2 1Q Modulator and Electronic Digital Multiplexing for Ultra-High
Bit Rates

Recently we [24-28] have seen reports on the development of electrical mul-
tiplexers with speeds reaching 165 Gb/s. These multiplexers will allow the
interleaving of high-speed sequence so that we can generate a higher bit rate
with the symbol rate, as shown in Figure 3.44. This type of multiplexing in
the electrical domain has been employed for generation of superchannels
in Ref. [29]. Thus, we can see that the data sequence can be generated from
the DACs and then analog signals at the output of DACs can be condition
to the right digital level of the digital multiplexer with assistance of a clock
generator when the multiplexing occurs. Note that the multiplexer operates
in digital mode so any pre-distortion of the sequence for dispersion pre-com-
pensation will not be possible unless some pre-distortion can be done at the
output of the digital multiplexer.
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FIGURE 3.44
Time division multiplexing using high-speed sequences from DACs.

This time domain interleaving can be combined with the I-Q optical
modulator to generate M-level QAM signal and thus further increase
the bit rate of the channels. Several of these high bit-rate channels can be
combined with pulse shaping; for example, the Nyquist shape to generate
superchannels, which will be illustrated in Chapter 7. With a digital mul-
tiplexer operating higher than 165 Gb/s 128 Gb/s, bit rate can be generated
with a 32 GSy/s data sequence. Thus, with polarization multiplexing and 16
QAM we can generate 8 x 128 Gb/s for one channel or 1.32 Tb/s per chan-
nel. If 8 of these 1.32 Gb/s form a superchannel, then the bit-rate capacity
reaches higher than 10 Tb/s. At this symbol rate of 32 GBaud the required
bandwidth for all electronic components as well as photonic devices of the
transmitter and receiver can be satisfied with current high speed electron-
ics and photonics.

3.6 DAC for DSP-Based Modulation and Transmitter

Recently we have witnessed the development of an ultra-high sampling rate
DAC and ADC by Fujitsu and NTT of Japan. Figure 3.45a shows an IC layout
of the InP-based DAC produced by NTT [30].

3.6.1 Fujitsu DAC

A differential input stage is structured with D-type flip flops and sum-
ming up circuits to produce analog signals as shown in Figure 3.45. These
DACs allow the generation and programmable sampling and digitalized
signals to form analog signals to modulate the I-Q modulator as described
in Section 3.5. These DACs allow shaping of the pulse sequence for
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NTT InP-based DAC with 6-bit: (a) schematic; (b) differential input stage; and (c) IC layout.
(Extracted from X. Liu et al, 1.5-Tb/s Guard-banded superchannel transmission over 56
GSymbols/s 16 QAM signals with 5.75-b/s/Hz net spectral efficiency, Paper Th.3.C.5.pdf ECOC
Postdeadline Papers, ECOC 2012, Netherlands.)

pre-distortion to combat dispersion effects when necessary to add another
dimension of compensation in combination with that function imple-
mented at the receiver. Test signals used are ramp waveform for assurance
of the linearity of the DAC at 27 GS/s as shown in Figure 3.46a and eye
diagrams of generated 16 QAM signals after modulation at 22 and 27 GSy/s
are shown in Figure 3.46b.

3.6.2 Structure

A DSP-based optical transmitter can incorporate a DAC for pulse shaping,
pre-equalization, and pattern generation as well as digitally multiplexing
for higher symbol rates. A schematic structure of the DAC and functional
blocks fabricated by Si-Ge technology is shown in Figures 3.47a and 3.47b,
respectively. An external sinusoidal signal is fed into the DAC so that mul-
tiple clock sources can be generated for sampling at 56-64 GSa/s. Thus the
noises and clock accuracy depends on the stability and noise of this synthe-
sizer/signal generator. Four DAC sub-modules are integrated in one IC with
4 pairs of 8 outputs of (Vi",VQ)(Hi ,HS) _and _(Vi",Vq)(Hr ,Hg).
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3.6.2.1 Generation of I and Q Components

The electrical outputs from the quad DACs are a mutual complementary pair of
positive and negative signs. Thus it would be able to form 2 sets of 4 output ports
from the DAC development board. Each output can be independently gener-
ated with offline uploading of pattern scripts. The arrangement of the DAC and
PDM-IQ optical modulator is depicted in Figure 3.48. Note that we require two
PDM IQ modulators for generation of odd and even optical channels.

As the Nyquist pulse-shaped sequences are required, a number of press-
ing steps can be implemented:

e Characterization of the DAC transfer functions

e Pre-equalization in the RF domain to achieve equalized spectrum in
the optical domain, that is, at the output of the PDM IQ modulator

The characterization of the DAC is conducted by launching the DAC sinu-
soidal wave at different frequencies and measuring the waveforms at all
eight output ports. As observable in the insets of Figure 3.49, the electrical
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spectrum of the DAC is quite flat provided that pre-equalization is done in
the digital domain launching to the DAC. The spectrum of the DAC out-
put without equalization is shown in Figures 3.49a and 3.49b. The ampli-
tude spectrum is not flat due to the transfer function of the DAC as given in
Figure 3.49, which is obtained by driving the DAC with sinusoidal waves of
different frequencies. This shows that the DAC acts as a low-pass filter with
the amplitude of its passsband gradually decreasing when the frequency is
increased. This effect can come from the number of samples being reduced
when the frequency is increased, as the sampling rate can only be set in the
range of 56-64 GSa/s. The equalized RF spectra are depicted in Figures 3.49c
and 3.49d. The time domain waveforms corresponding to the RF spectra are
shown in Figures 3.49e and 3.49f), and thence Figures 3.49g and 3.4 for the
coherent detection after the conversion back to electrical domain from the
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Experimental setup of the 128 Gb/s Nyquist PDM-QPSK transmitter and B2B performance
evaluation.

optical modulator via the real-time sampling oscilloscope Tektronix DPO
73304A or DSA 720004B. Furthermore, the noise distribution of the DAC is
shown in Figure 3.50b, indicating that the sideband spectra come from these
noise sources (Figure 3.51).

It noted that the driving conditions for the DAC are very sensitive to the
supply current and voltage levels, which are given in Appendix 2 with reso-
lution of even down to 1 mV. With this sensitivity care must be taken when
new patterns are fed to the DACs for driving the optical modulator. Optimal
procedures must be conducted with the evaluation of the constellation dia-
gram and BER derived from such constellation. However, we believe that
the new version of the DAC supplied from Fujitsu Semiconductor Pty Ltd
of England Europe has overcome somehow these sensitive problems. Still,
we recommend that care should be taken and inspection of the constellation
after the coherent receiver must be conducted to ensure the B2B connection
is error free. Various time-domain signal patterns obtained in the electri-
cal time domain generated by DAC at the output ports can be observed.
Obviously the variations of the inphase and quadrature signals give rise to
the noise, hence blurry constellations.

3.7 Remarks

Since the proposed dielectric waveguide and then the advent of an optical
circular waveguide, the employment of modulation techniques has only been
extensively exploited recently since the availability of optical amplifiers. The
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(a) Frequency transfer characteristics of the DAC. Note the near-linear variation of the magni-
tude as a function of the frequency. (b) Noise spectral characteristics of the DAC.

modulation formats allow the transmission efficiency, and hence the economy
of ultra-high capacity information telecommunications. Optical communica-
tions have evolved significantly through several phases, from single-mode
systems to coherent detection and modulation, which was developed with
the main aim to improve on the optical power. The optical amplifiers defeated
the main objective of modulation formats and allow the possibility of inco-
herent and all possible formats employing the modulation of the amplitude,
phase, and frequency of the lightwave carrier.

Currently, photonic transmitters play a principal part in the extension of
the modulation speed into several GHz range and make possible the modu-
lation of the amplitude, phase, and frequency of the optical carriers and their
multiplexing. Photonic transmitters using LiNbO, have been proven in labo-
ratory and installed systems. The principal optical modulator is the MZIM,
which can be a single or a combined set of these modulators to form binary
or multilevel amplitude or phase modulation, and are even more effective
for discrete or continuous PSK techniques. The effects of the modulation on
transmission performance will be given in the coming chapters.
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FIGURE 3.51

Optical spectrum after PDM IQM, black line for without pre-equalization, gray line for with
pre-equalization: (a) 28 GSym/s, (b) 32 GSym/s.
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Spectral properties of the optical 80 Gb/s dual-level MSK, 40 Gb/s MSK,
and 40 Gb/s DPSK with various RZ pulse shapes are compared. The spec-
tral properties of the first two formats are similar. Compared to the optical
DPSK, the power spectra of optical MSK and dual-level MSK modulation
formats have more attractive characteristics. These include the high spectral
efficiency for transmission, higher energy concentration in the main spec-
tral lobe, and more robustness to inter-channel crosstalk in DWDM due to
greater suppression of the side lobes. In addition, the optical MSK offers the
orthogonal property, which may offer a great potential in coherent detection,
in which the phase information is reserved via I and Q components of the
transmitted optical signals. In addition, the multi-level formats would per-
mit the lowering of the bit rate and hence substantial reduction of the signal
effective bandwidth and the possibility of reaching the highest speed limit of
the electronic signal processing, the digital signal processing, for equaliza-
tion and compensation of distortion effects. The demonstration of the ETDM
receiver at 80G and higher speeds makes possible their applications in ultra-
high speed optical networks.

In recent years, research for new types of optical modulators using sili-
con waveguides has attracted several groups. In particular, graphene thin
layer deposited [31] on silicon waveguides enables the improvement of the
EA effects and enables the modulator structure to be incredibly compact and
potentially perform at speeds up to ten times faster than current technol-
ogy allows, reaching higher than 100 GHz and even to 500 GHz. This new
technology will significantly enhance our capabilities in ultrafast optical
communication and computing. This may be the world’s smallest optical
modulator, and the modulator in data communications is the heart of speed
control. Furthermore, these grapheme Silicon modulators can be integrated
with Si- or SiGe-based microelectronic circuits such as DAC, ADC, and DSP
so that the operating speed of the electronic circuits can reach much higher
than the 25-32 GGSy/s of today technology.
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Optical Coherent Detection and
Processing Systems

Detection of optical signals can be carried out at the optical receiver by direct
conversion of optical signal power to electronic current in the photodiode
(PD) and then electronic amplification. This chapter gives the fundamen-
tal understandings of coherent detection of optical signals that requires the
mixing of the optical fields of the optical signals and that of the local oscil-
lator (LO), a high-power laser, so that its beating product would result in the
modulated signals preserving both its phase and amplitude characteristics
in the electronic domain. Optical preamplification in coherent detection can
also be integrated at the front end of the optical receiver.

4.1 Introduction

With the exponential increase in data traffic, especially due to the demand
for ultrabroad bandwidth driven by multimedia applications, cost-effective
ultra-high-speed optical networks have become highly desired. It is expected
that Ethernet technology will not only dominate in access networks but also
will become the key transport technology of next-generation metro/core net-
works. The next logical evolutionary step after 10 Gigabit Ethernet (10 GbE)
is 100 Gigabit Ethernet (100 GbE). Based on the anticipated 100 GbE require-
ments, 100-Gbit/s data rate of serial data transmission per wavelength is
required. To achieve this data rate while complying with current system
design specifications such as channel spacing, chromatic dispersion, and
polarization mode dispersion (PMD) tolerance, coherent optical communi-
cation systems with multilevel modulation formats will be desired, since it
can provide high spectral efficiency, high receiver sensitivity, and potentially
high tolerance to fiber dispersion effects [1-6]. Compared to conventional
direct detection in intensity-modulation/direct-detection (IMDD) systems,
which only detect the intensity of the light of the signal, coherent detection
can retrieve the phase information of the light, and therefore, can tremen-
dously improve the receiver sensitivity.

Coherent optical receivers are important components in long-haul optical
fiber communication systems and networks to improve the receiver sensitivity
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and thus extra transmission distance. Coherent techniques were considered
for optical transmission systems in the 1980s when the extension of repeater
distance between spans is pushed to 60 km instead of 40 km for single-mode
optical fiber at a bit rate of 140 Gb/s. However, in the late 1980s, the invention of
optical fiber amplifiers has overcome this attempt. Recently, interests in coher-
ent optical communications have attracted significant research activities for
ultra-bit rate DWDM optical systems and networks. The motivation has been
possible due to the following: (i) the uses of optical amplifiers in cascade fiber
spans have added significant noises and thus limit the transmission distance;
(ii) the advances of DSPs with sampling rates that can reach few tens of Giga-
samples/s, allowing the processing of beating signals to recover the phase or
phase estimation (PE); (iii) the availability of advanced signal processing algo-
rithms such as Viterbi and Turbo algorithms; and (iv) the differential coding
and modulation and detection of such signals may not require optical phase
lock loop (OPLL), hence self-coherent and DSP to recover transmitted signals.

As is well known, typical arrangement of an optical receiver is that the
optical signals are detected by a PD (a pin diode, avalanche photodiode
[APD], or a photon counting device), electrons generated in the photodetec-
tor are then electronically amplified through a front-end electronic ampli-
fier. The electronic signals are then decoded for recovery of original format.
However, when the fields of incoming optical signals are mixed with those
of a LO with a frequency that can be identical or different to that of the car-
rier, the phase and frequency property of the resultant signals reflect those
of the original signals. Coherent optical communication systems have also
been reviving dramatically due to electronic processing and availability of
stable narrow linewidth lasers.

This chapter deals with the analysis and design of coherent receivers
with OPLL and the mixing of optical signals and that of the LO in the opti-
cal domain thence detected by the optoelectronic receivers following this
mixing. Thus, both the optical mixing and photodetection devices act as
the fundamental elements of a coherent optical receiver. Depending on the
frequency difference between the lightwave carrier of the optical signals
and that of the LO, the coherent detection can be termed as heterodyne or
homodyne detection. For heterodyne detection, there is a difference in the
frequency and thus the beating signal falls in a passband region in the elec-
tronic domain. Thus, all the electronic processing at the front end must be
in this passband region. While in homodyne detection there is no frequency
difference and thus the detection is in the base band of the electronic signal,
both cases would require a locking of the LO and carrier of the signals. An
OPLL is thus treated in this chapter.

This chapter is organized as follows: Section 4.2 gives an account of the
components of coherent receivers; Section 4.3 outlines the principles of opti-
cal coherent detection under heterodyne, homodyne, or intradyne tech-
niques; and Section 4.4 gives details of OPLL, which are very important to
the development of modern optical coherent detection.
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4.2 Coherent Receiver Components

The design of an optical receiver depends on the modulation format of the
signals and transmitted through the transmitter. The modulation of the opti-
cal carrier can be in the form of amplitude, phase, or frequency. Furthermore,
phase shaping also plays a critical role in the detection and bit error rate
(BER) of the receiver, and thence the transmission systems. In particular, it is
dependent on the modulation in analog or digital, Gaussian or exponential
pulse shape, on—off keying, multiple levels, and so on.

Figure 4.1 shows the schematic diagram of a digital coherent optical
receiver, which is similar to the direct detection receiver but with an optical
mixer at the front end. However, the phase of the signals at base or pass-
band of the detected signals in the electrical domain would remain in the
generated electronic current and voltages at the output of the electronic pre-
amplifier. An optical front end is an optical mixer combining the fields of
the optical waves of the local laser and the optical signals whereby several
spectral components of the modulated optical signals can beat with the local
oscillator frequency to give products with summation of the frequencies
and with difference of the frequencies of the lightwaves. Only the lower fre-
quency term, which falls within the absorption range of the photodetector, is
converted into the electronic current, preserving both the phase and ampli-
tude of the modulated signals.

Thence, an optical receiver front end, very much the same as that of the
direct detection, is connected following the optical processing front end,
consisting of a photodetector for converting lightwave energy into elec-
tronic currents; an electronic preamplifier for further amplification of the
generated electronic current (see Figure 4.2), followed by an electronic
equalizer for bandwidth extension, usually in voltage form, a main ampli-
fier for further voltage amplification; a clock recovery circuitry for regener-
ating the timing sequence; and a voltage-level decision circuit for sampling
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FIGURE 4.1
Schematic diagram of a digital optical coherent receiver with an additional LO mixing with the
received optical signals before detection by an optical receiver.
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FIGURE 4.2

Schematic of the equivalent circuit of the electronic preamplifier of an optical transimpedance
electronic amplifier at the front end of an optical receiver. The current source represents the
electronic current generated in the photodetector due to the beating of the LO and the optical
signals. Cd, photodiode capacitance.

the waveform for the final recovery of the transmitted and received digital
sequence. Therefore, the optoelectronic preamplifier is followed by a main
amplifier with an automatic control to regulate the electronic signal volt-
age to be filtered and then sampled by a decision circuit synchronized by a
clock recovery circuitry.

An in-line fiber optical amplifier can be incorporated in front of the pho-
todetector to form an optical receiver with an optical amplifier front end to
improve its receiving sensitivity. This optical amplification at the front end of
an optical receiver will be treated in the chapter dealing with optical ampli-
fication processes.

The structure of the receiver thus consists of four parts, the optical mix-
ing front, front end section, the linear channel of the main amplifier and
automatic gain control (AGC) if necessary, and the data recovery section.
The optical mixing front end performs the summation of the optical fields
of the LO and that of the optical signals. Polarization orientation between
these lightwaves is very critical to maximize the beating of the additive
field in the PD. Depending on the frequency range and the magnitude of
the noises, the difference can be appreciable or not between these fields.
Hence, the resulting electronic signals derived from the beating in the
detector leads to noisy signals in the base band or in the passband depend-
ing on whether the detection technique is heterodyne or homodyne.

4.3 Coherent Detection

Optical coherent detection can be distinguished by the “demodulation”
scheme in communications techniques in association with the following
definitions: (i) Coherent detection is the mixing between two lightwaves or
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optical carriers—one is information-bearing lightwaves and the other an LO
with an average energy much larger than that of the signals. (ii) Demodulation
refers to the recovery of baseband signals from the electrical signals.

A typical schematic diagram of a coherent optical communications
employing guided wave medium and components is shown in Figure 4.1,
in which a narrow-band laser incorporating an optical isolator cascaded
with an external modulator is usually the optical transmitter. Information
is fed via a microwave power amplifier to an integrated optic modulator;
commonly used are LiNbO; or EA types. The coherent detection is a princi-
pal feature of coherent optical communications, which can be further distin-
guished with heterodyne and homodyne techniques depending on whether
there is a difference or not between the frequencies of the LO and that of the
signal carrier. An LO is a laser source with a frequency that can be tuned
and approximately equivalent to a monochromatic source. A polarization
controller would also be used to match its polarization with that of the infor-
mation-bearing carrier. The LO and the transmitted signal are mixed via
a polarization-maintaining coupler and then detected by coherent optical
receiver. Most of previous coherent detection schemes are implemented in a
mixture of photonic domain and electronic/microwave domain.

Coherent optical transmission returns into the focus of research. One sig-
nificant advantage is the preservation of all the information of the optical field
during detection, leading to enhanced possibilities for optical multilevel mod-
ulation. This section investigates the generation of optical multilevel modula-
tion signals. Several possible structures of optical M-ary-PSK and M-ary-QAM
transmitters are shown and theoretically analyzed. Differences in the optical
transmitter configuration and the electrical driving lead to different proper-
ties of the optical multilevel modulation signals. This is shown by deriving
general expressions applicable to every M-ary-PSK and M-ary-QAM modula-
tion format and exemplarily clarified for square-16-QAM modulation.

Coherent receivers are distinguished between synchronous and asynchro-
nous. Synchronous detection requires an OPLL, which recovers the phase and
frequency of the received signals to lock the LO to that of the signal so as to
measure the absolute phase and frequency of the signals relative to that of the
LO. Thus, synchronous receivers allow direct mixing of the bandpass signals
and the base band; thus, this technique is termed a homodyne reception. For
asynchronous receivers, the frequency of the LO is approximately the same as
that of the receiving signals and no OPLL is required. In general, the optical
signals are first mixed with an intermediate frequency (IF) oscillator, whose
magnitude is at least two to three times that of the signals in the 3 dB pass-
band. The electronic signals can then be recovered using electrical phase lock
loop (PLL) at a lower carrier frequency in the electrical domain. The mixing of
the signals and an LO of an IF frequency is referred to as heterodyne detection.

If no LO is used for demodulating the digital optical signals, then differ-
ential or self-homodyne reception may be utilized, or classically termed as
autocorrelation reception process or self-heterodyne detection.
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Coherent communications have been an important technique in the 1980s
and early 1990s, but then research came to interruption with the advent in
the late 1990s of optical amplifiers that offer up to 20 dB gain without dif-
ficulty. Nowadays, however, coherent systems emerge again into the focus
of interest, due to the availability of DSP and low-priced components, the
partly relaxed receiver requirements at high data rates, and several advan-
tages that coherent detection provides. The preservation of the temporal
phase of the coherent detection enables new methods for adaptive elec-
tronic compensation of chromatic dispersion. When concerning WDM sys-
tems, coherent receivers offer tunability and allow channel separation via
steep electrical filtering. Furthermore, only the use of coherent detection
permits to converge to the ultimate limits of spectral efficiency. To reach
higher spectral efficiencies, the use of multilevel modulation is required.
Concerning this matter, coherent systems are also beneficial, because all the
information of the optical field is available in the electrical domain. That
way complex optical demodulation with interferometric detection—which
has to be used in direct detection systems—can be avoided, and the com-
plexity is transferred from the optical to the electrical domain. Several dif-
ferent modulation formats based on the modulation of all four quadratures
of the optical field were proposed in the early 1990s, describing the possible
transmitter and receiver structures and calculating the theoretical BER per-
formance. However, a more detailed and practical investigation of multi-
level modulation coherent optical systems for today’s networks and data
rates is missing thus far.

Currently, coherent reception has attracted significant interests due to the
following reasons: (i) the received signals of the coherent optical receivers are
in the electrical domain, which is proportional to that in the optical domain.
This, in contrast to the direct detection receivers, allows exact electrical
equalization or exact PE of the optical signals. (ii) Using heterodyne receiv-
ers, DWDM channels can be separated in the electrical domain by using elec-
trical filters with sharp roll of the passband to the cutoff band. Presently, the
availability of ultrahigh sampling rate DSP allows users to conduct filtering
in the DSP in which the filtering can be changed with ease.

However, there are disadvantages that coherent receivers would suffer:
(i) coherent receivers are polarization sensitive, which requires polariza-
tion tracking at the front end of the receiver; (ii) homodyne receivers require
OPLL and electrical PLL for heterodyne that would need control and feed-
back circuitry, optical or electrical, which may be complicated; and (iii) for
differential detection, the compensation may be complicated due to the dif-
ferentiation receiving nature.

In a later chapter, when some advanced modulation formats are presented
for optically amplified transmission systems, the use of photonic compo-
nents are extensively exploited to take advantage of the advanced technol-
ogy of integrated optics, planar lightwave circuits. Modulation formats of
signals depend on whether the amplitude, the phase, or the frequency of the
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carrier is manipulated, as mentioned in Chapter 2. In this chapter, the detec-
tion is coherently converted to the IF range in the electrical domain and the
signal envelope. The down-converted carrier signals are detected and then
recovered. Both binary-level and multilevel modulation schemes employing
amplitude, phase, and frequency shift keying modulation are described in
this chapter.

Thus, coherent detection can be distinguished by the difference between
the central frequency of the optical channel and that of the LO. Three types
can be classified: (i) heterodyne, when the difference is higher than the 3 dB
bandwidth of the base band signal; (ii) homodyne, when the difference is nil;
and (iii) intradyne, where the frequency difference falls within the base band
of the signal.

It is noted that to maximize the beating signals at the output of the photo-
detector, polarizations of the LO and the signals must be aligned. In practice,
this can be implemented best by the polarization diversity technique.

4.3.1 Optical Heterodyne Detection

The basic configuration of optical heterodyne detection is shown in Figure
4.3. The LO, with a frequency that can be higher or lower than that of the
carrier, is mixed with the information-bearing carrier, thus allowing down-
or up-conversion of the information signals to the IF range. The down-con-
verted electrical carrier and signal envelope is received by the photodetector.
This combined lightwave is converted by the PD into electronic current
signals, which are then filtered by an electrical bandpass filter (BPF) and
then demodulated by a demodulator. A low-pass filter (LPF) is also used to
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FIGURE 4.3
Schematic diagram of optical heterodyne detection. (a) Asynchronous and (b) synchronous
receiver structures. LPF, low-pass filter; BPF, bandpass filter; PD, photodiode.
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remove higher-order harmonics of the nonlinear detection photodetection
process, the square-law detection. Under the use of an envelope detector,
the process is asynchronous; hence the name asynchronous detection. If the
down-converted carrier is recovered and then mixed with IF signals, then
this is synchronous detection. It is noted that the detection is conducted at
the IF range in the electrical domain; hence, the need for controlling the sta-
bility of the frequency spacing between the signal carrier and that of the LO.
That means the mixing of these carriers would result into an IF carrier in
the electrical domain prior to the mixing process or envelope detection to
recover the signals.

The coherent detection thus relies on the electric field component of the
signal and the LO. The polarization alignment of these fields is critical for
the optimum detection. The electric field of the optical signals and the LO
can be expressed as

E(t) = \2P(t) cos{wt + £ + 3 (1)} @.1)
ELO = \/ﬁCOS{W LOt + fLO} (42)

where P,(t) and P, are the instantaneous signal power and average power
of the signals and LO, respectively; o,(f) and ,, are the signal and LO
angular frequencies; ¢, and ¢, are the phases, including any phase noise of
the signal and the LO; and y(t) is the modulation phase. The modulation can
be amplitude with the switching on and off (amplitude shift keying [ASK])
of the optical power or phase or frequency with the discrete or continu-
ous variation of the time-dependent phase term. For discrete phase, it can
be PSK, differential PSK (DPSK), or differential quadrature PSK—DQPSK.
When the variation of the phase is continuous, we have frequency shift key-
ing if the rate of variation is different for the bit “1” and bit “0” as given in
Chapter 4.

Under an ideal alignment of the two fields, the photodetection current can
be expressed by

it) = %[PS + Plo + 2JBiPpg cos{(ws —w )t + £~ £, +3(0}]  (43)

where the higher-frequency term (the sum) is eliminated by the photode-
tector frequency response, 1 is the quantum efficiency, g is the electronic
charge, h is the Planck’s constant, and v is the optical frequency.

Thus, the power of the LO dominates the shot noise process and at the
same time boosts the signal level, hence enhancing the SNR. The oscillating
term is the beating between the LO and the signal, that is proportional to the
square root of the product of the power of the LO and the signal.



Optical Coherent Detection and Processing Systems 187

The electronic signal power S and shot noise N, can be expressed as
S =2R’P.P,o

NS = 2[]9((135 + PLo)B (44)

hg ..
R="—"1= t
I responsivity

with B is the 3 dB bandwidth of the electronic receiver. Thus, the optical sig-
nal-to-noise ratio (OSNR) can be written as

2R°P.Po
OSNR =
2R(P, + P,0)B + Neg

4.5)

where N, is the total electronic noise-equivalent power at the input to the elec-
tronic preamplifier of the receiver. From this equation, we can observe that if
the power of the LO is significantly increased so that the shot noise dominates
over the equivalent noise, at the same time increasing the SNR, the sensitivity
of the coherent receiver can only be limited by the quantum noise inherent in
the photodetection process. Under this quantum limit, the OSNR, is given by

OSNRg, = RE
qB

4.6)

4.3.1.1 ASK Coherent System

Under the ASK modulation scheme, the demodulator of Figure 4.3 is an enve-
lope detector (in lieu of the demodulator) followed by a decision circuitry.
That is, the eye diagram is obtained and a sampling instant is established
with a clock recovery circuit. Under synchronous detection, it requires a lock-
ing between frequencies of the carrier and the LO. The LO is tuned to this
frequency according to the tracking of the frequency of the central component
of the signal band. The amplitude-demodulated envelope can be expressed as

r(t) = 2Ry P.P.o cos(w )t + n, cos(w p)t + 1, sin(w )t

Wi =Ws —Wio

@.7)

The IF frequency wy; is the difference between those of the LO and the
signal carrier, and 7, and 1, are the expected values of the orthogonal noise
power components, which are random variables.

My
ZSKPSPLO + n,
@.9)

r(t) = \J[2RPPo + n,J* + n2 cos(w pt + ®)t with ® = tan™
y
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4.3.1.1.1 Envelope detection

The noise power terms can be assumed to follow a Gaussian probability dis-
tribution and are independent of each other with a zero mean and a variance
o. The probability density function (PDF) can thus be given as

1 —(n2+n2)/252
Ny, Ny) = e Y 49
p(ny,ny) 2ps 4.9)

With respect to the phase and amplitude, this equation can be written as [3]

r . e—r2+A2—2Arcosf/252 (410)

J£) =
p(x,£) 2ps

where

r = J2RYR(OPio + n()F + n2(t)
A= 29{\/H(t)PLo

The PDF of the amplitude can be obtained by integrating the phase ampli-
tude PDF over the range of 0 to 27 and given as

@.11)

p(r) — S7]’--26*(r2+f12)/25210 {1:];} (412)

where [ is the modified Bessel’s function. If a decision level is set to deter-
mine the “1” and “0” level, then the probability of error and the BER can be
obtained, if assuming an equal probability of error between the “1s” and
“0s”, as

BER = P!+ P! = 2[1-Q(v2d,d) + ] @13

where Q is the magnum function given in Chapter 7 and § is given by

A2 2R2P.P,
2% 2qR(P + Po)B+ i},

d= (4.14)

When the power of the LO is much larger than that of the signal and the
equivalent noise current power, then this SNR becomes

_ %P,
qB

d 4.15)
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FIGURE 4.4
Equivalent current model at the input of the optical receiver, average signal current, and equiv-
alent noise current of the electronic preamplifier as seen from its input port.

The physical representation of the detected current and the noises cur-
rent due to the quantum shot noise and noise equivalent of the electronic
preamplification are shown in Figure 4.4, in which the signal current can be
derived from the output of a detection scheme of heterodyne or homodyne.
This current can represent the electronic current which is generated from a
single photodetector or from a back-to-back connected pair of photodetec-
tors of a balanced receiver in the case of detecting the phase difference of
DPSK, DQPSK, or CPFSK signals.

The BER is optimum when setting its differentiation with respect to the
decision level §, an approximate value of the decision level can be obtained as

dupt =,/2 +% = BERASK—e = %e_dﬂl (4:].6)

4.3.1.1.2 Synchronous Detection
ASK can be detected using synchronous detection” and the BER is given by

BER pcx_s = %erfc‘ﬁ/ 2 @.17)

4.3.1.2 PSK Coherent System

Under the phase shift keying modulation format, the detection is similar to
that of Figure 4.3 for heterodyne detection, but after the BPF, an electrical
mixer is used to track the phase of the detected signal. The received signal
is given by

r(t) = 2RP.Po cos[(wp)t + J(t)] + 1, cosw p)t + n, sin(w )t (4.18)

* Synchronous detection is implemented by mixing the signals and a strong LO in association
with the phase locking of the LO to that of the carrier.
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The information is contained in the time-dependent phase term ¢(f).

When the phase and frequency of the voltage control oscillator (VCO) are
matched with those of the signal carrier, then the received electrical signal
can be simplified to

r(t) = 2R P.Poa,(t) + n,
a,(t) = £1

4.19)

Under Gaussian statistical assumption, the probability of the received sig-
nal of a “1” is given by

p(r) = 721 _ -t (4.20)
ps

Furthermore, the probability of the “0” and “1” are assumed to be equal.
We can obtain the BER as the total probability of the received “1” and “0” as

BERPSK = %erfc(d) (421)

4.3.1.3 Differential Detection

As observed in the synchronous detection, there needs to be a carrier recov-
ery circuitry, usually implemented using a PLL, which complicates the over-
all receiver structure. It is possible to detect the signal by a self-homodyne
process by beating the carrier of one bit period to that of the next consecu-
tive bit. This is called the differential detection. The detection process can
be modified as shown in Figure 4.5, in which the phase of the IF carrier of
one bit is compared with that of the next bit, and a difference is recovered to
represent the bit “1” or “0.” This requires a differential coding at the trans-
mitter and an additional phase comparator for the recovery process. In a
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FIGURE 4.5

Schematic diagram of optical heterodyne and differential detection for PSK format.
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later chapter on DPSK, the differential decoding is implemented in photonic
domain via a photonic phase comparator in the form of an MZ delay inter-
ferometer (MZDI) with a thermal section for tuning the delay time of the
optical delay line. The BER can be expressed as

BERDPSK—E = %e_d (422)
r(t) = 2R P.Po cos[p Ars(t)] (4.23)

where s(t) is the modulating waveform and A, represents the bit “1” or “0.”
This is equivalent to the baseband signal, and the ultimate limit is the BER
of the baseband signal.

The noise is dominated by the quantum shot noise of the LO with its
square noise current given by

e = 2008(P, + Bio) [ (4.24)
0

where H(jw) is the transfer function of the receiver system, normally a tran-
simpedance of the electronic preamp and that of a matched filter. As the
power of the LO is much larger than the signal and integrating over the dB
bandwidth of the transfer function, this current can be approximated by

i = 2qRP,oB (4.25)

Hence, the SNR (power) is given by

2RP,
qB

SNR =d =

4.26)

The BER is the same as that of a synchronous detection and is given by
BERhomodyne = %erfc\/a (427)

The sensitivity of the homodyne process is at least 3 dB better than that of
the heterodyne, and the bandwidth of the detection is half of its counterpart
due to the double sideband nature of the heterodyne detection.

4.3.1.4 FSK Coherent System

The nature of FSK is based on the two frequency components that determine
the bits “1” and “0.” There are a number of formats related to FSK depending
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Schematic diagram of optical homodyne detection of FSK format.

on whether the change of the frequencies representing the bits is continuous
or noncontinuous corresponding to either FSK or CPFSK modulation formats,
respectively. For noncontinuous FSK, the detection is usually performed by a
structure of dual-frequency discrimination as shown in Figure 4.6, in which
two narrow band filters are used to extract the signals. For CPFSK, both the
frequency discriminator and balanced receiver for PSK detection can be used.
The frequency discrimination is indeed preferred as compared with the bal-
anced receiving structures because it would eliminate the phase contribution
by the LO or optical amplifiers, which may be used as an optical preamp.

When the frequency difference between the “1” and “0” equals a quarter of
the bit rate, the FSK can be termed as the minimum shift keying (MSK) mod-
ulation scheme. At this frequency spacing, the phase is continuous between
these states.

4.3.2 Optical Homodyne Detection

Optical homodyne detection matches the transmitted signal phases to that
of the LO phase signal. A schematic of the optical receiver is shown in Figure
4.7. The field of the incoming optical signals is mixed with the LO, for which
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FIGURE 4.7
General structure of an optical homodyne detection system. FC, fiber coupler; LPF, low-pass
filter; PLL, phase lock loop.
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frequency and phase are locked with that of the signal carrier waves via
a PLL. The resultant electrical signal is then filtered and thence a decision
circuitry is formed.

4.3.2.1 Detection and OPLL

Optical homodyne detection requires the phase matching of the frequency
of the signal carrier and that of the LO. In principles, this coherent detection
would give a very high sensitivity that require only the energy of about nine
photons per bit at the quantum limit. Implementation of such a system would
normally require an OPLL, for which the structure of a recent development [4]
is shown in Figure 4.8. The LO frequency is locked into the carrier frequency
of the signals by shifting it to the modulated sideband component via the use
of the optical modulator. A single sideband optical modulator is preferred.
However, a double sideband may also be used. This modulator is excited by
the output signal of a voltage-controlled oscillator for which frequency is
determined by the voltage level of the output of an electronic BPF condition to
meet the required voltage level for driving the electrode of the modulator. The
frequency of the LO is normally tuned to the region such that the frequency
difference with respect to the signal carrier falls within the passband of the
electronic filter. When the frequency difference is zero, then there is no voltage
level at the output of the filter, and thus the OPLL has reached the final stage
of locking. The bandwidth of the optical modulator is important, so that it can
extend the locking range between the two optical carriers.

Any difference in frequency between the LO and the carrier is detected and
noise filtered by the LPFE. This voltage level is then fed to a VCO to gener-
ate a sinusoidal wave, which is then used to modulate an intensity modulator
modulating the lightwaves of the LO. The output spectrum of the modulator
would exhibit two sidebands and the LO lightwave. One of these components
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FIGURE 4.8
Schematic diagram of optical homodyne detection—electrical line (soft line) and optical line
(heavy line) using an OPLL.
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would then be locked to the carrier. A close loop would ensure a stable locking.

If the intensity modulator is biased at the minimum transmission point and

the voltage level at the output of the VCO is adjusted to 2V, with driven signals

of /2 phase shift with each other, then we would have carrier suppression

and sideband suppression. This eases the confusion of the closed-loop locking.
Under a perfect phase, matching the received signal is given by

is(t) = 2R/psPio cos{pars(t)} (4.28)

where g, takes the value +1 and s(t) is the modulating waveform. This is
a baseband signal; thus, the error rate is the same as that of the baseband
system.

The shot-noise power induced by the LO and the signal power can be
expressed as

i%s = 2qR(p, + PLO)J\H( oo ) (4.29)
0

where |H(jw)| is the transfer function of the receiver of which the expres-
sion, if under a matched filtering, can be

H(jw) = {Sir;(gz/z)} (4.30)

where T is the bit period. Then, the noise power becomes

ifs = gR(p. + PLo)% = q%% when  p, < Po @3D
Thus, the SNR is
ZERpSPLo ZPsT
SNR = = 4.32
gRPo/T q 32
thence, the BER is
P: = Jerfd(SNR) > BER = erfo(5NR) #33)

4.3.2.2 Quantum Limit Detection

For homodyne detection, a super quantum limit can be achieved. In this
case, the LO is used in a very special way that matches the incoming signal
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field in polarization, amplitude, and frequency, and is assumed to be phase-
locked to the signal. Assuming that the phase signal is perfectly modulated
such that it acts in phase or in counter-phase with the LO, the homodyne
detection would give a normalized signal current of

) 1
i = Eh [2n, + 210 ]2 for0<t<T 4.34)

Assuming further that 1, = n,,, the number of photons for the LO for the
generation of detected signals, then the current can be replaced with 4n, for
the detection of a “1” and nothing for a “0” symbol.

4.3.2.3 Linewidth Influences

4.3.2.3.1 Heterodyne Phase Detection

When the linewidth of the light sources is significant, the IF deviates due to a
phase fluctuation, and the PDF is related to the linewidth conditioned on the
deviation éw of the IF. For a signal power of p,, we have the total probability
of error as

P = [ Pe(powpr@wiow @.35)
The PDF of the IF under a frequency deviation can be written as [5]

1 2
pIF(aw) — Weﬁwz/H)A B (436)

where Av is the full IF linewidth at FWHM of the power spectral density and
T is the bit period.

4.3.2.3.2 Differential Phase Detection with Local Oscillator

4.3.2.3.2.1 DPSK Systems The DPSK detection requires an MZDI and a bal-
anced receiver, either in the optical domain or in the electrical domain. If in
the electrical domain, then the beating signals in the PD between the incom-
ing signals and the LO would give the beating electronic current, which is
then split and one branch is delayed by one bit period and then summed up.
The heterodyne signal current can be expressed as [6]

i;(t) = 2R\ Pops cos(w it + £(t)) + ny(t)cosw jpt — n,(t)sinw pt  (4.37)
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The phase ¢,(t) is expressed by

£() = 3.0+ {3n®) = I+ D} = {3,50) = Fpst + )} = {3,0(6) = 3,0 + T}
(4.38)

The first term is the phase of the data and takes the value 0 or pi. The sec-
ond term represents the phase noise due to shot noise of the generated cur-
rent, and the third and fourth terms are the quantum shot noise due to the
LO and the signals. The probability of error is given by

p/2 e
P, :J j Po(E1— £, (E)OEOE, 4.39)

-p/2

where p,() is the PDF of the phase noise due to the shot noise, and p,() is for
the quantum phase noise generated from the transmitter and the LO [7].
The probability or error can be written as

oo

1 -p
pn(Ei—1£,) = g + r; zam cos(m(fl— fz))

m=1
met| M+ 1 m
2" '—+1
2 2

T[m+1]

2

(4.40)

:| r r
|:1m1/2 E + Inany/2 ]

a,, ~
2

where T'() is the gamma function and is the modified Bessel function of the
first kind. The PDF of the quantum phase noise can be given as [§]

2
£

o2DE 4.41)

1
Pq(fl) = \/Zp—Dt

With D as the phase diffusion constant, the standard deviation from the
central frequency is given as

Au = Aug + Au; = D (442
2p

The above is the sum of the transmitter and the LO FWHM linewidth.
Substituting Equations 4.41 and 4.40 into Equation 4.39, we obtain
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(a) Probability of error versus receiver sensitivity with linewidth as a parameter in megahertz.
(b) Degradation of optical receiver sensitivity at BER = 1le-9 for DPSK systems as a function of
the linewidth and bit period—bit rate = 140 Mb/s. (Extracted from G. Nicholson, Electron. Lett.,
20/24,1005-1007, 1984.)
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1 re”~ (=" e—(2n+1)2pAuT{
2 2 o 2n+1

2
r r
Lo =+ Lnenyo 443
127 <1)/22} 4.43)

This equation gives the probability of error as a function of the received
power. The probability of error is plotted against the receiver sensitivity and
the product of the linewidth, with the bit rate (or the relative bandwidth of
the laser line width and the bit rate) shown in Figure 4.9 for DPSK modula-
tion format at 140 Mb/s bit rate and the variation of the laser linewidth from
0 to 2 MHz.

4.3.2.3.3 Differential Phase Detection under Self-Coherence

Recently, the laser linewidth requirement for DQPSK modulation and dif-
ferential detection for DQPSK has also been studied, wherein no LO is used
means self-coherent detection. It has been shown that for the linewidth of up
to 3 MHz, the transmitter laser would not significantly influence the prob-
ability of error as shown in Figures 4.10 and 4.11 [8].

4.3.2.3.4 Differential Phase Coherent Detection of Continuous Phase FSK
Modulation Format

The probability of error of CPFSK can be derived by taking into consider-
ation the delay line of the differential detector, the frequency deviation, and
phase noise [10]. Similar to Figure 4.6, the differential detector configuration
is shown in Figure 4.12a and the conversion of frequency to voltage relation-
ship in Figure 4.12b. If heterodyne detection is employed, then a BPF is used
to bring the signals back to the electrical domain.
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Analytical approximation (solid line) and numerical evaluation (triangles) of the BER for the
cases of zero linewidth and that required to double the BER. The dashed line is the linear fit for
zero linewidth. Bit rate 10 Gb/s per channel. (Extracted from S. Savory and T. Hadjifotiou, IEEE
Photonic Tech Lett., 16(3), 930-932, March 2004.)
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Criteria for neglecting linewidth in a 10-GSymbols/s system. The loose bound is to neglect line-
width if the impact is to double the BER, with the tighter bound being to neglect the linewidth
if the impact is a 0.1-dB SNR penalty. Bit rate 10 GSymbols/s. (Extracted from Y. Yamamoto and
T. Kimura, IEEE |. Quantum Elect., QE-17,919-934, 1981.)
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(a) Configuration of a CPFSK differential detection. (b) Frequency to voltage conversion rela-
tionship of FSK differential detection. (Extracted from K. Iwashita and T. Masumoto, LT-5/4,
452-462, 1987, Figure 1.)

The detected signal phase at the shot-noise limit at the output of the LPF
can be expressed as

£0) =wot +a, 2t + 5 (8) + 5,(0)
2 (4.44)

. p
thw,=2pf. =Q2n+1)=—
with w pf. =(2n )2t

where 7 is the differential detection delay time, Aw is the deviation of the
angular frequency of the carrier for the “1” or “0” symbol, ¢(t) is the phase
noise due to the shot noise, and n(f) is the phase noise due to the transmitter
and the LO quantum shot noise, and takes the values of +1, the binary data
symbol.

Thus, by integrating the detected phase from —(Aw /2)t ——p — (Aw /2)t,
we obtain the probability of error as

p—Ath/Z o
P, = _[ J Po(Er — £2)p,(£1)9£:05, (4.45)

Aw
——t
2

Similar to the case of the DPSK system, substituting Equations 4.40 and
441 into Equation 4.45, we obtain
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FIGURE 4.13

(a) Dependence of receiver power penalty at BER of le-9 on modulation index  (ratio between
frequency deviation and maximum frequency spacing between f1 and £2). (b) Receiver power
penalty at BER 1e-9 as a function of the product of beat bandwidth and bit delay time—effects
excluding LD phase noise. (Extracted from Y. Yamamoto and T. Kimura, IEEE |. Quantum Elect.,
QE-17, 919-934, 1981; K. Iwashita, and T. Masumoto, IEEE ]. Lightwave Tech., LT-5/4, 452-462,
1987, Figures 2 and 3.)
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a =Mandb=A—W:2pt/To
2 W,

where ,, is the deviation of the angular frequency with m as the modulation
index, and Tj is the pulse period or bit period. The modulation index param-
eter b is defined as the ratio of the actual frequency deviation to the maxi-
mum frequency deviation. The variations of the power penalty at a specific
BER with respect to the modulation index and the linewidth of the source are
shown in Figure 4.13a and b, respectively.

4.3.3 Optical Intradyne Detection

Optical phase diversity receivers combine the advantages of the homodyne
with minimum signal processing bandwidth and heterodyne reception with
no optical phase locking required. The term “diversity” is well known in radio
transmission links and describes the transmission over more than one path. In
optical receivers, the optical path is considered to be a result of different polar-
ization and phase paths. In intradyne detection, the frequency difference, the
IF, or the LO frequency offset (LOFO), between the LO and the central carrier is
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Heterodyne

FIGURE 4.14
Spectrum of coherent detection: (a) homodyne, (b) intradyne, and (c) heterodyne.

nonzero, and lies within the signal bandwidth of the baseband signal as illus-
trated in Figure 4.14 [11]. Naturally, the control and locking of the carrier and
the LO cannot be exact, sometimes due to jittering of the source and most of
the time the laser frequency is locked stably by oscillating the reflection mirror;
hence, the central frequency is varied by a few hundreds of kilohertz. Thus, the
intradyne coherent detection method is more realistic. Furthermore, the DSP
in the modern coherent reception system would be able to extract this differ-
ence without much difficulty in the digital domain [12]. Obviously, the hetero-
dyne detection would require a large frequency range of operation of electronic
devices while homodyne and intradyne receptions require simpler electronics.
Either differential or nondifferential format can be used in DSP-based coher-
ent reception. For differential-based reception, the differential decoding would
gain advantage when there are slips in the cycles of bits due to walk-off of the
pulse sequences over a very long transmission noncompensating fiber line.

The diversity in phase and polarization can be achieved by using a pi/2
hybrid coupler that splits the polarization of the LO and the received chan-
nels and mixed with pi/2 optical phase shift. Then the mixed signals are
detected by balanced photodetectors. This diversity detection is described in
the next few sections (see also Figure 4.19).

4.4 Self-Coherent Detection and Electronic DSP

The coherent techniques described above would offer significant improve-
ment, but may face a setback due to the availability of a stable LO and an
OPLL for locking the frequency of the LO and that of the signal carrier.
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DSP have been widely used in wireless communications and play key roles in
the implementation of DSP-based coherent optical communication systems. We
can apply the DSP techniques in the receiver of coherent optical communication
systems to overcome the difficulties of optical phase locking and also to improve
the performance of the transmission systems in the presence of fiber degrading
effects, including chromatic dispersion, PMD, and fiber nonlinearities.

Coherent optical receivers have the following advantages: (1) the shot-
noise-limited receiver sensitivity can be achieved with a sufficient LO power;
(2) closely spaced WDM channels can be separated with electrical filters,
having sharp roll-off characteristics; and (3) the ability of phase detection
can improve the receiver sensitivity compared with the IMDD system [13].
In addition, any kind of multilevel phase modulation formats can be intro-
duced by using the coherent receiver. While the spectral efficiency of binary
modulation formats is limited to 1 bit/s/Hz/polarization (which is called
the Nyquist limit), multilevel modulation formats with N bits of information
per symbol can achieve up to the spectral efficiency of N bit/s/Hz/polariza-
tion. Recent research has focused on M-ary phase-shift keying (M-ary PSK)
and even quadrature amplitude modulation (QAM) with coherent detec-
tion, which can increase the spectral efficiency by a factor of log,M [14-16].
Moreover, for the same bit rate, since the symbol rate is reduced, the system
can have higher tolerance to chromatic dispersion and PMD.

However, one of the major challenges in coherent detection is to overcome
the carrier phase noise when using an LO to beat with the received signals
to retrieve the modulated phase information. Phase noise can result from
lasers, which will cause a power penalty to the receiver sensitivity. A self-
coherent multisymbol detection of optical differential M-ary PSK is intro-
duced to improve the system performance; however, higher analog-to-digital
conversion resolution and more digital signal processing power are required
as compared to a digital coherent receiver [17]. Further, differential encod-
ing is also necessary in this scheme. As for the coherent receiver, initially, an
OPLL is an option to track the carrier phase with respect to the LO carrier in
homodyne detection. However, an OPLL operating at optical wavelengths in
combination with distributed feedback (DFB) lasers may be quite difficult to
implement because the product of laser linewidth and loop delay is too large
[18]. Another option is to use electrical PLL to track the carrier phase after
down converting the optical signal to an IF electrical signal in a heterodyne
detection receiver as mentioned above. Compared to heterodyne detection,
homodyne detection offers better sensitivity and requires a smaller receiver
bandwidth [19]. On the other hand, coherent receivers employing high-speed
ADCs and high-speed baseband DSP units are becoming increasingly attrac-
tive rather than using an OPLL for demodulation. A conventional block Mth
power PE scheme is proposed in Refs. [13,18] to raise the received M-ary PSK
signals to the Mth power to estimate the phase reference in conjunction with
a coherent optical receiver. However, this scheme requires nonlinear opera-
tions, such as taking the Mth power and the tan’'(), and resolving the +27/M
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phase ambiguity, which results in a large latency to the system. Such non-
linear operations would limit further potential for real-time processing of
the scheme. In addition, nonlinear phase noises always exist in long-haul
systems due to the Gordon-Mollenauer effect [20], which severely affects the
performance of a phase-modulated optical system [21]. The results in Ref.
[22] show that such Mth power PE techniques may not effectively deal with
nonlinear phase noise.

The maximum likelihood (ML) carrier phase estimator derived in Ref. [23]
can be used to approximate the ideal synchronous coherent detection in opti-
cal PSK systems. The ML phase estimator requires only linear computations;
thus, it is more feasible for online processing for real systems. Intuitively, one
can show that the ML estimation receiver outperforms the Mth power block
phase estimator and conventional differential detection, especially when the
nonlinear phase noise is dominant, thus significantly improving the receiver
sensitivity and tolerance to the nonlinear phase noise. The algorithm of ML
phase estimator is expected to improve the performance of coherent optical
communication systems using different M-ary PSK and QAM formats. The
improvement by DSP at the receiver end can be significant for the trans-
mission systems in the presence of fiber-degrading effects, including chro-
matic dispersion, PMD, and nonlinearities for both single-channel and also
DWDM systems.

4.5 Electronic Amplifiers: Responses and Noises
4.5.1 Introduction

The electronic amplifier as a preamplification stage of an optical receiver
plays a major role in the detection of optical signals so that optimum SNR
and thence the OSNR can be derived based on the photodetector responsiv-
ity. Under coherent detection, the amplifier noises must be much less than
that of the quantum shot noises contributed by the high power level of the
LO, which is normally about 10 dB above that of the signal average power.
This section provides an introduction to electronic amplifiers for wide-
band signals applicable to ultra-high-speed, high-gain, and low-noise trans-
impedance amplifiers (TTA). We concentrate on differential input TIA, but
addressing the detailed design of a single input/single output with noise
suppression technique in Section 4.7 with design strategy for achieving
stability in the feedback amplifier as well as low noise and wide band-
width. By electronic noise of the preamplifier stage, we define it as the
total equivalent input noise spectral density, that is, all the noise sources
(current and voltage sources) of all elements of the amplifier are referred
to the input port of the amplifier and thence an equivalent current source
is found and the current density is derived. Once this current density is
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found, the total equivalent noise current referred to the input can be found
when the overall bandwidth of the receiver is known. When this current is
known and with the average signal power we can obtain without difficulty
the SNR at the input stage of the optical receiver, thence the OSNR. On
the other hand, if the OSNR is required at the receiver, the signal average
power or amplitude can be determined for any specific modulation format.
Thus with the assumed optical power of the signal available at the front
of the optical receiver and the responsivity of the photodetector, we can
determine the maximum electronic noise spectral density allowable for the
preamplification stage. Hence the design of the amplifier electronic circuit
can be based on this requirement as a parameter.

The principal function of an optoelectronic receiver is to convert the
received optical signals into electronic equivalent signals, then amplifica-
tion, sampling, and processing to recover properties of the original shapes
and sequence. So, at first, the optical domain signals must be converted to
electronic current in the photodetection device, the photodetector of either
p-i-n or APD, in which the optical power is absorbed in the active region and
both electrons and holes generated are attracted to the positive and negative
biased electrodes, respectively. Thus, the generated current is proportional
to the power of the optical signals; hence, the name “square law” detection.
The p-i-n detector is structured with a p+ and n+ :doped regions sandwiched
within the intrinsic layer, where the absorption of optical signal occurs. A
high electric field is established in this region by reverse biasing the diode,
and then electrons and holes are attracted to either sides of the diode, thus
generating current. Similarly, an APD works with the reverse biasing level
close to the reverse breakdown level of the pn junction (no intrinsic layer)
so that electronic carriers can be multiplied in the avalanche flow when the
optical signals are absorbed.

This photogenerated current is then fed into an electronic amplifier in
which transimpedance must be sufficiently high and generate low noise so
that a sufficient voltage signal can be obtained and then further amplified by
a main amplifier, a voltage gain type. For high-speed and wideband signals,
transimpedance amplification type is preferred, as it offers wideband, much
wider than high impedance type, though the noise level might be higher.
With TIA, there are two types: the single input/single output port and dif-
ferential inputs as well as differential outputs. The output ports can be dif-
ferential with a complementary port. The differential input TIA offers much
higher transimpenade gain (Z;) and wider bandwidth as well. This is con-
tributed to the use of a long-tail pair at the input and hence reasonable high
input impedance that would ease the feedback stability [24-26].

In Section 4.8, a case study of a coherent optical receiver is described from
the design to implementation, including the feedback control and noise
reduction. Although the corner frequency is only a few hundreds of mega-
hertz, with limited transition frequency of the transistors, this bandwidth is
remarkable. The design is scalable to ultra-wideband reception subsystems.
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4.5.2 Wideband TIAs

Two types of TIAs are described. They are distinguished by whether one
single input or differential input, which are dependent on the use of a differ-
ential pair, long-tail pair, or a single transistor stage at the input of the TIA.

4.5.2.1 Single Input/Single Output

We prefer to present this section as a design example and experimental dem-
onstration of a wideband and low-noise amplifier. This discussion appears in
Section 4.7, located at the end of this chapter. So, in the next section, the differen-
tial input TIA is treated with large transimpedance and reasonably low noise.

4.5.2.2 Differential Inputs, Single/Differential Output

An example circuit of the differential input TIA is shown in Figure 4.15, in
which a long-tail pair or differential pair is employed at the input stage. Two
matched transistors are used to ensure the minimum common mode rejec-
tion and maximum differential mode operation. This pair has very high
input impedance and thus the feedback from the output stage can be stable.
Thus, the feedback resistance can be increased until the limit of the stability
locus of the network pole. This offers the high transimpedance Z; and wide
bandwidth. Typical Z; of 3000 to 6000 Q can be achieved with 30 GHz 3 dB
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FIGURE 4.15
A typical structure of a differential TIA with differential feedback paths. (From H. Tran et al.,
IEEE ]. Solid State Circuits, 39(10), 1680-1689, 2004.)
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Differential amplifiers: (a) chip-level image; (b) referred input noise equivalent spectral noise
density: Inphi TIA 3205 (type 1) and 2850 (type 2). (Courtesy of Inphi Inc., Technical informa-
tion on 3205 and 2850 TIA device, 2012.)

bandwidth (see Figure 4.16), and can be obtained as shown in Figures 4.16
and 4.17. Also, the chip image of the TIA can be seen in Figure 4.16a. Such
TIA can be implemented in either InP or SiGe material. The advantage of
SiGe is that the circuit can be integrated with a high-speed Ge-APD detector
and ADC and DSP. On the other hand, if implemented in InP, then high-
speed p-i-n or APD can be integrated and RF interconnected with ADC and
DSP. The differential group delay may be serious and must be compensated
in the digital processing domain.

4.5.3 Amplifier Noise Referred to Input

There are several noise sources in any electronic systems, including thermal
noises, shot noises, and quantum shot noises, especially in optoelectronic
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Differential amplifier: frequency response and differential group delay.
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detection. Thermal noises result when the operating temperature is well
above the absolute temperature, at which point no random movement of
electrons and the resistance of electronic elements occur. This type of noise
is dependent on temperate. Shot noises are due to the current flowing and
random scattering of electrons; thus, this type of noise depends on the
strength of the flowing currents such as biasing current in electronic devices.
Quantum shot noises are generated due to the current emitted from opto-
electronic detection processes, which are dependent on the strength of the
intensity of the optical signals or sources imposed on the detectors. Thus,
these types of noises are dependent on signals. In the case of coherent detec-
tion, the mixing of the LO laser and signals normally occur with the strength
of the LO much larger than that of signal average power. Thus, the quantum
shot noises are dominated by that from the LO.

In practice, an equivalent electronic noise source is the total noise as referred
to in the input of electronic amplifiers, which can be determined by measuring
the total spectral density of the noise distribution over the whole bandwidth
of the amplification devices. Thence, the total noise spectral density can be
evaluated and referred to the input port. For example, if the amplifier is a tran-
simpedance type, then the transimpedance of the device is measured first, then
the measure voltage spectral density at the output port can be referred to the
input. In this case, it is the total equivalent noise spectral density. The common
term employed and specified for transimpedence amplifiers is the total equiva-
lent spectral noise density over the midband region of the amplifying device.
The midband range of any amplifier is defined as the flat gain region from DC
to the corner 3 dB point of the frequency response of the electronic device.

Figure 4.18 illustrates the meaning of the total equivalent noise sources as
referred to the input port of a two-port electronic amplifying device. A noisy

Noisy
amplifier
Signal /7
current
Total equivalent noise
current referred Noiseless

to the input amplifier

Signal [
current

FIGURE 4.18
Equivalent noise spectral density current sources.
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amplifier with an input excitation current source, typically a signal current
generated from the PD after the optical to electrical conversion, can be rep-
resented with a noiseless amplifier and the current source in parallel with
a noise source with a strength equal to the total equivalent noise current
referred to the input. Thus, the total equivalent current can be found by tak-
ing the product of this total equivalent current noise spectral density and the
3 dB bandwidth of the amplifying device. One can find the SNR at the output
of the electronic amplifier given by

square of current generated
square of current generated + total
equivalent noise current power

SNR = (4.47)

From this SNR referred at the input of the electronic front end, one can
estimate the eye opening of the voltage signals at the output of the amplify-
ing stage, which is normally required by the ADC to sample and convert to
digital signals for processing. One can then estimate the required OSNR at
the input of the photodetector and hence the launch power required at the
transmitter over several span links with certain attenuation factors.

Detailed analyses of amplifier noises and their equivalent noise sources
as referred to input ports are given in the Appendix. It is noted that noises
have no flowing direction, as they always add and do not subtract. Thus,
the noises are measured as noise power and not as a current. Electrical
spectrum analyzers are commonly used to measure the total noise spec-
tral density, or the distribution of noise voltages over the spectral range
under consideration, which is defined as the noise power spectral density
distribution.

4.6 Digital Signal Processing Systems and Coherent Optical
Reception

4.6.1 DSP-Assisted Coherent Detection

Over the years, since the introduction of optical coherent communications
in the mid-1980s, the invention of optical amplifiers had left coherent recep-
tion behind until recently, when long-haul transmission suffered from non-
linearity of dispersion compensating fibers (DCF) and SSMF transmission
line due to its small effective area. Furthermore, the advancement of DSP in
wireless communication has also contributed to the application of DSP in
modern coherent communication systems. Thus, the name “DSP-assisted
coherent detection,” that is, when a real-time DSP is incorporated after the
optoelectronic conversion of the total field of the LO and that of the signals,
the analog received signals are sampled by a high-speed ADC and then the
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digitalized signals are processed in a DSP. Currently, real-time DSP pro-
cessors are intensively researched for practical implementation. The main
difference between real-time and offline processing is that the real-time
processing algorithm must be effective due to limited time available for
processing.

When polarization division multiplexed (PDM) QAM channels are
transmitted and received, polarization and phase diversity receivers are
employed. The schematics of such receivers are shown in Figure 4.19a.
Further, the structures of such reception systems incorporating DSP with
the diversity hybrid coupler in the optical domain are shown in Figure
4.19b—d. The polarization diversity section with the polarization beam split-
ters at the signal and LO inputs facilitate the demultiplexing of polarized
modes in the optical waveguides. The phase diversity using a 90° optical
phase shifter allows the separation of the inphase (I) and quadrature (Q)
phase components of QAM channels. Using a 2 X 2 coupler also enables the
balanced reception using PDP connected back to back, and hence 3 dB gain
in the sensitivity. Section 3.5 of Chapter 3 has described the modulation
scheme QAM using [-Q modulators for single-polarization or dual-polar-
ization multiplexed channels.

4.6.1.1 DSP-Based Reception Systems

The schematic of synchronous coherent receiver based on DSP is shown in
Figure 4.20. Once the polarization and the I- and Q-optical components are
separated by the hybrid coupler, the positive and negative parts of the I-and
Q-optical components are coupled into a balanced optoelectronic receiver
as shown in Figure 4.19b. Two PDs are connected back to back so that push-
pull operation can be achieved, hence a 3 dB betterment as compared to
a single PD detection. The current generated from the back-to-back con-
nected PDs is fed into a TIA so that a voltage signal can be derived at the
output. Further, a voltage-gain amplifier is used to boost these signals to
the right level of the ADC so that sampling can be conducted and the ana-
log signals converted to digital domain. These digitalized signals are then
fetched into DSPs and processing in the “soft domain” can be conducted.
Thus, a number of processing algorithms can be employed in this stage to
compensate for linear and nonlinear distortion effects due to optical signal
propagation through the optical guided medium, and to recover the carrier
phase and clock rate for resampling of the data sequence. Chapter 6 will
describe in detail the fundamental aspects of these processing algorithms.
Figure 4.20 shows a schematic of possible processing phases in the DSP
incorporated in a DSP-based coherent receiver. Besides the soft processing
of the optical phase locking as described in Chapter 5, it is necessary to lock
the frequencies of the LO and that of the signal carrier to a certain limit
within which the algorithms for clock recovery can function, for example,
within +2 GHz.
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Scheme of a synchronous coherent receiver using DSP for PE of coherent optical communi-
cations. (a) Generic scheme; (b) detailed optical receiver using only one polarization phase
diversity coupler; (c) hybrid 90° coupler for polarization and phase diversity; (d) typical
view of a hybrid coupler with two input ports and eight output ports of structure in (c). FS,
phase shifter; PBS, polarization beam splitter; TM, transverse magnetic mode with polariza-
tion orthogonal to that of the TE mode; TE_V, TE_H, transverse electric mode with vertical
(V) or horizontal (H) polarized mode. (Adapted from (a) S. Zhang et al., Photonics Global’08,
Paper C3-4A-03. Singapore, December 2008; (b) S. Zhang, OptoElectronics and Communications
Conference (OECC)'08, Paper TuA-4, pp. 1-2, Sydney, Australia, July 2008.)
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Flow of functionalities of DSP processing in a QAM-coherent optical receiver with possible
feedback control.

4.6.2 Coherent Reception Analysis
4.6.2.1 Sensitivity

At an ultrahigh bit rate, the laser must be externally modulated; thus, the
phase of the lightwave conserves along the fiber transmission line. The
detection can be direct detection, self-coherent, or homodyne and het-
erodyne. The sensitivity of the coherent receiver is also important for the
transmission system, especially the PSK scheme under both the homodyne
and heterodyne transmission techniques. This section gives the analysis of
the receiver for synchronous coherent optical fiber transmission systems.
Consider that the optical fields of the signals and LO are coupled via a fiber
coupler with two output ports 1 and 2 as shown in Figure 4.21. The output
fields are then launched into two photodetectors connected back to back,
and then the electronic current is amplified using a transimpedance type
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FIGURE 4.21

Equivalent current model at the input of the optical balanced receiver under coherent detec-
tion, average signal current, and equivalent noise current of the electronic preamplifier as seen
from its input port and equalizer. FC, fiber coupler.

further equalized to extend the bandwidth of the receiver. Our objective is to

obtain the receiver penalty and its degradation due to imperfect polarization

mixing and unbalancing effects in the balanced receiver. A case study of the

design, implementation, and measurements of an optical balanced receiver

electronic circuit and noise suppression techniques is given in Section 4.7.
The following parameters are commonly used in analysis:

Es Amplitude of signal optical field at the receiver

E, Amplitude of LO optical field

P, P, Optical power of signal and LO at the input of the photodetector

s(t) The modulated pulse

(s (t) Mean square noise current (power) produced by the total optical
intensity on the photodetector

CHO) Mean square current produced by the photodetector by s(f)

Sns() Shot-noise spectral density of {iz()) and LO power

ieq (£) Equivalent noise current of the electronic preamplifier at its input

Z () Transfer impedance of the electronic preamplifier

H () Voltage transfer characteristic of the electronic equalizer followed

by the electronic preamplifier

The combined field of the signal and LO via a directional coupler can be
written to reflect their separate polarized field components as

Ex = \/@Es cos(W st — Eyr)

Eoy = Koy Es cOS(W it — £, + )
Erx = JKixEy cos(wt)

Ery = JKiyEp cos(w t +d;)

£ = %Kms(t)

(4.48)
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where ¢, represents the phase modulation; K,, is the modulation depth;
and Ky, K, Ky, K;y are the intensity fraction coefficients in the X- and
Y-direction of the signal and LO fields, respectively.

Thus, the output fields at ports 1 and 2 of the FC in the X-plane can be
obtained using the transfer matrix as

|:ER1X:| ~ [,/st(l —a)cosWt — £, JKixa sin(w t) }[ES

JKsxa sin(w gt — £,) m cos( 1 t) EJ 4.49)

ERZX

] (4.50)

ERZY

ER1y _ szy(l - a) COS(W st - fm(t)) \[KLya sin(w ot + dL) ES
JKsya sin@ it — £,,) JKiy(1—a)cos(w t)+d; || E

with o defined as the intensity coupling ratio of the coupler. Thus, the
field components at ports 1 and 2 can be derived by combining the X- and
Y-components from Equations 4.49 and 4.50; thence, the total power at ports
1 and 2 are given as

PRl = 135(1 - a) + PLa + 21}1:)5PLa(1 - a)Kp Sin(WH:t + fm(t) + fp — fc)
Py, = Pa + P(1-a)+2/PPa(l-a)k,sinwyt + £, + £,- £.+p) with
K, = KixKix + KiyKpy + 2{KxKixKsyKpy cos(d; —d;) 4.51)

VKx Ky sin(d; —d,)

£, = tan™'
JKxKix + JKyKpy cos(d, —d,)

where ) is the intermediate angular frequency and equals to the difference
between the frequencies of the LO and the carrier of the signals, ¢, is the
phase offset, and ¢, — ¢, is the demodulation reference phase error.

In Equation 4.51, the total field of the signal and the LO are added and then
the product of the field vector and its conjugate is taken to obtain the power.
Only the term with frequency falling within the range of the sensitivity of
the photodetector would produce the electronic current. Thus, the term with
the sum of the frequency of the wavelength of the signal and LO would not
be detected and only the product of the two terms would be detected as
given.

Now, assuming a binary PSK (BPSK) modulation scheme, the pulse has a
square shape with amplitude +1 or -1, the PD is a p-i-n type, and the PD band-
width is wider than the signal 3 dB-bandwidth, followed by an equalized
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electronic preamplifier. The signal at the output of the electronic equalizer or
the input signal to the decision circuit is given by

oo(t) = 2KuK,\[PPa(l - a)K, J Hi( f)dfj (t)dt sin(SKchos(f,, _£)
= Op(t) = 2KyK, [PPa(l-a)k, sin(g Km)cos(fp —£)

Ky = 1for homodyne; Ky =1/ J2 for heterodyne

4.52)

For a perfectly balanced receiver Kz =2 and o= 0.5, otherwise K =1. The
integrals of the first line in Equation 4.52 are given by

JHE( F)if = TiB -+ Hy(f) = sinc(pTsf)
- 4.53)

oo

Js(t)dt = 2Ty

—oo

Vp(f) is the transfer function of the matched filter for equalization, and Tj
is the bit period. The total noise voltage as a sum of the quantum shot noise
generated by the signal and the LO and the total equivalent noise of the
electronic preamplifier at the input of the preamplifier at the output of the
equalizer is given by

[KBa SI'S + (2 - KB)SIX + SIE]I ‘H4(f)‘2 df
(1) = =

K2
* 4.54)
or

[KBaS;S + (2 - KB)S;X + SIE]

(1) = T,

For homodyne and heterodyne detection, we have

P ,
<v§<t>>=9wﬁ[f<gas,s +(2-Kp)Sy + 5,1 (4.55)
B
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where the spectral densities Sjx,Sj; are given by

, S
Six = —S’,X
1S
(4.56)
4 SIE
S =%
s

Thus, the receiver sensitivity for binary PSK and equiprobable detection
and Gaussian density distribution we have

P = ;erfc(ji) 4.57)
with § given by
1 d : Up
P, = —erfc| —| withd = (4.58)
2" (\E ) 2J@})

Thus, using Equations 4.55, 4.58, and 4.52 we have the receiver sensitivity
in a linear power scale as

E)'{qdz [Kpa Sis + (2 - KB)SIX + SIE]
2
AT p g (1-a)aK? sinz(ZKmJCOSZ(fp - £)

P =(P. (t))= 4.59)

4.6.2.2 Shot-Noise-Limited Receiver Sensitivity

In case the power of the LO dominates the noise of the electronic preampli-
tier and the equalizer, then the receiver sensitivity (in linear scale) is given as

Rgd® (4.60)
P =(pP;)= "1 _
(P) 41T,K3

This shot-noise-limited receiver sensitivity can be plotted as shown in
Figure 4.22.
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(a) Receiver sensitivity of coherent homodyne and heterodyne detection, signal power versus
bandwidth over the wavelength. (b) Power penalty of the receiver sensitivity from the shot-
noise-limited level as a function of the excess noise of the local oscillator. (Extracted from I
Hodgkinson, IEEE |. Lightw. Tech., 5(4), 573-587, 1987, Figures 1 and 2.)

4.6.2.3 Receiver Sensitivity under Nonideal Conditions

Under nonideal conditions, the receiver sensitivity departs from the shot-
noise-limited sensitivity and is characterized by the receiver sensitivity pen-
alty PD; as

(P) 4.61)
dB
(Py)

PD; =10 log

Kpa SIS + (2 - KB)SIX + SIE
KBa

PDT =10 10g10|: :| -10 logm [KB(l - a)]

(4.62)

- 10 logyo [[h][l(,,]sin2 (gKm)cosz(fp - fe))

where 7 is the LO excess noise factor.

The receiver sensitivity is plotted against the ratio fz/A for the case of
homodyne and heterodyne detection shown in Figure 4.22a, and the power
penalty of the receiver sensitivity against the excess noise factor of the LO
in Figure 4.22b. Receiver power penalty can be deduced as a function of the
total electronic equivalent noise spectral density, and as a function of the
rotation of the polarization of the LO can be found in Ref. [30]. Furthermore,
in Ref. [31], the receiver power penalty and the normalized heterodyne center
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frequency can vary as a function of the modulation parameter and as a func-
tion of the optical power ratio.

4.6.3 Digital Processing Systems

A generic structure of the coherent reception and DSP system is shown in
Figure 4.23, in which the DSP system is placed after the sampling and con-
version from analog state to digital form. Obviously, the optical signal fields
are beating with the LO laser, with which frequency would be approximately
identical to the signal channel carrier. The beating occurs in the square law
photodetectors, that is, the summation of the two fields are squared and the
product term is decomposed into the difference and summation term; thus,
only the difference term is fallen back into the baseband region and ampli-
fied by the electronic preamplifier, which is a balanced differential trans-
impedance type.

If the signals are complex, then these are the real and imaginary compo-
nents that form a pair. Other pairs come from the other polarization mode
channel. The digitized signals of both the real and imaginary parts are pro-
cessed in real time or offline. The processors contain the algorithms to com-
bat a number of transmission impairments such as the imbalance between
the inphase and the quadrature components created at the transmitter,
the recovery of the clock rate and timing for resampling, the carrier PE for
estimation of the signal phases, adaptive equalization for compensation of
propagation dispersion effects using MLSE, and so on. These algorithms
are built into the hardware processors or memory and loaded to processing
subsystems.

The sampling rate must normally be twice that of the signal bandwidth to
ensure to satisfy the Nyquist criteria. Although this rate is very high for 25 G
to 32 GSy/s optical channels, Fujitsu ADC has reached this requirement with
a sampling rate of 56 G to 64 GSa/s as depicted in Figure 4.36.

The linewidth resolution of the processing for semiconductor device fabri-
cation has progressed tremendously over the years in an exponential trend

- Processing algorithms
§ % « I/Q imbalance component
= %f - » Resampling
RS > x | Digital signal | | » Adaptive equalizers
" =) > % processors « LOFO (freq. offset
% i{ Tpipe > QO estm}atlon) o
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&7 am « MISE for each pipe
T signals « Filters

| Local laser |

FIGURE 4.23
Coherent reception and the DSP system.
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TABLE 4.1
Milestones of Progresses of Linewidth Resolution by Optical Lithography

Semiconductor Manufacturing Processes and Spatial Resolution (Gate Width)
10 um—1971

3 um—1975

1.5 um—1982

1 um—1985

800 nm (0.80 um)—1989: UV lithography
600 nm (0.60 um)—1994

350 nm (0.35 um)—1995

250 nm (0.25 um)—1998

180 nm (0.18 pm)—1999

130 nm (0.13 pm)—2000

90 nm—2002: electron lithography

65 nm—2006

45 nm—2008

32 nm—2010

22 nm—2012

14 nm—approx. 2014: x-ray lithography

10 nm—approx. 2016: x-ray lithography
7 nm—approx. 2018: x-ray lithography
5 nm—approx. 2020: x-ray lithography

as shown in Table 4.1. This progress was possible due to the successes in the
lithographic techniques using optical sources at short wavelength such as the
UV; electronic optical beam; and x-ray lithographic with appropriate photo-
resist, such as SU-80, which would allow the line resolution to reach 5 nm in
2020. So, if we plot the trend in a log-linear scale as shown in Figure 4.24, a
linear line is obtained, meaning that the resolution is reduced exponentially.
When the gate width is reduced, the electronic speed increases tremendously;
at5 mm, the speed of the electronic CMOS device in SiGe would reach several
tens of gigahertz. Regarding the high-speed ADC and DAC, the clock speed
is increased by parallel delay and summation of all the digitized lines to form
a very high speed operation. For example, for Fujitsu 64 GSa/s DAC or ADC,
the applied clock sinusoidal waveform is only 2 GHz. Figure 4.25 shows the
progress in the speed development of Fujitsu ADC and DAC.

4.6.3.1 Effective Number of Bits

4.6.3.1.1 Definition

Effective number of bits (ENOB) is a measure of the quality of a digitized
signal. The resolution of a DAC or an ADC is commonly specified by the
number of bits used to represent the analog value, in principle, giving 2N
signal levels for an N-bit signal. However, all real signals contain a certain
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Semiconductor manufacturing with resolution of line resolution.

amount of noise. If the converter is able to represent signal levels below
the system noise floor, the lower bits of the digitized signal only represent
system noise and do not contain useful information. ENOB specifies the
number of bits in the digitized signal above the noise floor. Often, ENOB is
also used as a quality measure for other blocks, such as sample-and-hold
amplifiers. This way, analog blocks can also be easily included in signal-
chain calculations, as the total ENOB of a chain of blocks is usually below
the ENOB of the worst block.
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Evolution of ADC and DAC operating speed with corresponding linewidth resolution.
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Thus, we can represent the ENOB of a digitalized system by writing

ENOB = SINAD -1.76 4.69)
6.02

where all values are given in dB, and signal-to-noise and distortion ratio
(SINAD) is the ratio of the total signal, including distortion and noise to the
wanted signal; the 6.02 term in the divisor converts decibels (a log,, repre-
sentation) to bits (a log, representation), and the 1.76 term comes from the
quantization error in an ideal ADC [32].

This definition compares the SINAD of an ideal ADC or DAC with a word
length of ENOB bits with the SINAD of the ADC or DAC being tested.

Indeed, the SINAD is a measure of the quality of a signal from a commu-
nications device, often defined as

Psi + Pnoise + P, istortion
SINAD = %% distort

4.64
P, noise T P distortion ( )

where P is the average power of the signal, noise, and distortion components.
SINAD is usually expressed in dB and is quoted alongside the receiver sen-
sitivity, to give a quantitative evaluation of the receiver sensitivity. Note that
with this definition, unlike SNR, a SINAD reading can never be less than 1
(i.e. it is always positive when quoted in dB).

When calculating the distortion, it is common to exclude the DC compo-
nents. Owing to widespread use, SINAD has collected a few different defini-
tions. SINAD is calculated as one of: (i) the ratio of (a) total received power,
that is, the signal to (b) the noise-plus-distortion power. This is modeled
by the above equation. (ii) The ratio of (a) the power of original modulat-
ing audio signal, that is, from a modulated radiofrequency carrier to (b) the
residual audio power, that is, noise-plus-distortion powers remaining after
the original modulating audio signal is removed. With this definition, it
is now possible for SINAD to be less than 1. This definition is used when
SINAD is used in the calculation of ENOB for an ADC.

Example: Consider the following measurements of a 3-bit unipolar D/A
converter with reference voltage V, ;=8 V:

Digital input 000 001 010 011 100 101 110 111
Analog output (V) -0.01 1.03 2.02 2.96 3.95 5.02 6.00 7.08

The offset error in this case is —0.01 V or —0.01 LSB, as 1 V =1 LSB in this
example. The gain error is

M _% = 0.091SB
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LSB stands for least significant bits. Correcting the offset and gain error,
we obtain the following list of measurements: (0, 1.03, 2.00, 2.93, 3.91, 4.96,
593, 7) LSB. This allows the integral nonlinearity (INL) and differential non-
linearity (DNL) to be calculated: INL = (0, 0.03, 0, —0.07, —0.09, —0.04, —0.07, 0)
LSB, and DNL = (0.03, —0.03, —0.07, —0.02, 0.05, —0.03, 0.07, 0) LSB.

Differential nonlinearity: For an ideal ADC, the output is divided into 2N
uniform steps, each with a A width as shown in Figure 4.26. Any deviation
from the ideal step width is called DNL and is measured in number of counts
(LSBs). For an ideal ADC, the DNL is 0 LSB. In a practical ADC, DNL error
comes from its architecture. For example, in an SAR ADC, DNL error may be
caused near the midrange due to the mismatching of its DAC.

INL is a measure of how closely the ADC output matches its ideal response.
INL can be defined as the deviation in LSB of the actual transfer function of
the ADC from the ideal transfer curve. INL can be estimated using DNL at
each step by calculating the cumulative sum of DNL errors up to that point.
In reality, INL is measured by plotting the ADC transfer characteristics.

INL is popularly measured using either (i) best-fit (best straight line)
method or (ii) end-point method.

4.6.3.1.1.1 Best-Fit INL The best-fit method of INL measurement considers
offset and gain error. One can see in Figure 4.27 that the ideal transfer curve
considered for calculating best-fit INL does not go through the origin. The
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FIGURE 4.26
Representation of DNL in a transfer curve of an ADC.
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ideal transfer curve here is drawn such that it depicts the nearest first-order
approximation to the actual transfer curve of the ADC.

The intercept and slope of this ideal curve can lend us the values of the
offset and gain error of the ADC. Quite intuitively, the best-fit method yields
better results for INL. For this reason, many times, this is the number present
on ADC datasheets.

The only real use of the best-fit INL number is to predict distortion in
time-variant signal applications. This number would be equivalent to the
maximum deviation for an AC application. However, it is always better to
use the distortion numbers than INL numbers. To calculate the error bud-
get, end-point INL numbers provide a better estimation. Also, this is the
specification generally provided in datasheets. So, one has to use this versus
end-point INL.

4.6.3.1.1.2 End-Point INL The end-point method provides the worst-case
INL. This measurement passes the straight line through the origin and max-
imum output code of the ADC (refer to Figure 4.28). As this method provides
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FIGURE 4.28

Schematic diagram of optical heterodyne detection for PSK format.
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the worst-case INL, it is more useful to use this number as compared to the
one measured using best fit for DC applications. This INL number would
typically be useful for error budget calculation. This parameter must be con-
sidered for applications involving precision measurements and control.

The absolute and relative accuracy can now be calculated. In this case, the
ENOB absolute accuracy is calculated using the largest absolute deviation D,
in this case, 0.08 V:

D= Z‘E/T;; — ENOB = 6.64bits (4.65)

The ENOB with relative accuracy is calculated using the largest relative
(INL) deviation d, in this case, 0.09 V.

ZL/;I%B — ENOB,, = 6.47bits (4.66)

d:

For this kind of ENOB calculation, note that the ENOB can be larger or
smaller than the actual number of bits. When the ENOB is smaller than the
ANOB, this means that some of the least significant bits of the result are
inaccurate. However, one can also argue that the ENOB can never be larger
than the ANOB, because you always have to add the quantization error of an
ideal converter, which is 0.5 LSB as shown in Figure 4.29. Note that different
designers may use different definitions of ENOB!

4.6.3.1.2 High-Speed ADC and DAC Evaluation Incorporating
Statistical Property

The ENOB of an ADC is the number of bits that an analog signal can convert
to its digital equivalent multiplied by the number of levels represented by the



224 Digital Processing

module-2 levels, which are reduced due to noises contributed by electronic
components in such convertor. Thus, only an effective number of equivalent
bits can be accounted for. Hence, the term ENOB is proposed.

As shown in Figure 4.30b, a real ADC can be modeled as a cascade of two
ideal ADCs and additive noise sources and an AGC amplifier [31]. The quan-
tized levels are thus equivalent to a specific ENOB as far as the ADC is oper-
ating in the linear nonsaturated region. If the normalized signal amplitude/
power surpasses unity, the saturated region, then the signals are clipped.
The decision level of the quantization in an ADC normally varies following
anormalized Gaussian PDF, thus, we can estimate the RMS noise introduced
by the ADC as

(@)

6 T T ! T
5
M
o
Z
5]
5 10 15 20 25
Frequency (GHz)
(b) Effective noise
of front end
devi
evice Additive noise |
Noiseless ) 4 ¥
—> front :C) 8 >
end Ideal _“’
X 1 R—Xout
XQ ADC1 WYAgc Ideal
< ENOB 1 ’ « ADC2.
ENOB 2
<«— ADC with variable ENOB ———
FIGURE 4.30

(a) Measured ENOB frequency response of a commercial real-time DSA of 20 GHz bandwidth
and sampling rate of 50 GSa/s. (b) Deduced ADC model of variable ENOB based on experi-
mental frequency response of (a) and spectrum of broadband signals.
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2

JLSB*/12 + s

where ois the variance, x is the variable related to the integration of decision
voltage, and y that for the integration inside one LSB. Given the known quan-
tity LSB?/12, 62 can be determined via the Gaussian noise distribution. We
can thus deduce the ENOB values corresponding to the levels of Gaussian
noise as

RMS _noise

JLSB?/12 + (As )’

ENOB = N -1
©82 LSB/V12

4.68)

where A is the RMS amplitude derived from the noise power. According
to the ENOB model, the frequency response of ENOB of the DSA is shown
in Figure 4.30a, with the excitation of the DSA by sinusoidal waves of
different frequencies. As observed, the ENOB varies with respect to the
excitation frequency, in the range from 5 to 5.5. Knowing the frequency
response of the sampling device, what is the ENOB of the device when
excited with broadband signals? This indicates the different resolution of
the ADC of the transmission receiver operating under different noisy and
dispersive conditions; thus an equivalent model of ENOB for performance
evaluation is essential. We note that the amplitudes of the optical fields
arriving at the receiver vary depending on the conditions of the optical
transmission line. The AGC has a nonlinear gain characteristic in which
the input-sampled signal power level is normalized with respect to the
saturated (clipping) level. The gain is significantly higher in the linear
region and saturated in the high level. The received signal R_X;, is scaled
with a gain coefficient according to R Xou = R_Xin//Pn_av/Pres , Where
the signal averaged power P;,_,, is estimated and the gain is scaled relative
to the reference power level Py of the AGC; then a linear scaling factor is
used to obtain the output-sampled value R_X_,. The gain of the AGC is
also adjusted according to the signal energy, via the feedback control path
from the DSP (see Figure 4.30b). Thus, new values of ENOB can be evalu-
ated with noise distributed across the frequency spectrum of the signals,
by an averaging process. This signal-dependent ENOB is now denoted as
ENOB:..



226 Digital Processing

4.6.3.2 Impact of ENOB on Transmission Performance

Figure 4.31a shows the BER variation with respect to the OSNR under
back-to-back (B2B) transmission using the simulated samples at the output
of the 8-bit ADC with ENOBg and full ADC resolution as parameters. The
difference is due to the noise distribution (Gaussian or uniform). Figure
4.31b depicts the variation of BER versus OSNR, with ENOB; as the varia-
tion parameter in case of offline data with ENOB of DSA shown in Figure
4.1a. Several more tests were conducted to ensure the effectiveness of our
ENOB model. When the sampled signals presented to the ADC are of dif-
ferent amplitudes, controlled, and gain nonlinearly adjusted by the AGC,
different degrees of clipping effect would be introduced. Thus, the clip-
ping effect can be examined for the ADC of different quantization levels
but with identical ENOBs, as shown in Figure 4.32a for B2B experiment.
Figure 4.32b and ¢, and d and e shows, with BER as a parameter, the con-
tour plots of the variation of the adjusted reference power level of the AGC
and ENOBs for the cases of 1500 km long-haul transmission of full CD
compensation and non-CD compensation operating in the linear (0 dBm
launch power in both links) and nonlinear regimes of the fibers, with the
launch power of 4 and 5 dBm, respectively. When the link is fully CD com-
pensated, the nonlinear effects further contribute to the ineffectiveness
of the ADC resolution and hence moderate AGC freedom and the perfor-
mance is achieved. In the case of non-CD compensation link (Figure 4.32d
and e), the dispersive pulse sampled amplitudes are lower with less noise,
allowing the resolution of the ADC to increase via the nonlinear gain of
the AGG; thus, effective PE and equalization can be achieved. We note that

Back-to-back offline data
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FIGURE 4.31

(a) B2B performance with different ENOB; values of the ADC model with simulated data (8-bit
ADC). (b) OSNR versus BER under different simulated ENOB; of offline data obtained from an
experimental digital coherent receiver. (From Mao B.N. et al., Proc. ECOC 2011, Geneva, 2011.)
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Comprehensive effects of AGC clipping (inverse of Pr,) and ENOBs of a coherent receiver,
experimental transmission under (a) B2B, DWDM linear operation with full CD compensation,
and (b) linear region and (c) nonlinear region with 4 dBm launch power, and (d) non-CD com-
pensation and linear region and (e) nonlinear region with launch power of 5 dBm.
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the offline data sets, employed prior to processing with ENOBg to obtain
the contours of Figure 4.32, produce the same BER contours of 2e-3 for
all cases. Hence, a fair comparison can be made when the ENOBg model
is used. The opening distance of the BER contours indicates the dynamic
range of the ENOBg model, especially the AGC. It is obvious from Figure
4.32a—e that the dynamic range of the model is higher for noncompensat-
ing than for full CD-compensated transmission and even for the case of
B2B. However, for nonlinear scenarios for both cases, the requirement for
ENOBs is higher for the dispersive channel (Figure 4.32c and e). This may
be due to the cross-phase modulation effects of adjacent channels; hence,
more noise.

4.6.3.3 Digital Processors

The structures of the DAC and ADC are shown in Figures 4.33 and 4.34,
respectively. Normally, there would be four DACs in an IC, in which each
DAC section is clocked with a sequence derived from a lower-frequency
sinusoidal wave injected externally into the DAC. Four units are required for
the inphase and quadrature phase components of QAM-modulated polar-
ized channels; thus, the notations of I, and Qp,c are shown in the diagram.
Similarly, the optical received signals of PDM-QAM would be sampled by a
four-phase sampler and then converted to digital form in four groups of I
and Q lanes for processing in the DSP subsystem. Owing to the interleaving
of the sampling clock waveform, the digitalized bits appear simultaneously
at the end of a clock period that is sufficiently long, so that the sampling
number is sufficiently large to achieve all samples. For example, in Figure 4.34,
1024 samples are achieved at a periodicity corresponding to 500 MHz cycle
clock for an 8-bit ADC. Thus, the clock has been slowed down by a factor of
128, or alternatively, the sampling interval is 1/(128 x 500 MHz) = 1/64 GHz s.
The sampling is implemented using a charged mode interleaved sampler
(CHAIS).

Figure 4.35 shows a generic diagram of an optical DSP-based transceiver
employing both DAC and ADC under QPSK modulated or QAM signals.
The current maximum sampling rate of 64 GSa/s is available commercially.
An IC image of the ADC chip is shown in Figure 4.36.

4.7 Concluding Remarks

This chapter has described the principles of coherent reception and associ-
ated techniques with noise considerations and main functions of the DSPs,
for which algorithms will be described in separate chapters.
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processing function.
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Charge-mode interleaved sampler (CHAIS)
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FIGURE 4.34
ADC principles of operations (CHAIS).

Furthermore, the matching of the LO laser and that of the carrier of the
transmitted channel is very important for effective coherent detection, if not
degradation of the sensitivity of results. The ITU standard requires that for
a digital processing-based coherent receiver, the frequency offset between
the LO and the carrier must be within the limit of +2.5 GHz. Furthermore,
in practice, it is expected that in network and system management, the tun-
ing of the LO is to be done remotely and automatic locking of the LO with
some prior knowledge of the frequency region to set the LO initial frequency.
Thus, this action briefly describes the optical phase locking the LO source for
an intradyne coherent reception subsystem.

> DAC » DO

<—>—n’ - QPSK DAC | converter @’
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Q framer DSP
= ADC [¢ O/E
S - ADC |« converter @
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FIGURE 4.35

Schematic of typical structure of ADC and ADC transceiver subsystems for PDM-QPSK modu-
lation channels.
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FIGURE 4.36
Fujitsu ADC subsystems with dual-converter structure.

4.8 Appendix: A Coherent Balanced Receiver and
Method for Noise Suppression

It has been shown that a balanced optical receiver can suppress the excess
noise intensity generated from the LO [34-36]. In a balanced receiver, an
optical coupler is employed to mix a weak optical signal with an LO field,
with average powers of E3 and E7, respectively. Figure 4.37 shows the generic

Push—pull|

Voltage V)

\2 J Output | g
+

Photodetector 2
Transimpedance
and noise-
suppressed
amplifer
Es Mixe'r "
Received optical signals Photodetector
E

FIGURE 4.37
Generic block diagram of a coherent balanced detector optical receiver.
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diagram of a balanced optical receiver under a coherent detection scheme, in
which two photodetectors and amplifiers are operating in a push—pull mode.

Usually, the magnitude of the optical field of the LO E; is much greater
than E;, the signal field. The fields at the output of a 2 x 2 coupler can thus
be written as

- 4.69)

E~1 [\ll—k \/E€jp/2:| ENS

Jke™? 1-k

E2 EL

where Es is the field of the received optical signal, E; is the field of the LO
(possibly a distributed feedback laser), and k is the intensity coupling coef-
ticient of the coupler. For a 3 dB coupler, we have k= 0.5. Es and E; fields can
then be written as

Es =2 és plont+5)
4.70)

EL = ﬁéL ej(wszz)

where Eg, E; are the magnitude of the optical fields of the signal and the LO
laser. The electronic current generated from the PDs corresponding to the
average optical power and the signals are given by

%(Eﬁ + Ef) +

. R R

i) = E\El\z = 71 +Ni(t) @71
ESEL COS[(Wl +W2)t + £+ £, I;:l

1
—(ES + Ef
S(ERED)

. R R

i(t) = ?\Ez\z = 72 (1 +w2)t  |p+ Nao(t) 4.72)
+EgE; cos p

where ¢, ¢, and w,, w, are the phase and frequency of the signal and LO,
respectively. N,(f) and N,(f) are the noises resulting from the photodetection
process, and Ry, R, are the responsivity of the PDs 1 and 2, respectively. It is
assumed that the two PDs have the same quantum efficiency, thence, their
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responsivity. Thus, the total current of a back-to-back PD pair as referred to
the input of the electronic amplifier is

Idcl - Idc2

ireg(8) = @o=wa)t N+ No) @73)
+(R; + R,)ESE; cos

+f1—f2—%

where the first two terms I, and I, are the detector currents generated by
the detector pair due to the reception of the power of the LO, which is a con-
tinuous wave source; thus, these terms appear as the DC constant currents
that are normally termed as the shot noises due to the optical power of the
LO. The third term is the beating between the LO and the signal carrier, the
signal envelope. The noise currents Niq(t) and Ny.q(t) are seen as the equiv-
alent to the input of the electronic amplifier from the noise processes, which
are generated by the PDs and the electronic amplifiers. Noise components
are the shot noise due to bias currents, the quantum shot noise that is depen-
dent on the strength of the signal and the LO, the thermal noise due to the
input resistance of the amplifier, and the equivalent noise current referred to
the input of the electronic amplifier contributed by all the noise sources at
the output port of the electronic amplifier. We denote N, (f) as the quantum
shot noise generated due to the average current produced by the PD pair in
reception of the average optical power of the signal sequence.

The difference of the produced electronic currents can be derived using
the following techniques: (i) the generated electronic currents of the PDs can
be coupled through a 180° microwave coupler and then fed to an electronic
amplifier; (ii) the currents are fed to a differential electronic amplifier; or (iii)
a balanced PD pair connected back to back and then fed to a small-signal
electronic amplifier [37]. The first two techniques require stringent compo-
nents and are not normally preferred, as contrasted by the high performance
of the balanced receiver structure of (iii).

Regarding the electronic pre-amplifier, a transimpedance configuration is
selected due to its wide band and high dynamics. However, it suffers from
high noises due to the equivalent input impedance of the shunt feedback
impedance, normally around a few hundred ohms. In the next section, the
theoretical analysis of noises of the optical balanced receiver is described.

4.8.1 Analytical Noise Expressions

In the electronic preamplifier, the selection of the transistor as the first-
stage amplifying device is very critical. Either an FET or BJT could be used.
However, the BJT is preferred for wideband application due to its sensitivity
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to noises. The disadvantages of using the BJT as compared with the FET are
due to its small base resistance, which leads to high thermal noise. However,
for the shunt feedback amplifier, the resistance of the Millers’ equivalent
resistance as referred to the input of the amplifier is much smaller and thus
dominates over that of the base resistance. The advantage of the B]T over the
FET is that its small-signal gain follows an exponential trend with respect to
the small variation of the driving current derived from the photodetection as
compared with parabolic for FET. The FET may also offer high input imped-
ance between the gate and source of the input port, but may not offer much
improvement in a feedback amplification configuration in term of noises.
This section focuses on the use and design of BJT multistage shunt feedback
electronic amplifiers.

Noises of electronic amplifying devices can be represented by superim-
posing all the noise current generators onto the small-signal-equivalent cir-
cuit. These noise generators represent the noises introduced into the circuit
by physical sources/processes at different nodes. Each noise generator can
be expressed by a noise spectral density current square or power as shown
in Figure 4.38. This figure gives a general model of a small-signal-equivalent
circuit, including noise current sources of any transistor, which can be repre-
sented by the transfer [y] matrix parameters. Indeed, the contribution of the
noise sources of the first stage of the electronic preamplifier are dominant,
plus that of the shunt feedback resistance.

(@) Yy
Y, Y, "y
YS o YO —
d(i'n)> di'n? | 7y,
(b)
d(i"n)? Y, o YV Y +
Y, ||V
(c)
dli,,)* Y, Y, Y,V Y, .
Y, g
FIGURE 4.38

Small equivalent circuits, including noise sources: (a) Y-parameter model representing the
ideal current model and all current noise sources at the input and output ports, (b) with noise
sources at input and output ports, and (c) with a total equivalent noise source at the input.
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The current generator di,’/df is the total equivalent noise generator con-
tributed by all the noise sources to node 1, including the thermal noises of all
resistors connected to the node. Similarly, for the noise source, di,?/ df refers
to the output node.

4.8.2 Noise Generators

Electrical shot noises are generated by the random generation of electron
streams (current). In optical detection, shot noises are generated by (i) biasing
currents in electronic devices and (ii) photo currents generated by the PD.

A biasing current I generates a shot noise power spectral density S; given by

2
S = ‘Z;): 2gI A*/Hz @.74)

where g is the electronic charge. The quantum shot noise (iZ) generated by
the PD by an optical signal with an average optical power Pin is given by

_ )

So df

= 24(i?) A*/Hz @.75)

If the PD is an APD type, then the noise spectral density is given by

)

So dof

= 2q(2)(G2) AY/Hz (4.76)

It is noted here again that the dark currents generated by the PD must be
included in the total equivalent noise current at the input after it is evalu-
ated. These currents are generated even in the absence of the optical signal,
and can be eliminated by cooling the PD to at least below the temperature of
liquid nitrogen (77 K).

At a certain temperature, the conductivity of a conductor varies randomly.
The random movement of electrons generates a fluctuating current even in
the absence of an applied voltage. The thermal noise spectral density of a
resistor R is given by

L d() | 4ksT
i R

Sr A*/Hz @.77)

where kj; is the Boltzmann’s constant, T is the absolute temperature (in K), R
is the resistance in ohms, and i, denotes the noise current due to resistor R.
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4.8.3 Equivalent Input Noise Current

Our goal is to obtain an analytical expression of the noise spectral density
equivalent to a source looking into the electronic amplifier, including the
quantum shot noises of the PD. A general method for deriving the equivalent
noise current at the input is given by representing the electronic device by a
Y-equivalent linear network as shown in Figure 4.39. The two current noise
sources di/*> and di;2 represent the summation of all noise currents at the
input and output of the Y-network. This can be transformed into a Y-network
circuit with the noise current referred to the input as follows:
The output voltages V, of Figure 4.38a can be written as

in(Yy = Yo) + in (Y + Yy)

Vo = 478
TV (Y Y Y Y)Y+ YY) 478
and for Figure 4.38b and ¢
A e Yy - Ym
Vo (05 )eq (Y = Yon) 4.79)

=nmﬁx+n+nth+n>

Thus, comparing the above two equations, we can deduce the equivalent
noise current at the input of the detector as

. L Vit Yy
Ingg = In +iN——— )
Neg = IN NYf_Ym (4.80)

Then, reverting to mean square generators for a noise source, we have

2

Yi+Yf

. 2 . 2 I 2
d(ineg)” = d(in)” + d(in) (4.81)
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FIGURE 4.39

Typical arrangement of coherent optical communications systems. LD/LC is a very narrow
linewidth laser diode as an LO without any phase locking to the signal optical carrier. PM cou-
pler is a polarization-maintaining fiber-coupled device. PC, polarization controller. (Adapted
from R.C. Alferness, IEEE |. Quantum. Elect., QE-17,946-959, 1981; W.A. Stallard, A.R. Beaumont,
and R.C. Booth, IEEE |. Lightwave Tech., LT-4(7), July 1986.)
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It is therefore expected that if the Y-matrix of the front-end section of the
amplifier is known, the equivalent noise at the input of the amplifier can be
obtained by using Equation 4.81.

We propose a three-stage electronic preamplifier in AC configuration as
shown in Figure 4.40. The details of the design of this amplifier are given
in the next section. Small-signal and associated noise sources of this ampli-
fier are given in Section 4.8.7. As it can be seen, this general configuration is
a forward path of shut, series, and shut stages, which reduces the interac-
tion between stages due to the impedance levels [6]. Shunt-shunt feedback is
placed around the forward path; hence, stable transfer function is the trans-
fer impedance, which is important for transferring the generated electronic
photodetected current to the voltage output for further amplification and
data recovery.

For a given source, the input noise current power of a BJT front end can be
found by

B
Py = j ding P = 0 + % rene 4.82)
0

where B is the bandwidth of the electronic preamplifier and ry is the emitter
resistance of the front-end transistor of the preamplifier. The parameters 4, b,
and c are dependent on the circuit elements and amplifier bandwidth. Hence,
an optimum value of r; can be found and an optimum biasing current can
be set for the collector current of the BJT such that iﬁ,gq is at its minimum, as

b .
Teopt = /— hence — i*ye =a+ 2Jbc (4.83)
C TE=TEopt
Feedback R,
| I
R 47?
Stage2 B C—e

Stage 1 = Stage 3

FIGURE 4.40
AC circuit model of a three-stage feedback electronic preamplifier.
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If two types of BJT are considered, Phillips BFR90A and BFT24, then a good
approximation of the equivalent noise power can be found as

3
a= SPSB {TBCSZ + (CS + Cf + CtE)tT}

B

b=
by

(4.84)

4pB®
3

(Cs + Cs + C)?

The theoretical estimation of the parameters of the transistors can be derived
from the measured scattering parameters as given by the manufacturer [38] as
For transistor type BFR90A

rEupt =59 Q for IEopt =0.44 mA
2
I;,=73%x10"°A*  hence IBW =49x10* A?/Hz 4.85)
I
I, =27 nA thus —==2.21 pA/vHz

VB

For transistor type BF124

Teopt = 104 Q for I, = 0.24 mA
2
I;, =792 x10"A*  hence % =6.1x10*A*/Hz (4.86)
I
I, = 30.2nA thus —~ = 2.47 pA/vJHz

VB

Note that the equivalent noise current depends largely on some poorly
defined values, such as the capacitance, transit times, base spreading resis-
tance, and the short-circuit current gain f. The term I,/ VB is usually
specified as the noise spectral density equivalent referred to the input of the
electronic preamplifier.

4.8.4 Pole-Zero Pattern and Dynamics

An AC model of a three-stage electronic preamplifier is shown in Figure 4.40,
and the design circuit is shown in Figure 4.41. As briefly mentioned above,
there are three stages with feedback impedance from the output to the input.
The subscripts of the resistors, capacitors, and inductors indicate the order of
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FIGURE 4.41
Design circuit of the electronic preamplifier for the balanced optical amplifier.

the stages. The first stage is a special structure of shunt feedback amplification
in which the shunt resistance is increased to infinity. The shunt resistance is in
order of hundreds of ohms for the required bandwidth, thus contributing to
noises of the amplifier. This is not acceptable. The shunt resistance increases
the pole of this stage and approaches the origin. The magnitude of this pole is
reduced by the same amount of that of the forward path gain. Thus, the poles
of the closed-loop amplifier remain virtually unchanged. As R; is increased,
the pole p, decreases, but G, is increased. Hence, G,p, /s — p, remains constant.
Thus, the position of the root locus is almost unchanged.

A compensating technique for reducing the bandwidth of the amplifier
is to add capacitance across the base-collector of the first stage. This may be
necessary if oscillation occurs due to the phase shift becoming unaccept-
able at GH =1, where G is the open loop gain and H is the feedback transfer
function.

The second stage is a series feedback stage with feedback peaking. The
capacitance Cg, is chosen such that at high frequencies it begins to bypass the
feedback resistor. Thence, the feedback admittance partially compensates for
the normal high-frequency drop in gain associated with the base and stray
capacitances. Also, if the capacitance is chosen such that 1/R;C; =1, the
transfer admittance and input impedance become single-pole, which would
be desirable [39]. The first and second stages are directly coupled.

The third stage uses inductive peaking technique. For a shunt stage with
a resistive load, the forward path gain has only one pole and hence there is
only one real pole in the closed-loop response. A complex pole pair can be
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Effect of first-stage pole on root locus of a shunt feedback electronic amplifier. The root locus is
given by 1 = (GH)midvand 205 — 2i/z:) Z(pi/s — pi)-

obtained by placing a zero in Z;2, and hence a pole in the feedback transfer
function H(w). Figure 4.43a—c shows the high-frequency singularity pattern
of individual stages. Figure 4.43d shows the root locus diagram. It can be
calculated that the poles take up the positions in Figure 4.43e when the lop

gain GH is 220.
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FIGURE 4.43

High-frequency root locus diagram. (a) Singularity pattern for first stage, (b) second stage, (c)

third stage, and (d) root locus for close loop pattern for GH = 220.
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In the low-frequency region, the loop gain has five poles and three zeroes
on the negative axis, and two zeroes at the origin. The largest low-frequency
pole is set near the input coupling capacitor, with the input resistance lead-
ing to a low-frequency cutoff of around tens of kilohertz.

The singularities of individual stages can be approximated by

Stage 1: The dominant pole at

1
i — 4.87
p bNRLlcFl ( )
and the other pole located at
p=- Cpl 1
Cr1 +Critr + Cr1/gm
(4.88)

and the midband gain = byR;; with the load of stage 1 of Ry,

Stage 2: The dominant pole at

p=- and the midband gain = Gy, = 1/Rp, (4.89)

13Gratr

Stage 3: The complex pole pair at

HZZ IS s__(RL+RF3), T _ﬂ

1
- ; Tp = ;  and a zero at— —;
t7Rps 2trRps Reps tr

with again = —Rp; (4.90)

The feedback configuration of the circuit of the transimpedance electronic
preamplifier has a 10 K or 15 K resistor, for which noises would contribute to
the total noise current of the amplifier. The first and second stages are direct-
coupled, hence eliminating the level shifter and a significant amount of stray
capacitance. The peaking capacitor required for the second stage is in order
of 0.5 pF; hence no discrete component can be used. This may not require any
component, as the stay capacitance may suffice.

The equivalent noise current at the input of the TIA is approximately
proportional to the square of the capacitance at the base of the transistor.
Therefore, minimization of the stray capacitance at this point must be con-
ducted by shortening the connection lead as much as possible. As a rough
guide, critical points on the circuit where stray capacitance must be mini-
mized are not at signal ground, and have impedance and small capacitance
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to ground. For instance, at the base of the output stage, the capacitance to the
ground is more tolerable at this point, and therefore at the collector to the
ground of the second transistor, than the collector of the last stage, which
should ideally have no capacitance to ground.

An acceptable step response can be achieved by manipulating the values
of C;1,R:3,L;3. Since C;1 contributes to the capacitance at the base of the first
stage, C;1 is minimized. The final value of C/1 is 0.5 pF (about a half twist of
two wires, R;1 is 330 ohms, and L1 is about 0.1 uF (2 cm of wire). The ampli-
fier is sensitive to parasitic capacitance between the feedback resistor and the
first two stages. Thus, a grounded shield is placed between the 10 K resistor
and the first and second stages.

The expressions for the singularities for the first two stages are similar, as
described above. The base-collector capacitance of the third stage affects the
position of the poles considerably. The poles of the singularities of this stage
are as follows: the mid-band transresistance is —Rg,, with a zero@z =1/1,,
and a complex pole pair given by

2 1 1 R
LFC[: + RFCFtT + trtr R
L

‘PP

In addition, a large pole given approximately at

S S
p= LCrerln 4.92)

Shown in Figure 4.44 are the open-loop singularities in (a), the root locus
diagram in (b), and the closed-loop in (c). The two large poles can be ignored
without any significant difference. Similarly, for the root locus diagram,
the movement of the large poles is negligible, the pole and zero pair can be
ignored, and the movement of the remaining three poles can be calculated
by considering just these three poles as the open loop singularities.

4.8.5 Responses and Noise Measurements
4.8.5.1 Rise-Time and 3 dB Bandwidth

Based on the pole-zero patterns given in the previous section, the step
responses can be estimated and contrasted with the measured curve as
shown in Figure 4.45. The experimental set-up for the rise time measurement
is shown in Figure 4.46, in the electrical domain without using photodetec-
tor. An artificial current source is implemented using a series of resistors
with minimum stray capacitance. This testing in the electrical domain is
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Pole-zero patterns in the s-plane and their dynamics of (a) open loop, (b) root locus, and (c)
closed loop.

preferred over the optical technique, as the rise time of an electrical TDR is
sufficiently short so that it does not influence the measurement of the rise
time. If the optical method is used, the principal problem is that we must
be able to modulate the intensity of the lightwave with a very sharp step
function. This is not possible when the Mach—Zehnder intensity modulator
(MZIM) is used, as its transfer characteristics follow a square of a cosine
function. A very short pulse sequence laser such as mode-locked fiber laser
can be used. However, this is not employed in this work, as the bandwidth of
our amplifier is not very wide and the TDR measurement is sufficient to give
us reasonable value of the rise time.

The passband of the TIA is also confirmed with the measurement of the
frequency response by using a scattering parameter test set HP 85046A, the
scattering parameter S,, frequency response is measured, and the 3 dB pass-
band is confirmed at 190 MHz.
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FIGURE 4.46
Experimental setup for measurement of the rise time in the electrical domain using a time
domain reflectometer (TDR).

4.8.5.2 Noise Measurement and Suppression

Two pig-tailed PDs are used and mounted with back-to-back configuration
at the input of the transistor of stage 1. A spectrum analyzer is used to mea-
sure the noise of the amplifier shown in Figure 4.47. The background noise of
the analyzer is measured to be —88 dBm. The expected noise referred to the
input is 9.87 x 10 A2/Hz. When the amplifier is connected to the spectrum
analyzer this noise level is increased to -85 dBm, which indicates the noise
at the output of the amplifier is around —88 dBm.
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Experimental setup to measure excess noise impact and cancellation of a balanced receiver.
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Since this power is measured as 50 Q, using a spectral bandwidth of
300 kHz, the input current noise can be estimated as

2

_[di%V -
eq 2
Rt

26—1745A2
- 3x10°

107X50 _,qgs g2 _ Gik
(5)° af

493
=1.06 x 102 A*/Hz @)

Thus, the measured noise is very close to the expected value.

4.8.5.3 Requirement for Quantum Limit

The noise required for near quantum limit operation can be estimated. The
total shot noise referred to the input is

i7shot = (F1 + %2)‘EL‘2 4.94)

where R, , is the responsivity of the photodetectors 1 and 2, respectively. The
total excess noise referring to the input is
R —shot = (EKl + SK2)‘EL

? ; Z‘1‘%I—excess = 2‘79(‘” )(3{1 + E){2)2 ‘EL‘4 (495)

The excess noise from each detector is correlated so yis a function of fre-
quency, typically between 10* and 10'° A™. A receiver would operate within
1dB of the quantum limit if the shot noise is about 6 dB above the excess
noise and the amplifier noise. The amplifier noise power spectral density is
6.09 x 10™* A?/Hz. Assuming that a complete cancellation of the excess noise
can be achieved, the required LO power is given as

E.[* > 0.24mW = —6.2dBm (4.96)

2 -2
INT-shot > 4:1NTeq_>
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Since there is bound to be excess noise due imperfection of the balancing
of the two detectors, the power of the LO is expected to be slightly greater
than this value.

The output voltage of the amplifier can be monitored so noises contributed
by different processes can be measured. When the detectors are not illumi-
nated we have

0@ = Zik, 4.97)

where Z; is the transimpedance and v, is the output voltage of the amplifier.
It is known that incoherent white light is free from excess intensity noise, so
when the detectors are illuminated with white light sources we have

0 = Z (iReg + Rshor) (4.98)
When the LO is turned on, illuminating the detector pair, then

2 2 (+2 -2 -2
0y = ZT (lNeq + IN-shot T 1N—excess) (499)

4.8.5.4 Excess Noise Cancellation Technique

The presence of uncancelled excess noise can be shown by observing the
output voltage of the electronic preamplifier using a spectrum analyzer.
First, the detectors are illuminated with incoherent white light and measure
the output noise. Then the detectors are illuminated with the laser LO at a
power level equal to that of the white light source; thus the shot noise would
be at the same magnitude. Thus, the increase in the output noise will be due
to the uncancelled intensity noise. This, however, does not demonstrate the
cancellation of the LO intensity noise.

A well-known method for this cancellation is to bias the LO just above its
threshold [36]. This causes the relaxation resonance frequency to move over the
passband. Thus, when the outputs of the single or balanced receivers are com-
pared, the resonance peak is observed for the former case and not for the latter,
in which the peak is suppressed. Since the current is only in the nA scale in each
detector for an LO operating in the region near the threshold, the dominant
noise is that of the electronic amplifier. This method is thus not suitable here.
However, the relaxation resonance frequency is typically between 1 and 10 GHz.
A better method can be developed by modulating the LO with a sinusoidal
source and measuring the difference between single and dual photodetection
receivers. The modulation can be implemented at either one of the frequencies
to observe the cancellation of the noise peak power or by sweeping the LO over
the bandwidth of the amplifier so that the cancellation of the amplifier can be
measured. For fair comparison, the LO power would be twice that of the single
detector case, so the same received power of both cases can be almost identical,
and hence the SNR at the output of the amplifier can be derived and compared.
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4.8.5.5 Excess Noise Measurement

An indication of excess noise and its cancellation within 0-200 MHz fre-
quency range by the experimental set-up can be observed as shown in
Figure 4.47. A laser of 1305 nm wavelength is used with an output power of
—20 dBm, and is employed as the LO so that the dominant noise is that of the
electronic transimpedance preamplifier as explained above. The LO is inten-
sity-modulated by the sweep generator from the spectrum analyzer of 3 GHz
frequency range (Rhode Schwartz model). The noise-suppression pattern of
the same trend can be observed with suppression about every 28 MHz inter-
val over 200 MHz, the entire range of the TIA.

Figure 4.48 shows the noise spectral density for the case of single and
dual detectors. Note that the optical paths have different lengths. This path
difference is used for cancellation of the excess noise as described in Refs.
[40,41]. It can be shown that the optical delay line leads to a cancellation of
noise following a relationship of {1 — cos2afT)}, with T as the delay time of
the optical path of one of the fibers from the fiber coupler to the detector.
Hence, the maxima of the cancellation occur at f=m/T, where m is an inte-
ger. From Figure 4.47, we can deduce the optical path length as f=30 MHz
or T=31.7 ns; thus d = cT/n = 6.8 m with 1. (~1.51 at 1550 nm) is the effec-
tive refractive index of the guided mode in the fiber. The total length of the
fiber delay is equivalent to about 6.95 meters, in which the effective refrac-
tive index of the propagation mode is estimated to be 1.482 at the measured
wavelength. Thus, there is a small discrepancy, which can account for the
uncertainty of the exact value of the effective refractive index of the fiber.

Excess noise spectrum
-25 M * M H v H

Power (dBm)

Frequency (MHz)

FIGURE 4.48
Excess noise for single and dual detectors with noise cancellation using delay and filter at the
input port of the preamplifier.
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Using this method, Abbas et al. [34] achieved a cancellation of 3.5 dB, while
8 dB is obtained in our set-up. This discrepancy can be accounted for due to the
push pull operation of the photodetector pair which was tuned to be the same.

In our initial measurements we have observed some discrepancies due to
(i) unmatched properties of the photodetection of the balanced detector pair,
and (ii) the delay path has three extra optical connections and therefore more
loss, so even when there is no delay, the excess noise would not be completely
cancelled. Thus, at some stage the longer path was implemented with a tunable
optical delay path so as to match the delay path to the null frequency of the RF
wave to achieve cancellation of the excess noise. This noise cancellation can lead
to an improvement of 16 dB in the OSNR due to the dual-detector configuration
and thus an improvement of near 100 km length of standard single-mode fiber.

The noise cancellation is periodic following a relationship with respect
to the delay time T imposed by the optical path of the interferometer T as
(1 — cos2afT). The optical delay path difference is estimated by adjusting the
optical delay line, which is implemented by a fiber path resultant of a fiber
end to open air path and back to another fiber path via a pair of Selfoc lenses.

It is noted that the LO light source can be directly modulated (DD) with a
sweep sinusoidal signal derived from the electrical spectrum analyzer (ESA).
This light source has also been externally modulated using an MZIM band-
width much larger than that of the electronic amplifier (about 25 GHz). The
excess noise characteristics obtained using both types of sources are almost
identical. Furthermore, with the excess noise reduction of 8 dB and the sig-
nal power for the balanced receiver operating in a push-pull mode, then the
received electrical current would be double that of a single detector receiver.
That means a gain of 3 dB in the SNR by this balanced receiver.

4.8.6 Remarks

In this Appendix, we consider the design and implementation of a balanced
receiver using a dual-detector configuration and a BJT front end pre-amplifier.
In light of recent growing interests in coherent optical transmission systems
with electronic DSP [42,43], a noise-suppressed balanced receiver operating in
the multi-GHz bandwidth range would be essential. Noise cancellation using
optical delay line in one of the detection path leads to suppression of excess
noise in the receiver.

In this section, we demonstrate, as an example, by design analysis and
implementation, a discrete wideband optical amplifier with a bandwidth
of around 190 MHz and a total input noise-equivalent spectral density of
102A2/Hz. This agrees well with the predicted value using a noise model
analysis. It is shown that if sensible construction of the discrete amplifier,
minimizing the effects of stay capacitances and appropriate application of
compensation techniques, a bandwidth of 190 MHz can be easily obtained
for transistors with a few GHz transition frequencies. Further, by using an
optimum emitter current for the first stage and minimizing the biasing and
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feedback resistance and capacitance at the input, a low-noise amplifier with
an equivalent noise current of about 1.0 pA/ \/E is achieved. Furthermore,
the excess noise cancellation property of the receiver is found to give maxi-
mum SNR of 8 dB with a matching of the two photodetectors.

Although the bandwidth of the electronic amplifier reported here is only
190 MHz, which is about 1% of the 100 Gb/s target bit rate for modern optical
Ethernet, the bandwidth achieved by our amplifier has reached close to the
maximum region that can be achieved with discrete transistor stages and a
transition frequency of only 5 GHz. The amplifier configuration reported here
can be scaled up to a multi-GHz region for a 100 Gb/s receiver using integrated
electronic amplification devices without much difficulty. We thus believe
that the design procedures for determining the pole and zero patterns on the
s-plane and their dynamics for stability consideration are essential so that any
readers interested in their implementation using MMIC technology can use
them. Should the amplifier be implemented in the multi-GHz range, then the
microwave design technique employing noise Figure 4.2 method may be most
useful when incorporating the design methodology reported in this section.

4.8.7 Noise Equations

Refer to the small-signal and noise model given in Figures 4.49 and 4.50. The
spectral density of noises due to collector bias current I- and small-signal
transconductance g,, and base conductance gz generated in a BJT can be
expressed as

d

~

it = 4kpTgpdf ;di3 = 2q1.df + 2kTg,df

di5 = 2qlpdf + 2ksT(1 - an)g.df;and

~

diz = 2 shot noise of diodes and thermal noise of biasin g resistors

(4.100)

2
i .
Sq Noiseless

2
<lg> E ; E ; o amplifier
lNeq

FIGURE 4.49

Equivalent noise current at the input and noiseless amplifier model. ig,, is the quantum shot
noise, which is signal dependent; iﬁ,eq is the total equivalent noise current referred to the input
of the electronic amplifier.
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8Vpe

FIGURE 4.50

(a) Approximated noise-equivalent and small-signal model of a BJT front end. (b) Generalized
noise and small-signal model circuit. Note that 13 = 74 + 133 and C;=C, + C, where 73 is the
baseresistance, r,;is the diode resistance, C,is the PD capacitance, and C;is the input capacitance.

From nodal analysis of the small-signal-equivalent circuit given in Figure
4.50 we can obtain the relationship

Y, + g5 -8B 0 % ieq —in
—&s 88t Y1+ Yy =y || Va|=|in +ins (4.101)
0 8m — Yy Yr+y2 || Vs in2

Hence, V,,V,,V, canbe found by using Euler’s rule for the matrix relationship:

_As

. . Aoz . . Ass .
Va=—1 (zeq—zm)+f(zm+zN3)+f(zNz) (4.102)

and the noise currents as referred to the input are

2

d(i) = RO = w,Cry 4kTdf (4.103)
9B
(i) = (Y+y1+yf)+£(y1+yf)2‘ =‘ 1 ‘Zdﬁ
g5 Ve =8| |Yr -8l

(4.104)
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and

2
ar? = (w 27 +1) 2L g (4.105)

d(i7) =
9B brE

in which we have assumed that

wCr < g

C,r,
Co=Ci+Cg+Cr+—= ~C+C+C+—C+
0 F f bre " f Te Te (4106)

&

TE

with C, =Cg +Cy; Cp = Cip + —

The total noise spectral density referred to the input of the amplifier as
shown in Figures 4.49 and 4.50 are thus given as

-2 -2 -2 2
legq _ dllgq dlzgq dl3eq

= +
af? — dfr " df? o dfe

= 2k3T|: 1 b}: 1 +W2(2 + 1) + Co?’E - ZCS:;BC ZCZ Cer

bre 152} bre
(4.107)
Thence, the total noise power referring to the input is given as
2 2 b .
iNg = | dineg = a+ — +crg; with
3
0
2np3
a ~ 2ksT 89 B oy +Cts + - ) (21;) B°C2r22C, tt]
- (4.108)
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where the first term in each coefficient a, b, and ¢ is dominant for a bandwidth
of 190 MHz of the two transistor types, Phillip BFR90A and BFT24, under
considerations.

If the dependence of C; on I; is ignored, then Equation 4.108 becomes

2n3 4n5 2n3,2
2y = 2ksT 1B [ ] 1P B 2 BRTBCH |y 40
TE b 3 5 3

For the transistor BFR90A, the optimum emitter resistance is rg,,, =49 Q
and the total equivalent noise power referred to the input is 4.3 x 107¢ A?,
which is moderately high.

Clearly, the noise power is a cubic dependence on the bandwidth of the
amplifier. This is very critical for ultrawide band optical receiver. Thus, it is
very important to suppress the excess noise of the optical receiver due to the
quantum shot noise of the LO.
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5

Optical Phase Locking

5.1 Overview of Optical Phase Lock Loop

Coherent receivers offer far more efficient detection and sensitivity of optical
signals under various phase, amplitude, or frequency modulation scheme
techniques as compared to simple direct detection. The critical component
of a practical coherent receiver is the phase lock loop (PLL) in the optical
domain, the optical PLL (OPLL). The PLL has found widespread applica-
tions in the electrical domain. However, the OPLL has yet to reach maturity
due to its difficult setup and problems with stability. This chapter thus aims
to improve the performance of the OPLL with the development of a novel
FPGA-based loop filter, a digital phase locking state loop.

The OPLL and coherent optical reception are not recently demonstrated
for DSP-based receivers, but significant development and research related to
OPLL has been extensively conducted in the 1980s in the early days of single-
mode fiber optical communications. Much of this research was performed
aiming at the improvement of the receiver sensitivity, thereby increasing
transmission distances. However, limitations in laser technology at that
time limited the practical success of the OPLL. This can be coupled with the
erbium-doped fiber amplifier (EDFA) in the late 1980s and in the first decade
of this century that would provide simple and effective solutions to trans-
mission distances.

An early OPLL pioneered by Kazovsky lists the following four important
advantages of a coherent optical detection system [1]: (i) improved receiver
sensitivity by 10-20 dB with respect to intensity modulation/direct detection;
(ii) greatly enhanced frequency selectivity; (iii) conveniently tunable optical
receivers; and (iv) the possibility of using alternative modulation formats
such as FSK and PSK. Currently, when approaching the limit of what can be
“wrung” out of traditional ASK-based systems, it is the fourth point of the
list and the demand for installed systems and network management that has
seen a resurgence in interest in the OPLL as an efficient method of decoding
exotic modulation formats such as multilevel phase shift keying (M-ary PSK)
and remote locking of the local o