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CHAPTER 1

SEMICONDUCTOR ELECTRONICS

1.1 PHYSICS OF SEMICONDUCTOR MATERIALS
Band Model of Solids
Holes
Bond Model
Donors and Acceptors
Thermal Equilibrium Statistics

1.2 FREE CARRIERS IN SEMICONDUCTORS
Drift Velocity
Mobility and Scattering
Diffusion Current

1.3 DEVICE: HALL-EFFECT MAGNETIC SENSOR
Physics of the Hall Effect
Integrated Hall-Effect Magnetic Sensor

SUMMARY
PROBLEMS

From everyday experience we know that the electrical properties of
materials vary widely. If we measure the current / flowing through a bar of homoge-
neous material with uniform cross section when a voltage V is applied across it, we can
find its resistance R = V/I. The resistivity p—a basic electrical property of the material
comprising the bar—is related to the resistance of the bar by a geometric ratio

A
p=R I (1.1)
where L and A are the length and cross-sectional area of the sample.

The resistivities of common materials used in solid-state devices cover a wide
range. An example is the range of resistivities encountered at room temperature for the
materials used to fabricate typical silicon integrated circuits. Deposited metal strips,
made from very low-resistivity materials, connect elements of the integrated circuit;

aluminum and copper, which are most frequently used, have resistivities at room
temperature of about 10 ® -cm. On the other end of the resistivity scale are insulating
materials such as silicon dioxide, which serve to isolate portions of the integrated
circuit. The resistivity of silicon dioxide is about 10'¢ {}-cm—22 orders of magnitude
higher than that of aluminum. The resistivity of the plastics often used to encapsulate
integrated circuits can be as high as 10'® Q-cm. Thus, a typical integrated circuit can
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As more atoms are added to form a crystalline structure, the forces encountered by
each electron are altered further, and additional changes in the energy levels occur. Again,
the Pauli exclusion principle demands that each allowed electron energy level have a
slightly different energy so that many distinct, closely spaced energy levels characterize
the crystal. Each of the original quantized levels of the isolated atom is split many times,
and each resulting group of energy levels contains one level for each atom in the system.
When N atoms are included in the system, the original energy level E, splits into N dif-
ferent allowed levels, forming an energy band, which may contain at most 2N electrons
(because of spin degeneracy). In Figure 1.1b the splitting of two discrete allowed energy
levels of isolated atoms is indicated in a sketch that shows what the allowed energy levels
would be if the interatomic distances for a large assemblage of atoms could be varied con-
tinuously. Under such conditions, the discrete energies that characterize isolated atoms split
into multiple levels as the atomic spacing decreases. When the atomic spacing equals the
crystal-lattice spacing (indicated in Figure 1.15), regions of allowed energy levels are typ-
ically separated by a forbidden energy gap in which electrons cannot exist. An analogue
to atomic energy-level splitting exists in mechanical and electrical oscillating systems
which have discrete resonant frequencies when they are isolated, but multiple resonance
values when a number of similar systems interact.

Because the number of atoms in a crystal is generally large—of the order of 10%
cm “—and the total extent of the energy band is of the order of a few electron volts, the
separation between the N different energy levels within each band is much smaller than
the thermal energy possessed by an electron at room temperature (~1/40 eV), and the
electron can easily move between levels. Thus, we can speak of a continuous band of
allowed energies containing space for 2N electrons. This allowed band is bounded by
maximum and minimum energies, and it may be separated from adjacent allowed bands
by forbidden-energy gaps, as shown in Figure 1.2a, or it may overlap other bands. The
detailed behavior of the bands (whether they overlap or form gaps and, if so, the size of
the gaps) fundamentally determines the electronic properties of a given material. It is the
essential feature differentiating conductors, insulators, and semiconductors.

3

g2

FIGURE 1.2 Broadening of

allowed energy levels into allowed

energy bands separated by

forbidden-energy gaps as more

atoms influence each electron in a
I solid: (a) one-dimensional repre-
sentation; (b) two-dimensional
diagram in which energy is plotted
versus distance.
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Although each energy level of the original isolated atom splits into a band com-
posed of 2N levels, the range of allowed energies of each band can be different. The higher
energy bands generally span a wider energy range than do those at lower energies. The
cause for this difference can be seen by considering the Bohr radius r, associated with
the nth energy level:

n’e h? n?
= —— = - %X 0.0529 nm (1.1.2)
Zmmygq zZ

rﬂ

For higher energy levels (larger n) the electron is less tightly bound and can wander far-
ther from the atomic core. If the electron is less tightly confined, it comes closer to the
adjacent atoms and is more strongly influenced by them. This greater interaction causes
a larger change in the energy levels so that the wider energy bands correspond to the
higher energy electrons of the isolated atoms.

We represent the energy bands at the equilibrium spacing of the atoms by the one-
dimensional picture in Figure 1.2a. The highest allowed level in each band is separated by
an energy gap E, from the lowest allowed level in the next band. It is convenient to extend
the band diagram into a two-dimensional picture (Figure 1.2b) where the vertical axis still
represents the electron energy while the horizontal axis now represents position in the semi-
conductor crystal. This representation emphasizes that electrons in the bands are not asso-
ciated with any of the individual nuclei, but are confined only by the crystal boundaries.
This type of diagram is especially useful when we consider combining materials with dif-
ferent energy-band structures into semiconductor devices. In this brief discussion of the ba-
sis for energy bands in crystalline solids, we implicitly assumed that each atom is like its
neighbor in all respects including orientation; that is, we are considering perfect crystals.
In practice, a very high level of crystalline order, in which defects are measured in parts
per billion or less, is normal for device-quality semiconductor materials.

The formation of energy bands from discrete levels occurs whenever the atoms of
any element are brought together to form a solid. However, the different numbers of elec-
trons within the energy bands of different solids strongly influence their electrical prop-
erties. For example, consider first an alkali metal composed of N atoms, each with one
valence electron in the outer shell. When the atoms are brought close together, an energy
band forms from this energy level. In the simplest case this band has space for 2N elec-
trons. The N available electrons then fill the lower half of the energy band (Figure 1.3a),

L S S A A
//?//////////g//// 2N states
I, / No electrons
A1, s

2N
states

electrons

< 2N states
KLKE 2N electrons
0’:’::
(@) b

FIGURE 1.3 Energy-band diagrams: (a) N electrons filling half of the 2N allowed
states, as can occur in a metal. (b) A completely empty band separated by an
energy gap E, from a band whose 2N states are completely filled by 2NN electrons,
representative of an insulator.




6

CHAPTER 1 SEMICONDUCTOR ELECTRONICS

) ) —
J

(@) )

FIGURE 1.4 Electron motion in an allowed band is analogous to fluid motion in a
glass tube with sealed ends; the fluid can move in a half-filled tube just as electrons
can move in a metal.

and there are empty states just above the filled states. The electrons near the top of the
filled portion of the band can easily gain small amounts of energy from an applied electric
field and move into these empty states. In these states they behave almost as free elec-
trons and can be transported through the crystal by an externally applied electric field. In
general, metals are characterized by partially filled energy bands and are, therefore, highly
conductive.

Markedly different electrical behavior occurs in materials in which the valence
(outermost shell) electrons completely fill an allowed energy band and there is an en-
ergy gap to the next higher band. In this case, characteristic of insulators, the closest
allowed band above the filled band is completely empty at low temperatures as shown
in Figure 1.3b. The lowest-energy empty states are separated from the highest filled
states by the energy gap E,. In insulating material, E, is generally greater than 5 eV
(~8-9 eV for Si0,),* much larger than typical thermal or field-imparted energies
(tenths of an eV or less). In the idealization that we are considering, there are no elec-
trons close to empty allowed states and, therefore, no electrons can gain small ener-
gies from an externally applied field. Consequently, no electrons can carry an electric
currrent, and the material is an insulator.

An analogy may be helpful. Consider a horizontal glass tube with sealed ends rep-
resenting the allowed energy states and fluid in the tube representing the electrons in a
solid. In the case analogous to a metal, the tube is partially filled (Figure 1.4). When a
force (gravity in this case) is applied by tipping the tube, the fluid can easily move along
the tube. In the situation analogous to an insulator, the tube is completely filled with fluid
(Figure 1.5). When the filled tube is tipped, the fluid cannot flow because there is no
empty volume into which it can move; that is, there are no empty allowed states.

Both electrical insulators and semiconductors have similar band structures. The
electrical difference between insulators and semiconductors arises from the size of the
forbidden-energy gap and the ability to populate a nearly empty band by adding conductivity-
enhancing impurities to a semiconductor. In a semiconductor the energy gap separating
the highest band that is filled at absolute zero temperature from the lowest empty band
is typically of the order of 1 eV (silicon: 1.1 eV; germanium: 0.7 eV, gallium arsenide:
1.4 eV). In an impurity-free semiconductor the uppermost filled band is populated by
electrons that were the valence electrons of the isolated atoms; this band is known as the
valence band.

The band structure of a semiconductor is shown in Figure 1.6. At any tempera-
ture above absolute zero, the valence band is not entirely filled because a small num-
ber of electrons possess enough thermal energy to be excited across the forbidden gap

* Specifying band gaps in amorphous materials may cause anxiety to theorists, but short-range order in such
materials leads to effects that can be interpreted with the aid of an energy-band description.
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(a) (&)

FIGURE 1.5 No fluid motion can occur in a compiletely filled tube with sealed ends.

into the next allowed band. The smaller the energy gap and the higher the tempera-
ture, the greater the number of electrons that can jump between bands. The electrons
in the upper band can easily gain small amounts of energy and can respond to an ap-
plied electric field to produce a current. This band is called the conduction band be-
cause the electrons that populate it are conductors of electricity. The current density J
(current per unit area) flowing in the conduction band can be found by summing the
charge (—¢) times the net velocity (v;) of each electron populating the band. The sum-
mation is then taken over all electrons in the conduction band in a unit volume of the
material.

Jo="= D (—qv (1.1.3)

Since only a small number of electrons exist in this band, however, the current for a given
field is considerably less than that in a metal.

Holes

When electrons are excited into the conduction band, empty states are left in the va-
lence band. If an electric field is then applied, nearby electrons can respond to the field
by moving into these empty states to produce a current. This current can be expressed
by summing the motion of all electrons in the valence band of a unit volume of the
material.

Ty = 2 (—9)v; (1.1.4)

vh

Allowed

Conduction band states

U I A A
Z LTSS / y / // s / Ez' FlGURE 1.6 Energy-
___________________________ Eq band diagram for a
__________________ E, Forbidden semiconductor showing
band gap the lower edge of the
conduction band E,, a
——————————————————————— E, donor level E; within the
3 ? ¢ E, forbidden gap, the Fermi
KX D, < b
RRSRRREHLAKR Allowed level E, an acceptor level
Valence band states E,, and the top edge of

the valence band E,.
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Because there are many electrons in the valence band, but only a few empty states, it is
easier to describe the conduction resulting from electrons interacting with these empty
states than to describe the motion of all the electrons in the valence band. Mathematically,
we can describe the current in the valence band as the current that would flow if the band
were completely filled minus that associated with the missing electrons. Again, summing
over the populations per unit volume, we find

Jop = E(_‘I)Ui = E (—q)v; — 2 (—q)v (1.1.5)
vb Filled band Empty states

since no current can flow in a completely filled band (because no net energy can be im-

parted to the electrons populating it), the current in the valence band can be written as

Jp=0- 3 (-qv.= 2 qv (1.1.6)
Empty states Empty states

where the summation is over the empty states per unit volume. Equation 1.1.6 shows that
we can express the motion of charge in the valence band in terms of the vacant states by
treating the states as if they were particles with positive charge. These “particles” are
called holes; they can only be discussed in connection with the energy bands of a solid
and cannot exist in free space. Note that energy-band diagrams, such as those shown in
Figures 1.3 and 1.6, are drawn for electrons so that the energy of an electron increases as
we move upward toward the top of the diagram. However, because of its opposite charge,
the energy of a hole increases as we move downward on this same diagram.*

The concept of holes can be illustrated by continuing our analogy of fluids in glass
tubes. We start with two sealed tubes—one completely filled, and the other completely
empty (Figure 1.7a). When we apply a force by tipping the tubes, no motion can occur
(Figure 1.7b). If we transfer a small amount of fluid from the lower tube to the upper
tube (Figure 1.7¢), however, the fluid in the upper tube can move when the tube is tilted
(Figure 1.7d). This flow corresponds to electron conduction in the conduction band of
the solid. In the lower tube, a bubble is left because of the fluid we removed. This bub-
ble is analogous to holes in the valence band. It cannot exist outside of the nearly filled
tube, just as it is only useful to discuss holes in connection with a nearly filled valence
band. When the tube is tilted, the fluid in the tube moves downward but the bubble
moves in the opposite direction, as if it has a mass of opposite sign to that of the fluid.
Similarly the holes in the valence band move in a direction opposite to that of the elec-
trons, as if they had a charge of the opposite sign. Just as it is easier to describe the
motion of the small bubble than that of the large amount of fluid, it is easier to discuss
the motion of the few holes rather than the motion of the electrons, which nearly fill
the valence band.

Bond Model

The discussion of free holes and electrons in semiconductors can also be phrased in terms
of the behavior of completed and broken electronic bonds in a semiconductor crystal. This
viewpoint, which is often called the bond model, fails to account for important quantum-
mechanical constraints on the behavior of electrons in crystals, but it does illustrate several
useful qualitative concepts.

* As in Figure 1.6 we often simplify the energy-band diagram by showing only the upper bound of the
valence band (denoted by E,) and the lower bound of the conduction band (denoted by E,) because we are
primarily interested in states near these two levels and in the energy gap E, separating them.
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(c) (d)
FIGURE 1.7 Fluid analogy for a semiconductor. (a) and (b} No flow can occur in either the

completely filled or completely empty tube. (c) and (d) Fluid can move in both tubes if some of
it is transferred from the filled tube to the empty one, leaving unfilled volume in the lower tube.

To discuss the bond model, we consider the diamond-type crystal structure that is
common to silicon and germanium (Figure 1.8). In the diamond structure, each atom has
covalent bonds with its four nearest neighbors. There are two tightly bound electrons
associated with each bond—one from each atom. At absolute zero temperature, all elec-
trons are held in these bonds, and therefore none are free to move about the crystal in re-
sponse to an applied electric field. At higher temperatures, thermal energy breaks some
of the bonds and creates nearly free electrons, which can then contribute to the current
under the influence of an applied electric field. This current corresponds to the current
associated with the conduction band in the energy-band model.

After a bond is broken by thermal energy and the freed electron moves away, an
empty bond is left behind. An electron from an adjacent bond can then jump into the va-
cant bond, leaving a vacant bond behind. The vacant bond, therefore, moves in the op-
posite direction to the electrons. If a net motion is imparted to the electrons by an applied
field, the vacant bond can continue moving in the direction opposite to the electrons as if
it had a positive charge.* This vacant bond corresponds to the hole associated with the
valence band in the energy-band picture.

A crystal lattice with many similarities to the diamond structure is the zincblende
lattice which characterizes several important compound semiconductors composed of

* A positive charge is associated with the vacant bond because there are insufficient electrons in its vicinity to
balance the proton charges on the atomic nuclei.
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FIGURE 1.8 The diamond-crystal lattice characterized by four covalently bonded
atoms. The lattice constant, denoted by a,, is 0.356, 0.543 and 0.565 nm for dia-
mond, silicon, and germanium, respectively. Nearest neighbors are spaced (V3a,/4)
units apart. Of the 18 atoms shown in the figure, only 8 belong to the volume a,°.
Because the 8 corner atoms are each shared by 8 cubes, they contribute a total of

1 atom; the 6 face atoms are each shared by 2 cubes and thus contribute 3 atoms,
and there are 4 atoms inside the cube. The atomic density is therefore 8/a,°, which
corresponds to 17.7, 5.00, and 4.43 X 102 cm 3, respectively. (After W. Shockley:
Electrons and Holes in Semiconductors, Van Nostrand, Princeton, N.J., 1950.)

atoms in the third and fifth columns of the periodic table (called III-V semiconductors).
Some III-V semiconductors, particularly gallium arsenide (GaAs) and gallium phosphide
(GaP), have important device applications. Many properties of the elemental and com-
pound semiconductors are given in Table 1.3, which appears at the end of this chapter.
Table 1.3 also includes data for some insulating materials used in the manufacture of in-
tegrated circuits. A second table at the end of the chapter (Table 1.4) contains additional
properties of the most important semiconductor, silicon.

Donors and Acceptors

Thus far we have discussed a pure semiconductor material in which each electron excited
into the conduction band leaves a vacant state in the valence band. Consequently, the
number of negatively charged electrons n in the conduction band equals the number of
positively charged holes p in the valence band. Such a material is called an intrinsic
semiconductor, and the densities of electrons and holes in it (carriers cm™?) are usually
subscripted i (that is, n; and p;). However, the most important uses of semiconductors arise
from the interaction of adjacent semiconductor materials having differing densities of the
two types of charge carriers. We can achieve such a structure either by physically joining

1.1 PHYSICS OF SEMICONDUCTOR MATERIALS 11

two materials with different band gaps (as we will discuss in Sec. 4.2) or by varying the
number of carriers in one semiconductor material (as we consider here).

The most useful means for controlling the number of carriers in a semiconductor is
by incorporating substitutional impurities; that is, impurities that occupy lattice sites in
place of the atoms of the pure semiconductor. For example, if we replace one silicon atom
(four valence electrons) with an impurity atom from group V in the periodic table, such
as phosphorus (five valence electrons), then four of the valence electrons from the impu-
rity atom fill bonds between the impurity atom and the adjacent silicon atoms. The fifth
electron, however, is not covalently bonded to its neighbors; it is only weakly bound to
the impurity atom by the excess positive charge on the nucleus. Only a small amount of
energy is required to break this weak bond so its the fifth electron can wander about the
crystal and contribute to electrical conduction. Because the substitutional group V
impurities donate electrons to the silicon, they are known as donors.

In order to estimate the amount of energy needed to break the bond to a donor atom,
we consider the net Coulomb potential that the electron experiences because of the core
of its parent atom. We assume that the electron is attracted by the single net positive charge
of the impurity atom core weakened by the polarization effects of the background of silicon
atoms. The energy binding the electron to the core is then

Eo miqt  13.6 m}
8heled € my

¥

eV (1.1.7)

where ¢, is the relative permittivity of the semiconductor and m} is the effective mass of
the electron in the semiconductor conduction band. The use of an effective mass accounts
for the influence of the crystal lattice on the motion of an electron. For silicon with
€, = 11.7 and m¥ = 0.26 m, E = 0.03 eV, which is only about 3% of the silicon band-
gap energy (1.1 eV). (More detailed calculations and measurements indicate that the bind-
ing energy for typical donors is somewhat higher: 0.044 eV for phosphorus, 0.049 eV for
arsenic, and 0.039 eV for antimony.) The small binding energies make it much easier to
break the weak bond connecting the fifth electron to the donor than to break the silicon-
silicon bonds.

n-type Semiconductors. According to the energy-band model, it requires only a
small amount of energy to excite the electron from the donor atom into the conduction
band, while a much greater amount of energy is required to excite an electron from the
valence band to the conduction band. Therefore, we can represent the state corresponding
to the electron when bound to the donor atom by a level E; about 0.05 eV below the
bottom of the conduction band E, (Figure 1.6). The density of donors (atoms cm°) is
generally designated by N, Thermal energy at temperatures greater than about 150 K
is generally sufficient to excite electrons from the donor atoms into the conduction band.
Once the electron is excited into the conduction band, a fixed, positively charged atom
core is left behind in the crystal lattice. The allowed energy state provided by a donor
(donor level) is, therefore, neutral when occupied by an electron and positively charged
when empty.*

If most impurities are of the donor type, the number of electrons in the conduction
band is much greater than the number of holes in the valence band. Electrons are then
called the majority carriers, and holes are called the minority carriers. The material is
said to be an n-type semiconductor because most of the current is carried by the negatively
charged electrons. A graph showing the conduction electron concentration versus temperature

* Other fields of study, such as chemistry, define a donor differently, possibly leading to some confusion.
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FIGURE 1.9 Electron
concentration versus
temperature for two
n-type doped semicon-
ductors: (a) Silicon
doped with 1.15 x 10%¢
arsenic atoms cm~3[1],
. : A | -r” ! (b) Germanium doped
100 200 300 400 500 600 700 with 7.5 X '|()15 arsenic

T (K) atoms cm™3[2].
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for silicon and germanium is sketched in Figure 1.9. Because the hole density is at most
equal to n,, this figure shows clearly that electrons are far more numerous than holes when
the temperature is in the range sufficient to ionize the donor atoms (about 150 K) but not
adequate to free many electrons from silicon-silicon bonds (about 600 K).

p-type Semiconductors. In an analogous manner, an impurity atom with three
valence electrons, such as boron, can replace a silicon atom in the lattice. The three
electrons fill three of the four covalent silicon bonds, leaving one bond vacant. If an-
other electron moves to fill this vacant bond from a nearby bond, the vacant bond is
moved, carrying with it positive charge and contributing to hole conduction. Just as a
small amount of energy was necessary to initiate the conduction process in the case of
a donor atom, only a small amount of energy is needed to excite an electron from the
valence band into the vacant bond caused by the trivalent impurity. This energy is repre-
sented by an energy level E, slightly above the top of the valence band E, (Figure 1.6).
An impurity that contributes to hole conduction is called an acceptor impurity because
it leads to vacant bonds, which easily accept electrons. The acceptor concentration
(atoms cm?) is denoted as N,. If most of the impurities in the solid are acceptors, the
material is called a p-type semiconductor because most of the conduction is carried by
positively charged holes. An acceptor level is neutral when empty and negatively charged
when occupied by an electron.

Semiconductors in which conduction results primarily from carriers contributed by
impurity atoms are said to be extrinsic. The donor and acceptor impurity atoms, which
are intentionally introduced to change the charge-carrier concentration, are called dopant
atoms.

In compound semiconductors, such as gallium arsenide, certain group IV impurities
can be substituted for either element. Thus, silicon incorporated as an impurity in gallium
arsenide contributes holes when it substitutes for arsenic and contributes electrons when it
substitutes for gallium. This amphoteric doping behavior can be difficult to control and is
not found for all group IV impurities; for example, the group IV element tin is incorporated
almost exclusively in place of gallium in gallium arsenide and is therefore a useful n-type
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dopant. Impurities from group VI that substitute for arsenic, such as tellurium, selenium, or
sulfur, are also used to obtain n-type gallium arsenide, whereas group II elements like zinc
or cadmium have been used extensively to obtain p-type material.

Other impurity atoms or crystalline defects may provide energy states in which elec-
trons are tightly bound so that it takes appreciable energy to excite an electron from a
bound state to the conduction band. Such deep donors may be represented by energy levels
well below the conduction-band edge in contrast to the shallow donors previously dis-
cussed, which had energy levels only a few times the thermal energy kT below the con-
duction-band edge. Similarly, deep acceptors are located well above the valence-band
edge. Because deep levels are not always related to impurity atoms in the same straight-
forward manner as shallow donors and acceptors, the distinction between the terms donor
and acceptor is made on the basis of the possible charge states the level can take. A deep
level is called a donor if it is neutral when occupied by an electron and positively charged
when empty, while a deep acceptor is neutral when empty and negative when occupied
by an electron.

Compensation. The intentional doping of silicon with shallow donor impurities, to
make it n-type, or with shallow acceptor impurities, to make it p-type, is the most impor-
tant processing step in the fabrication of silicon devices. An especially useful feature of
the doping process is that one may compensate a doped silicon crystal (for example an n-
type sample) by subsequently adding the opposite type of dopant impurity (a p-type dopant
in this example). Reference to Figure 1.6 helps to clarify the process. In Figure 1.6 donor
atoms add allowed energy states to the energy-band diagram at E,, close to the conduction-
band energy E,, whereas acceptor atoms add allowed energy states at E,, close to the va-
lence-band energy E,. At typically useful temperatures for silicon devices, each donor atom
has lost an electron and each acceptor atom has gained an electron. Because the acceptor
atoms provide states at lower energies than those either in the conduction band or at the
donor levels, the electrons from the donor levels transfer (or “fall”) to the lower-energy
acceptor sites as long as any of these remain unfilled. Hence, in a doped semiconductor,
the effective dopant concentration is equal to the magnitude of the difference between the
donor and acceptor concentrations [N, — N,; the semiconductor is n-type if N, exceeds N,
and p-type if N, exceeds N, Although in theory one can achieve a zero effective dopant
density through compensation (with N, = N,), such exact control of the dopant concen-
trations is technically impractical. As we will see in Chapter 2 (where technology is dis-
cussed), compensation doping usually involves adding a dopant density that is about an
order-of-magnitude higher than the density of dopant that is initially present.

EXAMPLE Donors and Acceptors

A silicon crystal is known to contain 10~ atomic percent of arsenic (As) as an impurity. It then
receives a uniform doping of 3 X 10'® cm ™ phosphorus (P) atoms and a subsequent uniform dop-
ing of 10'® cm * boron (B) atoms. A thermal annealing treatment then completely activates all
impurities.

(a) What is the conductivity type of this silicon sample?

(b) What is the density of the majority carriers?

Solution Arsenic is a group V impurity, and acts as a donor. Because silicon has 5 X 10?? atoms
cm™? (Table 1.3), 10™* atomic percent implies that the silicon is doped to a concentration of

5% 102 x 107° = 5 X 10'° As atoms cm™?
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The added doping of 3 X 10'® P atoms cm™ increases the donor doping of the crystal to 8 X
10" cm ™3,

Additional doping by B (a group III impurity) converts the silicon from n-type to p-type
because the density of acceptors now exceeds the density of donors. The net acceptor density is,
however, less than the density of B atoms owing to the donor compensation.

(a) Hence, the silicon is p-type.
(b) The density of holes is equal to the net dopant density:

p = N.(B) — [Ny(As) + Ny(P)]
= 10" — [5 X 10' + 3 X 10'¢]
=92 X% 107cm™? n

Thermal-Equilibrium Statistics

Before proceeding to a more detailed discussion of electrical conduction in a semicon-
ductor, we consider three additional concepts: first, the concept of thermal equilibrium;
second, the relationship at thermal equilibrium between the majority- and minority-carrier
concentrations in a semiconductor; and third, the use of Fermi statistics and the Fermi
level to specify the carrier concentrations.

Thermal Equilibrium. We saw that free-carrier densities in semiconductors are
related to the populations of allowed states in the conduction and valence bands. The
densities depend upon the net energy in the semiconductor. This energy is stored in crystal-
lattice vibrations (phonons) as well as in the electrons. Although a semiconductor crystal
can be excited by external sources of energy such as incident photoelectric radiation, many
situations exist where the total energy is a function only of the crystal temperature. In this
case the semiconductor spontaneously (but not instantaneously) reaches a state known as
thermal equilibrium. Thermal equilibrium is a dynamic situation in which every process
is balanced by its inverse process. For example, at thermal equilibrium, if electrons are
being excited from a lower energy E, to a higher energy E,, then there must be equal
transfer of electrons from the states at E, to those at E,. Likewise, if energy is being trans-
ferred into the electron population from the crystal vibrations (phonons), then at thermal
equilibrium an equal flow of energy is occurring in the opposite direction. A useful thought
picture for thermal equilibrium is that a moving picture taken of any event can be run ei-
ther backward or forward without the viewer being able to detect any difference. In the
following we consider some properties of hole and electron populations in semiconductors
at thermal equilibrium.

Mass-Action Law. At most temperatures of interest to us, there is sufficient ther-
mal energy to excite some electrons from the valence band to the conduction band. A
dynamic equilibrium exists in which some electrons are constantly being excited into
the conduction band while others are losing energy and falling back across the energy
gap to the valence band. The excitation of an electron from the valence band to the con-
duction band corresponds to the generation of a hole and an electron, while an electron
falling back across the gap corresponds to electron-hole recombination because it an-
nihilates both carriers. The generation rate of electron-hole pairs G depends on the tem-
perature T but is, to first order, independent of the number of carriers already present.
We therefore write

G = f(T) (1.1.8)
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where fi(T) is a function determined by crystal physics and temperature. The rate of re-
combination R, on the other hand, depends on the concentration of electrons » in the con-
duction band and also on the concentration of holes p (empty states) in the valence band,
because both species must interact for recombination to occur. We therefore represent the
recombination rate as a product of these concentrations as well as other factors that are
included in f5(T):

R = npfs(T) (1.1.9)

At equilibrium the generation rate must equal the recombination rate. Equating G and R
in Equations 1.1.8 and 1.1.9, we have

npf(T) = fi(T)

or
_A(T)
AT)

Equation 1.1.10 expresses the important result that at thermal equilibrium the product of
the hole and electron densities in a given semiconductor is a function only of temperature.

In an intrinsic (i.e., undoped) semiconductor all carriers result from excitation
across the forbidden gap. Consequently, n = p = n,, where the subscript i reminds us
that we are dealing with intrinsic material. Applying Equation 1.1.10 to intrinsic material,
we have

np = f(T) (1.1.10)

np; = n; = fi(T) (1.1.11)

The intrinsic carrier concentration depends on temperature because thermal energy is the
source of carrier excitation across the forbidden energy gap. The intrinsic concentration
is also a function of the size of the energy gap because fewer electrons can be excited
across a larger gap. We will soon be able to show that under most conditions n? is given
by the expression

n? = N.N, exp(k—T‘“> (1.1.12)
where N, and N, are related to the density of allowed states near the edges of the con-
duction band and valence band, respectively. Although N, and N, vary somewhat with
temperature, n; is much more temperature dependent because of the exponential term in
Equation 1.1.12. For silicon with E, = 1.1 eV, »; doubles for every 8°C increase in tem-
perature near room temperature. Because the intrinsic carrier concentration #; is constant
for a given semiconductor at a fixed temperature, it is useful to replace f;(T) by n? in
Equation 1.1.10. Therefore the relation

np = n? (1.1.13)

holds for both extrinsic and intrinsic semiconductors; it shows that increasing the num-
ber of electrons in a sample by adding donors causes the hole concentration to decrease
so that the product np remains constant. This result, often called the mass-action law, has
its counterpart in the behavior of interacting chemical species, such as the concentrations
of hydrogen and hydroxyl ions (H™ and OH ") in acidic or basic solutions. As we see from
our derivation, the law of mass action is a straightforward consequence of equating
generation and recombination, that is, of thermal equilibrium.

In the neutral regions of a semiconductor (i.e., regions free of field gradients), the
number of positive charges must be exactly balanced by the number of negative charges.
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Positive charges exist on ionized donor atoms and on holes, while negative charges are
associated with ionized acceptors and electrons.* If there is charge neutrality in a region
where all dopant atoms are ionized,

N,+p=N,+n (1.1.14)

Rewriting Equation 1.1.14 and using the mass-action law (Equation 1.1.13), we obtain the
expression

n——=N,~-N, (1.1.15)

which may be solved for the electron concentration n:

Nd B Na Nd - Nu : 2 i/2
n=—ted (S (1.1.16)

In an n-type semiconductor N, > N,. From Equation 1.1.16 we see that the electron den-
sity depends on the net excess of ionized donors over acceptors. Thus, as we saw in the
previous example, a piece of p-type material containing N, acceptors can be converted
into n-type material by adding an excess of donors so that N, > N,. In Chapter 2 we will
see how this conversion is carried out in fabricating silicon integrated circuits.

For silicon at room temperature, n; is 1.45 X 10'° cm ™ while the net donor density
in n-type silicon is typically about 10" cm™ or greater: Hence (N, — N,) >> n; and Equa-
tion 1.1.16 reduces to n = (N; — N,). Consequently, from Equation 1.1.13,

= (1.1.17)
n Nd - Na

Thus, for N, — N, = 10% cm ™ we have p = 2 X 10° cm 3, and the minority-carrier con-
centration is nearly 10 orders of magnitude below the majority-carrier population. In gen-
eral, the concentration of one type of carrier is many orders of magnitude greater than
that of the other in extrinsic semiconductors.

Fermi Level. The numbers of free carriers (electrons and holes) in any macroscopic
piece of semiconductor are relatively large—usually large enough to allow use of the
laws of statistical mechanics to determine physical properties.** One important prop-
erty of electrons in crystals is their distribution at thermal equilibrium among the al-
lowed energy states. Basic considerations of ways to populate allowed energy states
with particles subject to the Pauli exclusion principle leads to an energy distribution
function for electrons that is called the Fermi-Dirac distribution function. It is denoted
by fp(E) and has the form

1
1+ exp[(E — E)/kT)

fo(E) (1.1.18)
where E; is a reference energy called the Fermi energy or Fermi level. From Equation
1.1.18, we see that f,(E;) always equals 1. The Fermi-Dirac distribution function, often

* When we speak of electrons in our discussion of devices in subsequent chapters, we generally refer to
electrons in the conduction band; exceptions are explicitly noted. The term holes always denotes vacant states
in the valence band.

** However, in some devices made with submicrometer dimensions, the number of dopant atoms in the active
regions is so small that statistical fluctuations in the number of dopant atoms can affect device characteristics.
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called simply the Fermi function, describes the probability that a state at energy E is
filled by an electron. As shown in Figure 1.10a, the Fermi function approaches unity at
energies much lower than E, indicating that the lower energy states are mostly filled.
It is very small at higher energies, indicating that few electrons are found in high-energy
states at thermal equilibrium—in agreement with physical intuition. At absolute zero
temperature all allowed states below E, are filled and all states above it are empty. At
finite temperatures, the Fermi function does not change so abruptly; there is a small
probability that some states above the Fermi level are occupied and some states below
it are empty.

The Fermi function represents only a probability of occupancy. It does not contain
any information about the states available for occupancy and, therefore, cannot by itself
specify the electron population at a given energy. Applying quantum physics to a given
system provides information about the density of available states as a function of energy.
We denote this function by g(E). A sketch of g(E) for an intrinsic semiconductor is shown
in Figure 1.10b. It is zero in the forbidden gap (E, > E > E,), but it rises sharply within
both the valence band (E < E,) and the conduction band (E > E.). The actual distribu-
tion of electrons as a function of energy can be found from the product of the density of
allowed states g(E) within a small energy interval dE and the probability f,,(E) that these
states are filled. The total density of electrons in the conduction band can be obtained by
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multiplying the density-of-states function g(E) in the conduction band by the Fermi func-
tion and integrating over the conduction band:

n= J fo(E)3(E) dE (1.1.19)
cb

Similarly, the density of holes in the valence band is found by multiplying the density-of-
states function in the valence band by the probability [1 — f,(E)] that these states are
empty and integrating over the valence band.

In n-type material that is not too highly doped, only a small fraction of the allowed
states in the conduction band are filled. The Fermi function in the conduction band is very
small, and the Fermi level is well below the bottom of the conduction band. Then
(E. — Ep) >> kT, and the Fermi function given by Equation 1.1.18 reduces to the mathe-
matically simpler Maxwell-Boltzmann distribution function:

—(E - Ef)}

1.1.20
T ( )

fu(E) = exp{
This thermal-equilibrium distribution function can also be derived independently by omit-
ting the limitations imposed by the Pauli exclusion principle; that is, the Boltzmann
function applies to the case that any number of electrons can exist in an allowed state. At
energies well above the Fermi level, the fraction of available states that are occupied is
so small that the exclusion-principle limitation has no practical effect, and Maxwell-
Boltzmann statistics are applicable.
Using Equation 1.1.20 in the integration described in Equation 1.1.19 and making
several approximations, we express the carrier concentration in the conduction band in
terms of the Fermi level by

E —E
(—iﬂ (1.1.21)

n=N, exp[— T

Similarly, in moderately doped p-type material, the Fermi level is significantly above the
top of the valence band, and

E —E,
(—f—l} (1.1.22)

:N —

where (E, — E) is the energy between the bottom edge of the conduction band and the
Fermi level, and (E; — E,) is the energy separation from the Fermi level to the top of the
valence band. The quantities N, and N, called the effective densities of states at the con-
duction- and valence-band edges, respectively, are given by the expressions

2mm¥kT\*?
N.=2 T (1.1.23)
and
2ampkT /2
N, =2 T— (1.1.24)

where m} and m¥ are the effective masses of electrons and holes. These effective masses
are related to m* as introduced in Equation 1.1.7 but differ somewhat from it because of the
details of the energy band structure. As we see from Equations 1.1.21 and 1.1.22, the quan-
tities N, and N, effectively concentrate all of the distributed conduction- and valence-band
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states at E. and E,. They can be used to calculate thermal-equilibrium densities whenever
the Fermi level is a few kT or more removed from a band edge.

Except for slight differences in the values of m*, all terms in Equations 1.1.23 and
1.1.24 are equal so that N. == N,. Hence, in an n-doped material for which n >> p,
(E, — E) < (E; — E,); this means that the Fermi level is much closer to the conduction
band than it is to the valence band. Similarly, the Fermi level is nearer the valence band
than the conduction band in a p-type semiconductor.

In an intrinsic semiconductor n = p. Therefore, (E, — E) = (E; — E,) and the Fermi
level is nearly at the middle of the forbidden gap [E; = (E, + E,)/2]. We denote this int-
rinsic Fermi level by the symbol E,. Just as the quantity n; is useful in relating the carrier
concentrations even in an extrinsic semiconductor (Equation 1.1.13), E; is frequently used
as a reference level when discussing extrinsic semiconductors. In particular, because

~(E, - E) (B~ E) }

1.1.25
kT kT ( )

n;, = N, exp[ } =N, exp{
the expressions for the carrier concentrations # and p in an extrinsic semiconductor (Equa-
tions 1.1.21 and 1.1.22) can be rewritten in terms of the intrinsic carrier concentration and

the intrinsic Fermi level:

- 5]

1.1.26
T ( )

n=n exp{

and

E —E
= f)} (1.1.27)

Thus, the energy separation from the Fermi level to the intrinsic Fermi level is a measure
of the departure of the semiconductor from intrinsic material. Because E; is above E, in
an n-type semiconductor, n > n; > p, as we found before.

When the semiconductor contains a large dopant concentration [N, — N.or N, — N,
(~10" ¢cm* for Si)], we can no longer ignore the limitations imposed by the Pauli ex-
clusion principle. That is, the Fermi-Dirac distribution cannot be approximated by the
Maxwell-Boltzmann distribution function. Equations 1.1.21-22 and 1.1.26-27 are no
longer valid, and more exact expressions must be used or the limited validity of the
simplified expressions must be realized. Very highly doped semiconductors (N, = N, or
N, = N,) are called degenerate semiconductors because the Fermi level is within the
conduction or valence band. Therefore, allowed states for electrons exist very near the
Fermi level, just as is the case in metals. Consequently, many of the electronic properties
of very highly doped semiconductors degenerate into those of metals.

EXAMPLE Thermal-Equilibrium Statistics

Find the equilibrium electron and hole concentrations and the location of the Fermi level (with re-
spect to the intrinsic Fermi level E)) in silicon at 300 K if the silicon contains 8 X 10'® cm™? arsenic
(As) atoms and 2 X 10'° cm ™ boron (B) atoms.

Solution Because the donor (As) density exceeds the acceptor (B) density, the crystal is n-type.
The net doping concentration is the difference between the donor dopant density (8 X 10'®) and the
acceptor dopant density (2 X 10'%) and is 6 X 10'® cm 3.

The electron density equals the net dopant concentration.

n=6x10%cm™?
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The hole density is (from Equation 1.1.13)

n;
p="=35%x10cm”’

From Equation 1.1.26,
E; — E; = kT In(n/n,)
= 0.0258 In(6 X 10'6/1.45 X 10'"
=0.393 eV

Note that the Fermi level can be specified with respect to the conduction band by using Equa-
tion 1.1.21:

E, — E; = kTn(N,/n)
= 0.0258 In(2.8 X 10'°/6 X 10'°)
=0.159 eV

The sum of these two energies is 0.55 eV, half the bandgap energy of Si.

10159 E.
______________________________________________ E
10.393 4
e e e e — ———— E‘_ .

Inhomogeneously Doped Semiconductors. At thermal equilibrium, electrons
are distributed in energy according to the Fermi-Dirac distribution function, which at a given
temperature is determined by the Fermi energy (Equation 1.1.18). The Fermi energy,
furthermore, must have the same value throughout a system to assure the detailed balance
required at thermal equilibrium for electron transfers. This very important requirement is
discussed more fully in Secs. 3.1 and 4.1; at this point we consider the effect on the semi-
conductor energy-band structure of the constancy of the Fermi level throughout a system.

As we found in the example, the Fermi energy is in the middle of the forbidden en-
ergy gap in an undoped (intrinsic) semiconductor. For extrinsic (doped) semiconductors,
the Fermi level is closer to one of the bands [to the conduction band in a semiconductor
doped with donors (n-type material) and to the valence band in a semiconductor doped
with acceptors (p-type material)].

Drawing the energy-band diagram for a piece of semiconductor with nonuniform dop-
ing illustrates some useful concepts. Consider, for example, silicon in which the doping in
the region x < a is N, donors cm . At x = a the doping decreases abruptly to N, donors
cm 3, as shown in Figure 1.11a. When the two regions of the semiconductor are in intimate
contact, the entire piece of semiconductor corresponds to a single system of states. An energy-
band diagram for this crystal can be drawn by noting first that the Fermi level must be con-
stant at thermal equilibrium and then drawing the conduction and valence band edges around
the Fermi level by using other constraints. In the present case we know that the silicon doping
establishes the electron concentrations far from the interface at x = a. In the region x << a
n = N,, and for x > a, n = N,,. The electron density changes between these two values
over a small region near the interface plane at x = a.

We sketch an energy-band diagram for this inhomogeneously doped system in
Figure 1.11b. As described above, we start constructing this diagram by first drawing a
constant horizontal line to represent the constant Fermi level. Away from the interface,
we can then locate the conduction-band edge in each region where the electron density
is equal to the donor density. The energy interval between the Fermi level and the

——_——T———
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FIGURE 1.11 (a) Dopant density in a silicon crystal. (b) Band diagram at thermal
equilibrium for an n-type semiconductor having doping N;, for 0 < x < a and N, for
x> a where (N, > Ny,).

conduction-band edge is calculated using Equation 1.1.26 to find E, — E; at each end. We
then draw a smooth transition through the interface plane at x = a to connect the two end
regions. The detailed variation of the band edges in the transition region will be discussed
in detail in Chapter 4 after further physical theory is developed. Because the energy gap
is constant throughout the piece of semiconductor, we can draw the valence-band edge
parallel to the conduction-band edge.

As we see in Figure 1.115, the conduction and valence band edges in the silicon are
not constant along x, but rather move to higher energies when the donor density decreases.
The energy difference between the conduction and the valence band (the forbidden-gap
energy) is a property of the silicon lattice that is not changed by lightly or moderately
doping the crystal. (The case of heavy doping is considered later in this section.) The in-
crease in energies associated with the silicon band edges represents an increased poten-
tial energy for electrons in the less heavily doped region*. We will return to consider this
and other points about Figure 1.115 in Chapter 4. For the present, our emphasis is on the
constancy of the Fermi level and on the use of the thermal-equilibrium principle to
construct the energy-band diagram shown in Figure 1.115.

Quasi-Fermi Levels.! We have already found the Fermi level to be a useful concept
to explain the behavior of semiconducting materials; we will see many further applica-
tions as we extend our discussion to devices. The Fermi level arises from the statistics of
an ensemble of electrons at thermal equilibrium, and in fact only for thermal equilibrium
is there a fundamental physical definition for the Fermi energy. Often, however, thermal
equilibrium is disturbed by excitation such as incident radiation or the application of bias
to pn junctions. To analyze these nonequilibrium cases, it is useful to introduce two re-
lated parameters called quasi-Fermi levels.**

We define the quasi-Fermi levels in a manner that preserves the relationship between
the intrinsic-carrier density and the electron and hole densities as expressed for thermal
equilibrium in Equations 1.1.26 and 1.1.27. Under nonequilibrium conditions similar

* Dopants for electrons provide localized positive charges that are attached to donor-atom sites. Higher densi-
ties of donors (and hence of positively charged ions) in a region tend to attract electrons to that region and,
therefore, lower the potential energy of an electron.

** Some authors also use the term Imref, which can be taken to mean “imaginary reference” as well as being
Fermi spelled backwards, instead of quasi-Fermi level.
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equations can only be written if two different quasi-Fermi levels are defined, one for elec-
trons and one for holes.

107

4

These conditions are met if we define the quasi-Fermi level for electrons Ej, (and
its corresponding quasi-Fermi potential ¢, = —E;,/¢), and the quasi-Fermi level for holes
Ej, (and corresponding potential ¢, = —E/q), by

kT
E;, = E; + kTln(n/n) and ¢y = &5 — . In(n/n;) (1.1.28)
and

kT
E, = E;— kTIn(p/n;) and ¢, = ¢; + ;ln(p/n,-) (1.1.29)

where ¢; is the potential associated with E; and ¢; = —E,;/q. Under nonequilibrium condi-
tions, the np product is not equal to the thermal equilibrium value 77 but is a function of the
separation of the two quasi-Fermi levels. From Equations 1.1.28 and 1.1.29, we can derive

np = n? exp[(Ey, — Ej,)/kT] (1.1.30)

The separation between the two quasi-Fermi levels is, therefore, a measure of the deviation
from thermal equilibrium of the semiconductor free-carrier populations, and is identically
zero at thermal equilibrium.

The concept of quasi-Fermi levels is especially useful when considerating photo-
conduction, in which excess electrons and holes are generated by light. In general, it is
helpful to use quasi-Fermi levels to discuss generation and recombination, as we will see
in more detail in Chapter 5.

Photoconduction' The covalent bonds holding electrons at atomic sites in the lat-
tice can be broken by incident radiant energy (photons) if the photon energy is sufficient.
When the bonds are broken, both the freed electrons and the vacant bonds left behind are
able to move through the semiconductor crystal and act as current carriers. In terms of
the energy-band picture this process of free-carrier production, called photogeneration, is
equivalent to exciting electrons from the valence band into the conduction band, leaving
free holes behind. The required photon energy for photogeneration is thus at least equal
to the bandgap energy, and the number of holes created equals the number of generated
electrons. The band gap in silicon (1.1 eV) is energetically equivalent to photons in the
far infrared portion of the electromagnetic spectrum (1.1 wm wavelength).

The radiation incident on the semiconductor surface is absorbed as it penetrates into
the crystal lattice. The amount of energy Al absorbed in each small increment of length
Ax along the path of the radiation is described by an absorption coefficient a:

Al = I(x) — I(x + Ax) = I(x) X alAx (1.1.31)

where I(x) is the energy reaching the position x. Treating Ax as an infinitesimal quantity,
Equation 1.1.31 can be rewritten as a differential equation whose solution is

I(x) = Iyexp(—ax) (1.1.32)

where I, is the energy that enters the solid at x = 0.
The absorption coefficient is typically a strong function of photon energy, as
can be seen in the plot of @ versus wavelength (and photon energy)* for silicon shown

* Electromagnetic wavelength A is related to photon energy E by the equation A = hc/E, where hc is the product
of Planck’s constant and the speed of light. For A in pum, and E in eV, the conversion equation is A = 1.24/E.
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FIGURE 1.12 Absorption coefficient of light in silicon.

in Figure 1.12. High-energy ultraviolet (UV) light is absorbed with a characteristic length
(equal to ') that is less than 10 nm, while light of 1 wm wavelength (in free space) is
not efficiently absorbed and penetrates about 100 wm into silicon before decaying appre-
ciably. Absorption of photons having energies greater than the bandgap is almost entirely
due to the generation of holes and electrons. The specific shape of the light-absorption
curve is related to the details of the energy-band picture for silicon, but a full discussion
of this important topic is better reserved for a fundamental course in solid-state physics.

‘When photogeneration occurs in silicon, the incident radiation supplies energy which
adds to the thermal energy of the crystal. Hence, the silicon is not at thermal equilibrium,
and quasi-Fermi levels are appropriate measures for the free-carrier densities.
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EXAMPLE Photogeneration and Quasi-Fermi Levels
A silicon wafer is doped with 10'* cm™* donor atoms.
(a) Find the electron and hole concentrations and the location of the Fermi level with respect to
the intrinsic Fermi level.

(b) Light irradiating the wafer leads to a steady-state photogenerated density of electrons and
holes equal to 10'? cm™3, We assume that the wafer is thin compared to the absorption depth
for the light so that the free carriers are generated uniformly throughout its volume. Find the
overall electron and hole concentrations in the wafer and calculate the positions of the quasi-
Fermi levels for the two carrier types.

(c) Repeat the calculations of (b) under the condition that the light intensity is increased so that
the photogeneration produces 10'® cm ™ electron-hole pairs.

Solution

(a n=N,=10%cm™*
"
p=;=2.1 X 10°cm™

E; — E; = kT In(n/n;) = 0.29 eV
(b) n=10"+ 10" = 10¥cm *
p=21X10+ 102 = 10 cm™
E, — E = kTIn(n/n) = 029 eV
E, — E, = kTIn(p/n) = 0.11 eV
(¢ n=10"+10"% = 10"¥cm™>
p=21x10"+ 10" = 10" cm™*
E; — E; = kTIn(n/n;) = 047 eV
E, — E;, = kTn(p/n) = 0.47 eV

In part (b), photogeneration is shown to change the minority-carrier concentration by seven
orders of magnitude without causing any appreciable variation in the majority-carrier density. Conse-
quently, the electron quasi-Fermi level is close to the thermal-equilibrium Fermi level, but the hole
quasi-Fermi level is displaced by 0.40 eV. When the light intensity increases as in part (c), both the hole
and electron densities are affected, and both quasi-Fermi levels are strongly displaced from the thermal-
equilibrium position. The two carrier densities in this case are nearly equal, as in an intrinsic semi-
conductor at high temperatures. Most instances of photogeneration in doped semiconductors are similar
to case (b) in the example; that is, the minority-carrier densities are greatly changed by the incident
radiation while the majority-carrier concentrations are essentially unaffected. | |

Heavy Doping.' In much of our discussion, we simplified the statistical expressions
for the densities of holes and electrons in semiconductors by assuming that only a small
fraction of the available electron states in the conduction band were full and only a small
fraction of valence-band states were empty. Under these assumptions, for example, we
were able to make approximations for the integral in Equation 1.1.19 to define the
“effective density of conduction-band states” N, and to approximate the Fermi-Dirac sta-
tistics for electron density by the simpler Maxwell-Boltzmann statistics (Equation 1.1.21).
However, these approximations become invalid when a crystal is doped with impurities
at densities that approach N.. In addition to expressing the free-carrier statistics correctly,
other, more basic, effects need to be considered when a semiconductor is heavily doped.

If moderate concentrations of dopant impurities are present (for example, the bulk
doping in a silicon wafer), the individual impurity atoms do not interact with one another,
and they do not perturb the band structure of the host crystal. For example, a dopant
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density of 5 X 10" cm™ represents only about one atom of dopant in 107 atoms of sili-
con. Each of the dopant atoms then adds a discrete allowed donor energy level in the sil-
icon bandgap. If the dopant density is increased sufficiently to become a significant fraction
of the silicon-atom density, however, the band structure itself begins to be perturbed.
The most significant perturbation is a reduction in the size of the silicon bandgap.
The reduced bandgap energy causes the product of the free-carrier densities p and n to
increase. This effect is usually expressed in terms of a value for the pn product in the form

pn=n? exp(AE,/kT) = n}, (1.1.33)

where AE, expresses the effective bandgap narrowing caused by heavy doping, and n;, is
an effective value of the intrinsic-carrier density. Measurements of bandgap narrowing
indicate that this effect is negligible for dopant densities less than 10'* cm 3, but at higher
dopant densities it can become sizable. Some experimental data showing AE, as a func-
tion of the free-electron density n in silicon are plotted in Figure 1.13. Heavy doping
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FIGURE 1.13 Energy-gap narrowing AE, as a function of electron concentra-
tion. [A. Neugroschel, S. C. Pao, and F. A. Lindholm, IEEE Trans. Electr. Devices,
ED-29, 894 (May 1982).]
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effects begin to be noticeable between 10'® and 10" electrons cm*; at an electron

concentration of 10" cm™, AE, is more than 10% of the bandgap energy.

A detailed study of the effect of heavy doping on the semiconductor band structure
shows that as the dopant densities increase, the energy levels they introduce are no longer
distinct, but instead broaden into bands. These impurity bands can overlap the adjacent
conduction or valence bands so that no energy is required to ionize the dopant atoms and
provide free carriers. Therefore, under heavy doping conditions, the formulas derived
earlier in this chapter for silicon doping need modification.

The most important device effect of heavy doping is to limit the achievable current
gain of bipolar transistors. It can also increase undesired leakage current in both bipolar
and MOS transistors.

1.2 FREE CARRIERS IN SEMICONDUCTORS

Our first reference to the electronic properties of solids earlier in this chapter was to
the familiar linear relationship that is often found between the current flowing through
a sample and the voltage applied across it. This relationship is known as Ohm’s law:
V = IR. Although a thorough derivation of the physics of ohmic conduction can be
quite complex, an approximate representation of the process provides adequate back-
ground for our purposes. To accomplish this we first develop a picture of the kinetic
properties of free electrons without any external fields. We then consider the addition
of low to moderate fields, characteristic of many device applications, and finally we
discuss the high-field case.

We begin by recalling that electrons (and holes) in semiconductors are almost “free
particles” in the sense that they are not associated with any particular lattice site. The in-
fluences of crystal forces are incorporated in an effective mass that differs somewhat from
the free-electron mass. Using the laws of statistical mechanics, we can assert that elec-
trons and holes have the thermal energy associated with classical free particles: kT units
of energy per degree of freedom where k is Boltzmann’s constant and T is the absolute
temperature. This means that electrons in a crystal at a finite temperature are not station-
ary, but are moving with random velocities. Furthermore, the mean-square thermal velocity
vy, of the electrons is approximately* related to the temperature by the equation

1 , 3

Em:‘v;h = EkT (1.2.1)
where m} is the effective mass of conduction-band electrons. For silicon m} = 0.26 m,
(where mj is the free electron rest mass), and vy, is calculated from Equation 1.2.1 to be
2.3 X 10" cm s~' at T = 300 K. The electrons may be pictured as moving in random di-
rections through the lattice, colliding among themselves and with the lattice. At thermal
equilibrium the motion of the system of electrons is completely random so that the net
current in any direction is zero. Collisions with the lattice result in energy transfer be-
tween the electrons and the atomic cores that form the lattice. The time interval between
collisions averaged over the entire electron population is 7,,, the mean scattering time for
electrons. These considerations all apply to the field-free, thermal-equilibrium crystal.

* The formulation of Equation 1.2.1 is slightly in error because of improper averaging. However, we are only
concerned with the order-of-magnitude of the result. At 300 K, v, is typically taken to be 10" cm s~ for
electrons or holes in silicon.
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FIGURE 1.14 (a) The motion
of an electron in a solid under
the influence of an applied
field. (b) Energy-band represen-
tation of the motion, indicating
the loss of energy when the

b electron undergoes a collision.

Drift Velocity

Let us now apply a small electric field to the lattice. The electrons are accelerated along
the field direction during the time between the collisions. Figure 1.144 is a sketch of
the motion typical of a crystal electron in response to a small applied field €. Note in
the figure that the field-directed motion is a small perturbation on the random thermal
velocity. Therefore 7,,, the mean scattering time, is not altered appreciably by the applied
field.

In Figure 1.14b electron motion in a small applied field is schematically repre-
sented on a band diagram. A constant applied field results in a linear variation in the
energy levels in the crystal. Electrons (which move downward on energy-level dia-
grams) tend to move to the right on the diagram, as is appropriate for a field directed
in the negative x direction. The electrons exchange energy when they collide with the
lattice and drop toward their thermal-equilibrium positions. If the field is small, the
energy exchanged is also small, and the lattice is not appreciably heated by the pas-
sage of the current. The slope of the energy bands and the energy losses associated
with lattice collisions are exaggerated in Figure 1.14b to show the process schemati-
cally. In fact, the energy lost in each collision is much less than the mean thermal en-
ergy of an electron. An electron at rest in the conduction band is at the band edge E..
The kinetic energy of an electron in the conduction band is therefore measured by
(E — E,), and the mean value at thermal equilibrium is just (E — E,) = %kT or about
0.04 eV at 300 K. This is less than 4% of the bandgap energy.

The net carrier velocity in an applied field is called the drift velocity, v,. It can be
found by equating the impulse (force X time) applied to an electron during its free flight
between collisions with the momentum gained by the electron in the same period. This
equality is valid because steady state is reached when all momentum gained between
collisions is lost to the lattice in the collisions. The force on an electron is —g@ and the
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momentum gained is m}v,. Thus (within the statistical limitations mentioned in the foot-
note to Equation 1.2.1),

—qér,, = mty, (1.2.2)
or
CT
vy = ~ e (12.3)
mn

Equation 1.2.3 states that the electron drift velocity v, is proportional to the field with a
proportionality factor that depends on the mean scattering time and the effective mass of
the nearly free electron. The proportionality factor is an important property of the elec-
tron called the mobility and is designated by the symbol w,.
qT(‘n
M = m_;‘; (1.2.4)

Because v; = —pu, €, the mobility describes how easily an electron moves in response to
an applied field.

From Equation 1.2.3 the current density flowing in the direction of the applied field
can be found by summing the product of the charge on each electron times its velocity
over all electrons n per unit volume.

n

1,= 2~ qui = —nqv; = nqu,é (1.25)
i=1
Entirely analogous arguments apply to holes. A hole with zero kinetic energy re-
sides at the valence-band edge E,. The kinetic energy of a hole in the valence band is
therefore measured by (E, — E). If a band edge is tilted, the hole moves upward on an
electron energy-band diagram. The hole mobility w, is defined as u, = gr,,/m}. The to-
tal current can be written as the sum of the electron and hole currents:

J =17, +J, = (nqu, + pqu,)é (1.2.6)

The term in parentheses in Equation 1.2.6 is defined as the conductivity o of the semi-
conductor:

O = qu,n T gupp (1.2.7)

In extrinsic semiconductors, only one of the components in Equation 1.2.7 is generally
significant because of the large ratio between the two carrier densities. The resistivity,
which is the reciprocal of the conductivity, is shown as a function of the dopant concen-
tration in Figure 1.15 for phosphorus-doped, n-type silicon and for boron-doped, p-type
silicon. There are slight variations in the resistivities obtained for different dopant species,
particularly in the heavy-doping range. In most practical cases, however, Figure 1.15 can
be used for any dopant species.

A property of a solid that is closely related to its conductivity is its dielectric re-
laxation time. The dielectric relaxation time is a measure of the time it takes for charge
in a semiconductor to become neutralized by conduction processes. It is small in metals
and can be large in semiconductors and insulators. The magnitude of the dielectric
relaxation time can be used to obtain qualitative insight. Several device concepts can be
readily interpreted according to the relative sizes of the charge transit time through a
material and the dielectric relaxation time in the same material. Problem 1.12 provides
further introduction to the dielectric relaxation time.
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FIGURE 1.15 Dopant density versus resistivity at 23°C (296 K) for silicon
doped with phosphorus and with boron. The curves can be used with littie
error to represent conditions at 300 K. [W. R. Thurber, R. L. Mattis, and Y. M.
Liu, National Bureau of Standards Special Publication 400-64, 42 (May 1981).]

Mobility and Scattering

Quantum-mechanical calculations indicate that a perfectly periodic lattice does not scatter
free carriers; that is, the carriers do not interchange energy with a stationary, perfect lattice.
However, at any temperature above absolute zero the atoms that form the lattice vibrate. These
vibrations disturb periodicity and allow energy to be transferred between the carriers and the
lattice.* The interactions with lattice vibrations can be viewed as collisions with energetic
“particles” called phonons. Phonons, like photons, have energies quantized in units of hv,
where v is the lattice-vibrational frequency and 4 is Planck’s constant. The theories of thermal

* Because this energy is supplied to the carriers by the applied field, scattering processes lead to heating of
the semiconductor. The dissipation of this heat is often a limiting factor in the size of semiconductor devices.
A device must be large enough to avoid heating to temperatures at which it no longer functions.
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and electrical conduction can often be simplified when formulated in terms of phonon inter-
actions. For silicon at room temperature and moderate electric fields, the lowest vibrational
mode for the lattice corresponds to a phonon energy of 0.063 eV, and the energy of an electron
is changed by this amount when it interacts with these lowest-energy phonons. At higher tem-
peratures lattice vibrations are larger, and collisions between electrons and the lattice vibra-
tions are more important. Theoretical analysis indicates that the mobility should decrease with
increasing temperature in proportion to 7" with n between 1.5 and 2.5 when lattice scattering
dominates. Experimentally, values of n range from 1.66 to 3, with n = 2.5 being common.
In addition to lattice vibrations, dopant impurities also cause local distortions in the lat-
tice and scatter free carriers. However, unlike scattering from lattice vibrations, scattering
from ionized impurities becomes less significant at higher temperatures. Because the carri-
ers are moving faster at higher temperatures, they remain near the impurity atom for a shorter
time and are therefore less effectively scattered. Consequently, when impurity scattering dom-
inates, the mobility increases with increasing temperature. Scattering can also be caused by
collisions with unintentional impurities and with crystal defects. These defects can arise from
poor control of the quality of the semiconductor, or they can be related to boundaries be-
tween grains of a polycrystalline material. An example of the latter is the thin films of poly-
crystalline silicon used to form portions of many MOS integrated circuits (Chapters 2 and
9). The grain boundaries and defects in polycrystalline material can reduce the mobility to a
small fraction of its value in single-crystal material with the same dopant concentration.
Two or more of the scattering processes discussed above can be important at the same
time, and their combined effect on mobility must be assessed. To do this we consider the
number of particles that are scattered in a time interval dt. The probability that a carrier is
scattered in a time dr by process i is df/T; where 7, is the average time between scattering
events resulting from process i. The total probability df/7, that a carrier is scattered in the
time interval dt is then the sum of the probabilities of being scattered by each mechanism:
dt dt

il Vo (1.2.8)

< i 1

This is a reasonable way to combine the scattering probabilities because the aver-
age scattering time resulting from all of the processes acting simultaneously is less than
that resulting from any one process and is dominated by the shortest scattering time. Be-
cause the mobility u equals g7./m*, we can write

1 1
— = — 1.2.9
15 Z Mi ( )

The mobility of a carrier subjected to several different scattering mechanisms can thus
be found by combining the reciprocal mobilities corresponding to each type of scattering;
the resulting mobility is smaller than that determined by any of the individual scattering
mechanisms. Because of the reciprocal relation for combining mobility components (Equa-
tion 1.2.9), the overall mobility is dominated by the process for which 7; is smallest.

We can apply these considerations to the mobilities of electrons and holes in silicon
at room temperature which are plotted in Figure 1.16. The figure represents a “best fit”
to measured data reported in a number of different sources. In lightly-doped material, the
mobility resulting from ionized impurity scattering is higher than that due to lattice scat-
tering. Hence, for silicon having impurity concentrations less than about 10'* cm™?, the
mobilities both for holes and electrons remain nearly constant as the dopant concentra-
tion varies. At higher dopant concentrations, however, scattering by ionized impurities be-
comes comparable to or greater than that resulting from lattice vibrations, and the total
mobility decreases.
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FIGURE 1.16 Electron and hole mobilities in silicon at 300 K as functions of the total
dopant concentration. The values plotted are the results of curve fitting measurements
from several sources. The mobility curves can be generated using Equation 1.2.10 with
the following values of the parameters [3].

Parameter Arsenic Phosphorus Boron
HMmin 52.2 68.5 44.9
Mmax 1417 1414 470.5
Nt 9.68 x 10 9.20 x 108 2.23 x 107

a 0.680 0.711 0.719

An important practical consequence of the dependence of mobility on total impurity
concentration is observed if a semiconductor is converted from one type to the other (p to
n or n to p) by compensating the dopant impurity atoms already present. While the car-
rier densities depend on the difference between the concentrations of the two types of
dopant impurities (NV; — N,) (Equations 1.1.16 and 1.1.17), the scattering depends on the
sum of the ionized impurity concentrations (N, + N,). Thus, the mobilities in a compen-
sated semiconductor can be markedly lower than those in an uncompensated material with
the same net carrier density.

The equation used in Figure 1.16 to represent the measured electron and hole mo-
bilities in silicon is [3]

Mmax — Mmin
1 + (N/N,z)*

where N is the total dopant concentration in the silicon and the four parameters pi, .0 Mmins
N, and « have different values for each dopant species. Values of these parameters for the
most common dopants in silicon are included in the caption for Figure 1.16. Table 1.1 gives
numerical values of the mobility (as calculated from Equation 1.2.10) at decade values of N.

The dependence of electron mobility on dopant species is seen, from Figure 1.16,
to be slight for total impurity concentrations less than 10'® cm ™. In the high doping range
(for N > 10" cm™?), the mobility of phosphorus-doped silicon is 10 to 20% greater than

= i + (1.2.10)

. G0 DOCH
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TABLE 1.1 Mobilities in Silicon {ecm?V's™)

Electrons Holes

N Arsenic Phosphorus Boron
10" 1423 1424 486
10" 1413 1416 485
10" 1367 1374 478
108 1184 1194 444
10" 731 727 328
108 285 279 157
10% 108 115 72

that of silicon doped with arsenic. At very high dopant densities (above about 10*° cm ™),
measured mobilities drop below the minimum values shown in Figure 1.16.

Temperature Dependence. As briefly discussed above, the different scattering
mechanisms that affect free-carrier mobilities have varying dependences on temperature. For
example, scattering by ionized impurities becomes less effective as the temperature increases
because the faster moving carriers interact less effectively with stationary impurities. However,
scattering by lattice vibrations (phonon collisions) becomes more effective at higher temper-
atures. Because of this, at lower temperatures the mobility characteristically increases with
rising temperature (because impurity-scattering predominates), while at higher temperatures
the mobility decreases (because phonon collisions dominate). These competing temperature
variations lead to a characteristic maximum in the mobility versus temperature relation as
seen in the experimental data shown in Figure 1.17. At the peak in mobility, the two tem-
perature variations are balanced, and the mobility has its minimum temperature sensitivity.
For design and analysis, equations for the dependence of mobility on temperature
and dopant concentration are useful. Such expressions have been derived empirically for

I—HTI] T ]WIIII’[' T \I|II|I_

T L A RE) B A I N LA B 7

6 | 6 |— —

107 E 07 E v<i0n E

F A _: o —:

~ [ N<102 ] ~ [ i
Tw 3 T F

T 100 E T W0 -

> = 3 N> E 10" —5 7-220 3

E r ] 5 T ]

z T ! = f 1

= 104 _ = - _

$10E E R E

e F = = 3

g C J 2 C 2x10"7 ]

=] - - T - 4

1>

5107 = 10° J:

— % = =

C . X ]

\ 4

102 ’— 1 L IIHIII -l L I‘IIHI 1 L LI(I:I 3 102 l!!llll 1 llllll' Il 1 I| 11

1 10 10 10° 10 102 103

Temperature (K) Temperature (K)

(@) )
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pure lattice scattering [5].
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silicon and can be written as [4]
1250 T, >

1 + [N/(1.26 X 10" Tﬁ'4)]0_88 T, 014

M, = 88 T,;05 +

and
407 T,*%
1 + [N/(2.35 X 10" T2*)]0.88 T, 014

w, = 543 T, %7 + (1.2.11)
where T, = T/300 with T measured in K (Kelvin), and N is the total dopant density in the

silicon. Equation 1.2.11 is useful up to dopant densities of 10 cm > and for temperatures
between 250 and 500 K.

Velocity Limitations. In the simplified treatment presented thus far, we assumed (by
taking 7, to be insensitive to €) that the velocity imparted to the free carriers by the applied
field is much less than the random thermal velocity, which we found from Equation 1.2.1
to be approximately 10" cm s~! at room temperature in silicon. For electrons in silicon with
My, = 1400 cm® V™! 57! the drift velocity at a typical field of 100 V cm™' is roughly 1.5%
of the thermal velocity, and the applied field does not appreciably change the total velocity
or energy of the carrier. At high fields, however, the drift velocity becomes comparable to
the random thermal velocity, and can no longer be considered as a small increment to the
thermal motion. The total energy of the carrier then increases significantly as the field in-
creases. When carriers reach energies above the ambient thermal energy, they are often called
hot carriers and characterized by an effective temperature 7, that rises with increasing field
and corresponds to the increased kinetic energy of the carriers [6].

At high electric fields, the energy of the hot electrons reaches a critical value at
which an additional scattering process (collisions with high energy “optical” phonons)
becomes important, and the mobility decreases from its low-field value. Because optical-
phonon scattering is very effective in transferring energy from the hot carriers to the lattice,
the carriers cannot gain significant additional net energy, and the drift velocity approaches
a limiting or saturation value v, or v, at high fields. Figure 1.18 shows measured values

Illl‘ ‘rTflllY" T ‘I‘[llllll T T Illl_rl—[

Electrons 77 K

A

1

Drift velocity (cm s™)

10°

[

I!ll' 1 lIJIJIIl L !l‘lllll L 1 1 I!\Il

10? 10° 10* 10°
Electric field (V em™)
FIGURE 1.18 Drift velocities of electrons (at 77 K and 300 K) and holes (at 300 K) in silicon
as functions of the applied field, showing velocity saturation at high fields. The presence of
several curves indicates the variation in reported data. An empirical “best fit” to these curves
is given in Equation 1.2.12 and Table 1.2 [5].
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TABLE 1.2 Parameters for Field Dependence of Drift Velocity

Electrons Holes
Parameter Expression at 300 K Expression at 300 K
vyems™! 153 X 10° T7°¢ 1,07 X 107 1.62 x 10® T %52 8.34 x 10°
¢, Vem™! 1.01 7' 6.91 x 10° 1.24 T8 1.45 X 10*
B 2.57 x 1072 7086 1.1 0.46 T*V 2.637

of drift velocity for electrons (at 77 K and 300 K) and holes (at 300 K) in silicon as func-
tions of the applied field. At low voltages, the curves are linear, indicating a constant mo-
bility. At fields above a few thousand volts per centimeter, however, there are noticeable
deviations from constant mobility. Because fields of this magnitude are frequently present
in integrated-circuit devices (equivalent to a few hundred millivolts across a micrometer),
velocity saturation must be considered in analyzing many practical devices.

As a useful approximation, the data shown in Figure 1.18 can be modeled empirically
by the expression [5]

4 [ 1 :| /B
= | 1.2.12

A PTG R
The parameters v,, €., and B in Equation 1.2.12 are given (as a function of the absolute
temperature 7) in Table 1.2.

EXAMPLE Velocity Limitations

Use Equation 1.2.12 to find the field (at 300 K) at which the effective electron mobility (defined as
the ratio of the drift velocity to the field) is reduced to half its low-field value.

Solution At low fields, the drift velocity v, is proportional to the field (Equation 1.2.3) and
|vg| = m,é. Applying Equation 1.2.12 at low fields (¥/%.<< 1), we find that the low-field mobility
can be expressed in terms of €, and v;; w, = |v,/$| = |v,/€,|. Using the values from Table 1.2 in
this expression, we calculate u,, = 1548 cm* V™' s~! for the low-field mobility, which is about 10%
higher than the value shown in Figure 1.16. This lack of correspondence is not unusual when
parameters are obtained by curve-fitting.

To find the field at which the effective mobility w,(€) is reduced by 50% from the low-field
value, we note that u,(€) = |v,/€| = (1/2) X |v,/€,|. Hence, from Equation 1.2.12

1 1 18
2 [1—%(%/%)3]

where B8 = 1.11 and €. = 6.91 X 10° V cm™'. Solving this equation, we find €/%, = 1.142 or
€=789 %X 10°Vcem™. u

Before leaving the topic of carrier transport at high fields, we make a final point
about hot electrons. The hot-electron temperature T,, introduced earlier in our discussion,
describes an ensemble of electrons that is interchanging energy by colliding with the lattice.
Some electrons may, by chance, avoid collisions for relatively long times, and thus achieve
velocities exceeding v, and kinetic energies corresponding to temperatures greater than 7.
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Although these electrons are few in number, they can have important physical effects
because of their very high energies and the long distances that they have traveled without
scattering. When the distance that a significant number of “lucky” electrons travel before
scattering is comparable to a device dimension, the charge transport by these carriers is
said to be ballistic (unscattered).

Diffusion Current

In the previous section we discussed drift current, which flows when an electric field is
applied and which follows Ohm’s law. Ohmic behavior is observed in metals and semi-
conductors and is probably familiar from direct experience. In semiconductors, an addi-
tional important component of current can flow if a spatial variation of carrier energies
or densities exists within the material. This component of current is called diffusion cur-
rent. Diffusion current is generally not an important consideration in metals because metals
have very high conductivities. The lower conductivity and the possibility of nonuniform
densities of carriers and of carrier energies, however, often makes diffusion an important
process affecting current flow in semiconductors.

To understand the origin of diffusion current, we consider the hypothetical case
of an n-type semiconductor with an electron density that varies only in one dimension
(Figure 1.19). We assume that the semiconductor is at a uniform temperature so that
the average energy of electrons does not vary with x; only the density n(x) varies. We
consider the number of electrons crossing the plane at x = O per unit time per unit
area. Because they are at finite temperature, the electrons have random thermal mo-
tion along the single dimension, but we assume that no electric fields are applied. On
the average, the electrons crossing the plane x = 0 from the left in Figure 1.19 start
at approximately x = —A after a collision where A is the mean-free path of an elec-
tron, given by A = v,7,. The average rate (per unit area) of electrons crossing the
plane x = O from the left, therefore, depends on the density of electrons that started
atx = —A and is

3n(—A)v, (1.2.13)

n(A)

n(0)

BN

FIGURE 1.19 Electron
concentration n versus
distance x in a hypothetical
one-dimensional solid.
Boundaries are demarcated
A units on either side of the
origin where A is a collision
X — mean-free path.




36

CHAPTER 1 SEMICONDUCTOR ELECTRONICS

The factor (3) appears because half of the electrons travel to the left and half travel to the
right after a collision at x = —A. Similarly, the rate at which electrons cross the plane
x = 0 from the right is given by

3n(A)vy, (1.2.14)
so that the net rate or flux of particle flow per unit area from the left (denoted F)) is
F = 3v,[n(=A) — n(A)] (1.2.15)

Approximating the densities at x = A by the first two terms of a Taylor-series expansion,
we find

F= %vm{[n(o) - %)\} - [n(O) + %A” = —v,hAZ—Z (1.2.16)

Because each electron carries a charge —g, the particle flow corresponds to a current

dn
J, = —qF = qAv,— (1.2.17)
dx
We see that diffusion current is proportional to the spatial derivative of the electron density
and arises because of the random thermal motion of charged particles in a concentration
gradient. For an electron density that increases with increasing x, the gradient is positive,
as is the current. Because we expect electrons to flow from the higher density region at
the right to the lower density region at the left and current flows in the direction opposite
to that of the electrons, the direction of current indicated by Equation 1.2.17 is physically
reasonable.
We can write Equation 1.2.17 in a more useful form by applying the theorem for
the equipartition of energy to this one-dimensional case. This allows us to write

Im¥ol = SkT (1.2.18)

We now use the relationship A = w1, together with Equation 1.2.4 to write Equation

1.2.17 in the form
kT dn
J, =gl — — 1.2.19
n q( p m) i ( )

The quantity in parentheses on the right side of Equation 1.2.19 is defined as the diffus-
ion coefficient D, and our short derivation has established that

(7)
D,=|—u, (1.2.20)
q
Equation (1.2.20) is known as the Einstein relation. It relates the two important coeffi-
cients that characterize free-carrier transport by drift and by diffusion in a solid. Its va-
lidity can be established rigorously by considering the statistical mechanics of solids in
detail. Our derivation is aimed at intuition, not physical exactness.

If a field is present, drift, as well as diffusion, occurs. The total current is then the
sum of the drift and diffusion currents.

d
Ju = &, + gD, (1.2.21)
dx

where €, is the component of the electric field in the x-direction.
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A similar expression can be found for the hole diffusion current so that the total
hole current is written as

(1.2.22)

dp
Jow = qu,pé, — qD,,*x

d

where the negative sign arises because of the positive charge of a hole. The Einstein relation
(Equation 1.2.20) also relates D, to u,.

Our discussion of diffusion current has been framed in terms of nonuniform carrier
concentrations. Although this is the most frequent situation encountered in device analy-
sis and Equations 1.2.21 and 1.2.22 are usually adequate, diffusion also occurs if carriers
are equal in density in a semiconductor but are more energetic in one region than in an-
other. In this case, other formulations must be used. Problem 1.16 considers a practical
situation where carriers have unequal energies.

EXAMPLE Diffusion Current

An electric field has a non-zero value at plane x; (perpendicular to the x-axis) inside a silicon crys-
tal. At x,, the electron density is 10° cm™? and the electron density is nonuniform in the x direction.
We observe that no electron current flows across the plane.

(a) Explain why no current is flowing.
(b) If the electric field is —10* V em™' (i.e., 10° V cm ! in the negative x-direction), what is the

electron gradient perpendicular to the plane?

Solution

(a) An electric field € would result in a drift current of magnitude J, = gu,né according to
Equation 1.2.5. Because no current flows, there must be a diffusion-current component that
is equal in magnitude but opposite in direction. The balance of these two components leads
to zero electron current.

(b) Using Equation 1.2.21, we have

d
J, = 0= qu,n€ + qD, "
dx

dn M
- = -~ %
& D"

= _kiT né

_10° X (=10

B 0.0258

=388 X 10 cm™

2 € =10 Vem™

g

Q .

2 J, drift current

g

% J,, diffusion current

= 6

10° F======~ gradient = 3.88 x 1010 cm™
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Total Currents and Quasi-Fermi Levels.! Quasi-Fermi levels (defined in
Equations 1.1.28 and 1.1.29) are useful in the analysis of semiconductors that are not at
thermal equilibrium. A semiconductor in which a current is flowing is such a nonequi-
librium case, and the quasi-Fermi levels can be used to define both drift and diffusion cur-
rents in a compact form.

To illustrate this, we first develop an expression for the electric field in a semicon-
ductor in terms of the electron energy. The presence of an electric field causes charged
particles to have position-dependent energies. Consequently, when a field is present, the
energy bands for electrons slope away from the horizontal (constant energy), as seen in
Figure 1.14. It is convenient to express the field in terms of the intrinsic Fermi level E;
by observing that the electron energy is obtained by multiplying the potential by the charge
—gq. The field ¢, which is the negative derivative of the potential, can therefore be written
(in one dimension) as

_1dE__do,
T gdx dx

€ (1.2.23)

where the quasi-Fermi potential ¢; = —E;/q was introduced in Equation 1.1.28. The
electron and hole concentrations are expressed in terms of the quasi-Fermi levels by
n=n; eXP(Efn — E;)/kT = n;exp ‘I(¢‘ﬁ - ¢’fn)/ kT
p = n;exp(E; — E)/kT = n;exp q(¢; — ¢s)/kT (1.2.24)

Using Equations 1.2.23 and 1.2.24 in Equation 1.2.21 together with the Einstein
relation (Equation 1.2.20), we obtain

dE, doy,
J, = p.nnjx— = —qu.n I (1.2.25)
A similar derivation for holes leads to
dEfp dd’fp
= —_— = = — 1.2.26
Jp = mpp Ir WP ( )

Equations 1.2.25 and 1.2.26 show that the total current (the sum of both drift and
diffusion components) for each carrier is proportional to the gradient of the quasi-Fermi
level of that carrier type. This compact representation can be very helpful in using energy-
band diagrams to visualize the total current in a device. The equations are also useful for
mathematical analysis, and their form simplifies a number of complex problems.

1.3 DEVICE: HALL-EFFECT MAGNETIC SENSOR

As is our pattern throughout the book, we conclude this chapter with a discussion of an
integrated-circuit device, in this case a Hall-effect sensor for magnetic fields. Although
Hall-effect sensors are unconventional integrated-circuit devices, they are commercially
important. Hundreds of millions of integrated Hall circuits are in use, mainly as contact-
less switches (e.g. in computer-terminal keyboards) and as mechanical proximity detec-
tors. Hall-effect, magnetic sensing, integrated circuits are highly successful examples of
integrated sensors, that is, integrated circuits having intentional sensitivity to nonelectri-
cal signals. This sensitivity is achieved by incorporating sensing elements on a silicon chip
together with bias, amplifying, and signal-processing circuitry. The field of integrated
sensors is developing rapidly because it capitalizes on the extraordinary refinements
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already achieved by purely electrical integrated circuits and economically applies these
circuits when the input signals are not electrical quantities. For example, microprocessors
integrated with nonelectrical sensors are powerful components in control systems. In
addition to magnetic fields, other nonelectrical inputs for which integrated sensors show
appreciable promise include visible and infrared radiation, temperature, pressure, force,
acceleration, chemical vapors, and humidity.

Physics of the Hall Effect

The Hall effect, named for American physicist E. H. Hall who discovered it in 1879, is a
direct consequence of the force exerted on charged carriers moving in a magnetic field.
The force on a particle having charge ¢ and moving in a magnetic field B with velocity
¥ (both variables being vector quantities) is written

F=gqbXB (1.3.1)

where the vector cross product (X) signifies the product of the vector magnitudes times
the sine of the angle between them.

The resulting Hall effect is illustrated schematically in Figure 1.20. The Hall effect
is usually used with an extrinsic semiconductor so that one carrier dominates and the other
has a negligible density. To aid our discussion, however, both electrons and holes are
shown in Figure 1.20.

As expressed in Equation 1.3.1, the current carriers (electrons or holes) in a con-
ductor experience a force in a direction perpendicular to both the magnetic field and the
carrier velocity. In the steady state, this force is balanced by an induced electric field that
results from a slight charge redistribution. These forces must balance because there can
be no net steady-state motion of the carriers in the transverse direction. The induced elec-
tric field is called the Hall field €. Integrating the Hall field with respect to position
across the width of the conductor produces the Hall voltage Vy, which can be detected by

! H
by # o
° v,
+ +
Vs
L

FIGURE 1.20 Schematic of the Hall effect. A current flows along the positive
x-direction. A magnetic field B along the positive z-direction deflects holes and
electrons along the negative y-direction. This leads to a Hall field ¢, along the positive
y-direction for holes and along the negative y-direction for electrons.
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contacts placed at opposite sides of the conductor. For a uniform conductor and a uniform
magnetic field, the magnitude of the Hall voltage is just the product of the Hall field and
the conductor width W: V, = €, W.

In Figure 1.20, current in the positive x-direction can be carried either by holes flow-
ing toward positive x or else by electrons moving in the opposite direction. Because both
the charge and the velocity are of opposite signs for the two carrier types, the magnetic
force on both holes and electrons has the same sign for a given current direction. The
charge separation caused by this force and the resulting Hall voltage is, therefore, of op-
posite polarity for holes and electrons. The sign dependence of the Hall voltage can thus
be used to determine whether a semiconductor is p- or n-type.

We can derive the basic theory for the Hall effect using the quantities shown in Fig-
ure 1.20. In the figure, current flow is in the positive x-direction, the magnetic field is in
the positive z-direction, and the Hall field is therefore along the y-direction. The magnetic
force deflects both holes and electrons in the negative y-direction and induces a Hall field
toward positive y for holes, and in the opposite direction for electrons. Consider the drift
velocity v, of the current carriers. Equating the magnitudes of the magnetic and Hall-field
forces, we have qé, = qu B. The velocity v, is related in magnitude to the current by
v, = J,/qp for holes or by v, = —J./qn for electrons. Thus, the Hall field can be written
in terms of the current and the applied magnetic field as

J.B
€y = (1.3.2)
qp
for holes, and
J.B
6y = — (1.3.3)
qn

for electrons. Both Equations 1.3.2 and 1.3.3 can be expressed as
CgH = RHJXB (13.4)

where Ry, the Hall coefficient, is equal to 1/gp for holes and to —1/gn for electrons in
this simplified derivation. In practice, Equation 1.3.4 predicts the Hall field accurately if
the Hall coefficient is modified to account properly for statistical variations in the veloc-
ities of free carriers. This modification introduces a new factor r into the expression for
the Hall coefficient which now becomes

Ry =r/qp (1.3.5)
for holes, and
Ry = —r/qn (1.3.6)

for electrons. The factor r is typically between 1 and 2 (theoretically 1.18 for lattice scat-
tering and 1.93 for ionized impurity scattering).

The Hall voltage V, is given by the product of €, and W, which can be written in
terms of the total current / as

_ RyIB
0%

(1.3.7)

with R, measured in cm® C™!, I in amperes, B in Gauss, ¢ in cm, and Vj in volts. (The
factor 10® is needed to convert the MKS units meter and Tesla (or Webers m™2) to more
conventional semiconductor units centimeter and Gauss.)
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From Equation 1.3.7 we see that in an unknown semiconductor, the Hall coeffi-
cient can be determined by measuring the Hall voltage for a given magnetic field and
current. Equations 1.3.5 and 1.3.6 then permit the calculation of the unknown carrier
types and densities. From the carrier densities and known currents, the material con-
ductivity and Hall mobility (uy = o |Ry|) can then be found. The Hall effect is thus a
powerful experimental technique for the study of semiconductors, and it is frequently
used for this purpose [7].

Integrated Hall-Effect Magnetic Sensor

To use the Hall effect in an integrated circuit, it is necessary to isolate a conducting pat-
tern similar to the region sketched in Figure 1.20. This is typically accomplished by us-
ing epitaxy and oxide or junction isolation (procedures described in Chapter 2) as shown
in Figure 1.21. For the simplest Hall-effect theory to apply, the width W should be much
greater than the length L so that the current density J is uniform over the sample cross
section. As a practical matter, however, shorting of the Hall voltage by the ohmic end con-
tacts is reduced if L => W. In production-integrated circuits, W is usually made compara-
ble to L. For a rectangular geometry the theory that we have derived can be corrected by
multiplying the expression for V,; (Equation 1.3.7) by a factor K that is typically approx-
imately unity and is a function only of the ratio W/L [8]. This refinement is not included
in our treatment of the Hall effect.

One important consideration when designing a Hall element for an integrated cir-
cuit is the power dissipated in the device. To consider power consumption, we express the
resistance of the Hall element in terms of the Hall coefficient. For a p-type element, for
example, we can write an expression for the resistance R

pL L LRy
A qu,pWt Wt

(1.3.8)

Current Current
Hall contacts
contact A contact
=
w
F Silicon
d | LS dioxide
L 1 1 1 1 |
Si0, t n-region Si0,
| o \

| P
p-substrate Isolation
region

FIGURE 1.21 Hall-effect element for an integrated-sensor circuit. The element
is fabricated in high-resistivity n-type silicon which is isolated by oxide regions
or by p-type regions as described in Chapter 2. The sketch shows the element
prior to the application of contact metal.
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For a supply voltage Vs, we can write I = V/R or

rVsu, Wt
7= s (1.3.9)
R,L
which allows us to write Equation 1.3.7 as
w -8
Vy = r,u,pVSZB X 10 (1.3.10)

where, as in Equation 1.3.7, B is measured in Gauss and length is measured in cm.

EXAMPLE Hall Element Figure of Merit

(a) Derive a figure of merit My for a Hall element that expresses the Hall voltage per unit of
magnetic field per unit of power dissipation. Consider a p-type element having R; = 8 X
100em®*C L, W/L=1,r=12and =8 pm.

(b) Calculate the resistance of the element and the value of My if B = 500 Gauss and the power
dissipated in the element is 1.43 mW.

Solution

(a) From Equation 1.3.10, we have Vj in terms of the supply voltage V. The dissipated power
Py is equal to Vg X .
Therefore,

Vi, Wt
PH =
Ry,L
and

= Vn Ry X107 rx10°°
H™pB Vi qpVist

in units of volts per Gauss-watt. From this derived result, we see that M}, is improved by
decreasing the supply voltage and reducing both the dopant density and the thickness of
the Hall element.

(b) Calculating the parameters, we have

1. p = r/qRy; = 9.38 X 10"

2. From Figure 1.16, u, = 475 cm’ V' 57!

3. From Equation 1.3.8, R = 17.5 kQ}

4. Because Py = VI/R, Vs = VPy,R or Vi=5V
8 X 10° X 10°%

5. Hence, My = 5% 8 X107

or My =0.02 ]

As seen in this example, the performance of the Hall sensor is improved by de-
creasing the dopant density. As the dopant density is reduced, the mobilities of both holes
and electrons increase (Figure 1.16), leading to an increased Hall voltage for a given bias
(Equation 1.3.10). Most IC Hall sensors are fabricated in n-type Si doped with about 10"
donors cm *. From Figure 1.16, we see that at this concentration we are below the region
in which the mobility varies strongly with the impurity density. Hence, for this dopant
concentration, unintentional processing variations in the dopant density lead to only small
variations in mobility, and thus in the Hall coefficient. Typical sensitivities obtained for
Hall elements are of the order of 30 wV per Gauss with excellent linearity up to tens of
kiloGauss.
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FIGURE 1.22 A precision, linear-output, Hall-sensor chip. The integrated
circuit contains bias elements, temperature-compensation circuitry, and on-chip
amplification. The chip area is 1.12 by 1.98 mm? and the Hall element (large
pattern on the lower right-hand side) measures 230 by 335 um? (Courtesy:

G. B. Hocker, Honeywell Corporation)

The major use of integrated Hall circuits is for sensing the position of a device or
element. Most of the circuits produced are used in contactless keyboard switches. In a
typical keyboard switching application, a permanent magnet on a plunger is activated by
depressing a key. This action introduces a magnetic field of the order of 500 Gauss near
the sensing Hall element, producing a Hall voltage of roughly 15 mV which is easily
detected by an on-chip amplifier. Integrated Hall sensors are also produced for magne-
tometer applications, in which a signal proportional to the magnetic field is desired. Figure
1.22 shows a commercial Hall-effect integrated sensor which has been designed for

magnetometer use.

SUMMARY

One of the cornerstones of solid-state electronics is
the band structure of solids. This key concept is re-
lated to the quantized energy levels of isolated atoms.
Huge differences in the electrical conductivities of
metals, semiconductors, and insulators result from ba-
sic differences in the band structures of these three
classes of materials.

By considering the band structure of semiconduc-
tors, we can deduce the existence of two types of cur-
rent carriers, holes and electrons. In most cases of
practical interest, holes and electrons can be consid-
ered as classical free particles inside the semicon-
ductor crystal. The motion of the holes and electrons
and the statistical distributions that characterize their
energies can be calculated if their effective masses are

modified from those of truly free particles. The pop-
ulations of holes and electrons can be controlled by
adding impurities to otherwise pure semiconductor
crystals. In this process, known as doping, extra holes
can be added to single-crystal silicon, for example,
by introducing ions with valence three, which are
incorporated in the lattice in place of silicon, which
has valence four. The resultant crystal is known as
p-type silicon. To add electrons and thereby obtain 7-
type silicon by doping, impurities with valence five
can be substituted for silicon atoms in the lattice.
An understanding of many electronic properties
can be gained by applying the laws of statistical
physics to the populations of electrons and holes in
semiconductors. The Fermi level is an important
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parameter used to describe the concentrations of free
carriers in a crystal at thermal equilibrium. Under
usual conditions, the Fermi level in a semiconductor
exists within a forbidden gap of energies that is ide-
ally free of any allowed energy states for electrons.
Semiconductors in this condition are described as
nondegenerate. If the Fermi level lies within a band
of allowed electronic states, the semiconductor is
called degenerate because its conduction properties
degenerate towards those of a metal. When thermal
equilibrium does not apply, it is useful to define two
quasi-Fermi levels, which are different for holes and
electrons. The separation of the two quasi-Fermi lev-
els is a measure of the degree to which thermal equi-
librium in the semiconductor is disturbed. When the
semiconductor returns to thermal equilibrium, the
hole and electron quasi-Fermi levels merge into a
single Fermi level that characterizes both carrier den-
sities. Quasi-Fermi levels are useful in considering
photogeneration of electrons and holes in semicon-
ductors, and in simplifying the representation of free-
carrier diffusion and drift.

In the basic theory of electrons and holes in semi-
conductors, it is assumed that only very low concen-
trations of dopants are present and that they do not
influence the band structure of the host crystal. At
heavy-doping concentrations, the impurity atoms are
no longer situated far apart from one another, and their
presence modifies the band structure. One of the most
important effects of heavy doping is that n;, the ef-
fective value of the intrinsic-carrier density, increases
with increasing doping density.

When free carriers in a semiconductor are sub-
jected to a low or moderate electric field, they move
with a constant drift velocity. The ease of carrier mo-
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1.1 Phosphorus donor atoms with a concentration of
10'® cm™? are added to a pure sample of silicon. As-
sume that the phosphorus atoms are distributed ho-
mogeneously throughout the silicon. The atomic
weight of phosphorus is 31.

(a) What is the sample resistivity at 300 K?

(b) What proportion by weight does the donor im-
purity comprise?

(c) If 10'7 atoms cm™* of boron are included in ad-
dition to the phosphorus, and distributed uniformly,
what is the resultant resistivity and conductivity type
(i.e., p- or n-type material)?

(d) Sketch the energy-band diagram under the con-
dition of (c) and show the position of the Fermi level.

1.2* Find the equilibrium electron and hole concen-
trations and the location of the Fermi level for silicon
at 27°C if the silicon contains the following concen-
trations of shallow dopant atoms:

(@) 1 X 10'® cm™ boron atoms

(b) 3 X 10" cm ™ arsenic atoms and 2.9 X 10'° cm™>
boron atoms

1.3 An n-type sample of silicon has a uniform density
N, = 10'° atoms cm~* of arsenic, and a p-type silicon
sample has N, = 10" atoms cm ? of boron. For each
semiconductor material determine the following:

(a) The temperature at which half the impurity atoms
are ionized. Assume that all mobile electrons and
holes come from dopant impurities. [Hint. Use Equa-
tions 1.1.21 and 1.1.22 together with the fact that
folE) = 3]

(b) The temperature at which the intrinsic concen-
tration n; exceeds the impurity density by a factor of
10. See Table 1.4 for n(T).

(¢) The equilibrium minority-carrier concentrations
at 300 K. Assume full ionization of impurities.

(d) The Fermi level referred to the valence-band edge
E, in each material at 300 K. The Fermi level if both
types of impurities are present in a single sample.

1.4* A piece of n-type silicon has a resistivity of 5
Q-cm at 27°C. Find the thermal-equilibrium hole con-
centrations at 27, 100, and 500°C. (Refer to the tables
and figures for needed quantities.)

1.5" Grain boundaries and other structural defects
introduce allowed energy states deep within the for-
bidden gap of polycrystalline silicon. Assume that
each defect introduces two discrete levels: an ac-
ceptor level 0.51 eV above the top of the valence
band and a donor level 0.27 eV above the top of
the valence band. (Note that E, > E, and that these
are not shallow levels.) The ratio of the number of
defects with each charge state (+, —, or neutral) at
thermal equilibrium is given by the relation (see
Ref. 11)

E, — E; E,—E,

kT kT
(a) Sketch the densities of these three species as the
Fermi level moves from E, to E. Which species

dominates in heavily doped p-type material? In n-type
material?

(b) What is the effect of the defects on the majority-
carrier concentrations?

Ny :N,:N; = exp

11:exp

(c) Using the above information, determine the
charge state of the defect levels and the position of
the Fermi level in a silicon crystal containing no
shallow dopant atoms. Is the sample p- or n-type?

(d) What are the electron and hole concentrations and
the location of the Fermi level in a sample with 2 X
10" c¢cm™* phosphorus atoms and 5 X 10'® cm *
defects?

1.6* Two scattering mechanisms are important in a
piece of semiconductor. If only the first scattering
process were present, the mobility would be 800 cm?
(Vs)~'. If only the second were present, the mobility
would be 200 cm?® (Vs)~!. What is the mobility con-
sidering both scattering processes?

* Answers to problems marked by an asterisk appear at the end of the book.
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1.7 Find the mobility of electrons in aluminum with
resistivity 2.8 X 107® Q3-cm and density 2.7 g cm ™.
The atomic weight of aluminum is 27. Of the three
valence electrons in aluminum, on the average 0.9
electrons are free to participate in conduction at room
temperature. If m* = m,, find the mean time between
collisions and compare this value to the correspon-

ding value in lightly doped silicon.

1.8* An electron is moving in a piece of lightly doped
silicon under an applied field at 27°C so that its drift
velocity is one-tenth of its thermal velocity. Calculate
the average number of collisions it will experience in
traversing by drift a region lpm wide. What is the
voltage applied across this region?

1.9 In an experiment the voltage across a uniform, 2
pm-long region of 1 {}-cm, n-type silicon is doubled,
but the current only increases by 50%. Explain. (The
silicon remains neutral at both current levels.)

1.10* The electron concentration in a piece of uniform,
lightly-doped, n-type silicon at room temperature varies
linearly from 10" cm ™ at x = 0 to 6 X 10" cm™ at
x = 2 pm. Electrons are supplied to keep this concen-
tration constant with time. Calculate the electron cur-
rent density in the silicon if no electric field is present.
Assume u, = 1000 cm* V™' s and T = 300 K.

1.11" Silicon atoms are added to a piece of gallium
arsenide. The silicon can replace either trivalent gal-
lium or pentavalent arsenic atoms. Assume that sili-
con atoms act as fully ionized dopant atoms and that
5% of the 10'° cm ™ silicon atoms added replace gal-
lium atoms and 95% replace arsenic atoms. The sam-
ple temperature is 300 K.

(a) Calculate the donor and acceptor concentrations.

(b) Find the electron and hole concentrations and the
location of the Fermi level.

(c) Find the conductivity of the gallium arsenide as-
suming that lattice scattering is dominant.

See Table 1.3 for properties of GaAs.

1.127 (Dielectric relaxation in solids.) Consider a ho-
mogeneous one-carrier conductor of conductivity o and
permittivity €. Imagine a given distribution of the mo-
bile charge density p(x, y, z; t = 0) in space at t = 0.
We know the following facts from electromagnetism,
provided we neglect diffusion current:
—dp
VeD=p, D=¢€§ J=0% V' J=——
dt
(a) Show from these facts that p(x, y, z; 1) = p(x, y, ;
t = 0) exp [—t/(€/o)]. This result shows that uncom-
pensated charge cannot remain in a uniform conduct-
ing material, but must accumulate at discontinuous in-
terfaces, surfaces, or other places of nonuniformity.

(b) Compute the value of the dielectric relaxation
time € /o for intrinsic silicon; for silicon doped with
10'® donors cm™%; and for thermal SiO, with o =

107! (Q-cm) ™! [12].
1.13" Because of their thermal energies, free carriers
are continually moving throughout a crystal lattice.
While the net flow of all carriers across any plane is
zero at thermal equilibrium, it is useful to consider
the directed components that balance to zero. The
component values are physically significant in that
they measure the quantity of current that can be de-
livered by diffusion alone. This is relevant if, for ex-
ample, one is able to unbalance the thermal equilib-
rium condition by intercepting all carriers flowing in
a given direction. By considering that J, = —gnyv,,
show that the current in a solid in any random direc-
tion resulting from thermal processes is

—qngly,

7=

where v, is the mean thermal velocity and n, is the
free-electron density. (Hint. Consider the flux through
a solid angle of 27 steradians.) [12]

1.14* Calculate the wavelengths of radiation needed
to create hole-electron pairs in intrinsic germanium,
silicon, gallium arsenide, and SiO,. Identify the spec-
trum range (e.g., infrared, visible, UV, and X ray) for
each case.

1.15" The relation between D and y is given by
D _1 dE

w  qd(Inn)
for a material that may be degenerate. (That is, the
Fermi-Dirac distribution function must be used be-
cause the Fermi level may enter an allowed energy
band.) Show that this relation reduces to the simpler
Einstein relation D/u = kT/q if the material is non-
degenerate so that Boltzmann statistics can be used.

1.16 A hot-probe setup is a useful laboratory appa-
ratus. It is used to determine the conductivity type of
a semiconductor sample. It consists of two probes and
an ammeter that indicates the direction of current
flow. One of the probes is heated (most simply, a sol-
dering iron tip is used), and the other is at room tem-
perature. No voltage is applied, but a current flows
when the probes touch the semiconductor. Consider-
ing the role of diffusion currents, explain the opera-
tion of the apparatus and draw diagrams to indicate
the current directions for p- and n-type semiconduc-
tor samples.

1.17 Consider a simple model for diffusion in one
dimension. Assume that all particles must move only
at discrete, regularly spaced times, one time unit

r -

apart. When they move, each particle can only jump
one space unit either to the left or to the right, with
equal probability. Start with 1024 particles at x = 0,
¢t = 0, and build up, step by step, the pattern of par-
ticles in space after 10 time units. Plot the distribu-
tion in space after each jump and measure the cor-
responding width W between points of one-half
maximum concentration. Then plot W* versus time.
What does your result suggest about the rate of
“spread” of particles by the diffusion process (in one
dimension at least)? [12]

1.18 The values in Tables 1.3 and 1.4 are not entirely
consistent. To see that this is the case,

(a) Calculate E, (T = 300 K) using the equation in
Table 1.4 and compare the result with E, in Table 1.3.

(b) Use both values of E, to calculate n; from Equa-
tion 1.1.25 with N, and N, as given in Table 1.3.
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(c) Calculate n, at 300 K using the temperature-
variation formula in Table 1.4.

[The calculated inconsistencies reflect the fact that
values in the tables are determined from measurements
using a variety of experimental methods. Based on
many experiments, a value of n; equal to 1.45 X 10'°
cm " for silicon at 300 K is widely used. The degree
of precision of many parameters is unknown.]

1.19% In a nearly intrinsic material, the motions of
both electrons and holes are significant for the Hall
effect. Show that the Hall coefficient in the case that
both holes and electrons are present becomes

o B Hop = pan
H™ T 5 - 7 . v
J B gqu,p + p,n)

Prove that this result is consistent with the simpler
theory derived in Section 1.3.

Electric Fields, Charge Configuration,

and Gauss’ Law

As discussed in Sec. 1.2, an internal electric field in a solid moves electrons and holes and thereby
causes a drift current. If we know the size and direction of the field, we can predict the drift cur-
rent in terms of material properties. This is but one of many circumstances in which knowledge of
the electric field in a solid has crucial importance. Although electric-field analysis is typically taught
in basic physics courses, the analysis techniques have so many important applications to device elec-
tronics that we review them briefly here. Readers who require amplification of these ideas can con-
sult any of the many excellent physics texts that discuss electricity and magnetism in greater detail.

For device analysis, the most useful fundamental relationship is that between electric charge
and the electric field. Expressed in one dimension (which very often suffices for device analysis),
the differential equation relating a charge density p(x) to the field € is

d(e®)/dx = p (1A.D)

In Equation 1A.1, € = €,€, is the permittivity of the material which is, in turn, equal to the product
of the relative permittivity €, and the permittivity of free space e.

Michael Faraday (1791-1867), the famous English engineer-scientist, provided an extremely
useful interpretation of Equation 1A.1 by introducing the concept of electrical lines of force that act
on charges and that emanate from positive charges and terminate on negative charges. The lines of
force are always parallel to the electric field and the densities of the lines of force throughout a re-
gion are proportional to the local magnitude of the electric field in the same region. Faraday’s con-
cept provides a straightforward means to visualize the correctness of Gauss’ Law which states that
the integrated electric field over a closed surface is equal to the net electric charge contained within
that surface divided by the permittivity within the closed surface.

To develop these ideas in a useful manner for device electronics, we can integrate Equation
1A.1 along x to write a one-dimensional form of Gauss’ Law (assuming the usual case that € is not

a function of x).

X

€, — %) = J p(x)dx (1A2)

x|
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Equation 1A.2 is readily interpreted using Faraday’s concept of lines of force because it states
mathematically that the product of the permittivity and the electric field at the boundaries of a re-
gion (between x, and x,) changes by an amount equal to the total charge contained in that region.
Field lines are added by positive charges and subtracted by negative charges; hence, the change in
field between two boundaries (x,; and x,) multiplied by the permittivity equals the sum of the charges
contained in the region between these two boundaries. The special case of charge o distributed
uniformly in density on a planar surface within a bounded volume (therefore at a single value of
x = xy) leads, from Equation 1A.2, to a stepwise change in the field € at x = x, such that A€ at
X = x, is o /e. Not evident in Equation 1A.2 is the effect of a change in the permittivity, for ex-
ample at a boundary between two different materials. Because a material’s permittivity € repre-
sents the polarizing effect of an electric field on its molecules, a change in € at a boundary results
in an effective surface charge at that boundary. As a result, if the permittivity changes from ¢, to
€, at x = x,, the field must also change from its value €, in region a to ¢, in region b at x = x,
such that €,¢, = €,%,, .
The force F on an electron in a field € is the product of its charge —g and the field.

F=—q% (1A3)
The work dW needed to move the charge an incremental distance dx is
dW = —q¢dx = qd¢ (1A4)
where the field € is related to the electric potential ¢ by
€ = —d¢/dx (1A.5)
Equation 1A.5 can be used together with Equation 1A.1 to write Poisson’s Equation.
d’¢/dx* = —p/e (1A.6)

In Equation 1A.6, we have assumed that the permittivity € does not depend on x.

Equation 1A.6 is a second-order linear differential equation for the potential ¢, and hence its
solutions have two constants that need to be evaluated using boundary conditions. Because Equa-
tion 1A.6 is linear, its solutions can be added; i.e., a potential ¢, that is a solution corresponding
to a charge density p, can be added to a potential ¢, that is a solution corresponding to a charge
density p, so that ¢ = ¢, + ¢, represents the potential for a charge density p = p;, + p,. This ad-
ditive property of solutions for potential, known as the superposition principle, is often a valuable
problem-solving aid.

EXAMPLE Capacitor Electronics Using Gauss’ Law

(a) Consider two parallel perfectly conducting plates of area A that are separated a distance W
in air and connected to electrodes to form a capacitor. A voltage V is applied between the
two plates. Sketch and label plots showing (i) the field, (if) charges, and (iii) the potential as
functions of the distance x between the two conducting plates (0 = x =< W).

(b) A perfectly conducting plate of area A and thickness W/2, having no electrical connections,
is inserted midway between the plates. Repeat the calculations requested in part (a).

(¢) Instead of the conducting plate of part (b), a dielectric layer with relative permittivity €, = 2
and thickness W/2 is inserted midway between the plates. Repeat the sketches requested in
part (a).

(d) What capacitance would be measured between the two conducting plates in parts (a), (b), and
(c) of this example?

Solution
(a)
=/t Field $(Vem™1)
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Potential (V)

\%
Y * v,
& €Vo 0
g w |
@)
w X g X
Air = w
= =
Area 3
A Yo gl b
f—x | w E w X
0 w O 0 w
(b)
- /‘;0\ + Field €(Vem™!) * 2 vy Potenti_al W)
NG ‘w Vo
w3 g
$ AW e v 4%
hd 2 w 2
- Area ‘EJ B
A ST
> e e sl x
Wi4 w4 g ~2603; 0 W
-2y,
w
(c) Call the field in air ¢, and the field in the dielectric €.
At the boundary (x = W/4), we have €,€, = €,€,¢,, hence
€= €./e, = €,/2
The voltage between the plates = V,
w\ € (W (W) 4V,
Therefore, €.\ — | + —{ — |+ €| — )=V, and =T
( 4 ) 2 ( 2 ) 4 0 3w
Ch the plat € o
arge on the plates = €,é, = €=
4 P 0%a 3w
Field ¢(Vem™1) v Potential (V)
- (W) Mogemy %
Y o~
L I; e o
Q
L/ S 3w .
€=2 *E -2V I
= ' -2 Vot gl 3%w
3w =
? -4V &l-4 Vo x
> | 3w EB| 3% 0 w
0 W ©

(d) Capacitance C = Q/V. For (a) Q = €,V,/W, C = ¢,/W,

4
(b) © = 2eV/W,C = 26/ W:  (©) Q= eVy/W,C = %eO/W.
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APPENDIX PROBLEMS

Al.1 The charge distribution shown below is that of
an idealized metal-semiconductor contact. A thin sheet
(delta function) of positive charge with charge/(unit

|

area) Q' = p; X x,is located at x = 0 to balance the
uniformly distributed negative charge in the semicon-
ductor. The permittivity of semiconductor is €.

X4

Charge density (C cm™3) —»

(a) Derive an expression for é(x) from —» < x <
+ o and sketch %(x).

(b) Derive the expression for ¢ (x) from —o < x <
+o0 and sketch ¢ (x).

(¢) Find the potential difference A¢(i.e., p(x = 0) —
d(x,) between x = 0 and x = x,.

—P1

(d) Sketch é(x) and ¢(x) for the charge distribution
shown below. Your intuition should tell you that you
don’t have to repeat the previous calculations.

ALL of your sketches must be to the proper propor-
tions.

P2

Charge density (C cm™3) —3=
l
g L

Al.2 The following metal-semiconductor-contact
charge distribution has two regions of different charge
concentrations in the semiconductor. The thin sheet
of negative charge at x = 0 balances the total posi-
tive charge in the semiconductor. The permittivity in-
side the semiconductor is €.

(a) Derive an expression for é(x) from —o < x <
+ o and sketch €(x).

(b) Derive the expression for ¢(x) from —o0 < x <
+o and sketch ¢(x).

(c) Find the potential differences A¢, (i.e., ¢(0) —
&(x,4;)) between x = 0 and x = x4, and A¢, (i.c.,
&(0) — &(x,y)) between x = 0 and x = x5,

o ===

T 2p;
T«

g P1

Q

@]

s ' x
= Xd1 Xa2

=1

Q

=]

Q

g

=

&

o

A1.3 The charge distribution shown is related to
semiconductor pn junctions. The total positive charge
in the n—type semiconductor balances the total nega-
tive charge in the p—type semiconductor (i.e., p, X
%2 = P1 X Xg). The permittivity in both regions of
the semiconductor is €.

(a) Derive an expression for E(x) from —o<x <
+o0 and sketch €(x).
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(b) Derive an expression for ¢(x) from — < x <
+oc and sketch ¢(x).

(c) Find the potential difference A¢ (i.e., Pp(xz) —
d(—x,)) between x = x, and x = —x 4.

(d) Use the superposition principle and the results
of Problem Al.1 to solve for é(x) and ¢(x).

—Xd1

I
>

Charge density (C cm™3) —3»

Al.4 The figure represents the charge distribution
of a metal-oxide-semiconductor (MOS) structure. The
oxide has a permittivity €, and the semiconductor
has a permittivity €,. There is a thin sheet of charge
at x = 0 in the metal, balancing the total semicon-
ductor charge of concentration p and thickness x,.
Note that p(x) = 0 inside the oxide.

(a) Derive an expression for (x) from —o < x < +
and sketch é(x).

(b) Derive an expression for ¢p(x) from —oe < x < 4
and sketch ¢(x).

(c) Find the potential difference Ad, (i.e., ¢(0) —
&(xy)). This is the voltage drop across the oxide.

(d) Find the potential difference A¢, (i.e., d(xg) —
&(xy + xg)). This is the voltage drop across the semi-
conductor.

(e) Use the superposition principle to solve for &(x)
and ¢(x) by decomposing the charge in a convenient
way to make use of the previous results.

Metal
Oxide
EU\

X4

&

Charge density (C cm™3) —3

il
U Semiconductor
0
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TABLE 1.3 Properties of Semiconductors and Insulators (at 300 K Unless Otherwise Noted)

Property Symbol Units Si Ge GaAs GaP Sio, Si;N,
Crystal structure Diamond Diamond Zincblende Zincblende Amorphous for most
IC applications

Atoms per unit cell 8 8 8 8
Atornic number V4 14 32 31/33 31/15 14/8 1477
Atomic or molecular weight MW g/g-mole 28.09 72.59 144.64 100.70 60.08 140.28
Lattice constant ag nm 0.54307 0.56575 0.56532 0.54505 0.775
Atomic or molecular density N, cm @ 5.00 x 10% 4.42 x 1022 221 x 102 2.47 x 102 2.20 X 102 1.48 X 10%
Density gcm™® 2.328 5.323 5.316 4.13 2.19 3.44
Energy gap 300K E, eV 1.124 0.67 1.42 2.24 ~8to9 4.7

0K E, eV 1.170 0.744 1.52 2.40

Temperature dependence  AE,/AT eV K™ -27x10* -37x10* -50x10* -54x10*
Relative permittivity €, 1.7 16.0 13.1 10.2 3.9 7.5
Index of refraction n 3.44 3.97 3.3 3.3 1.46 2.0
Melting point Tm °C 1412 937 1237 1467 ~1700 ~1900
Vapor pressure Torr (mm Hg) 1077 (1050) 1079 (750) 1 (1050) 10 5 (770)

(at °C) 1075 (1250) 1077 (880) 100 (1220) 107* (920)

Specific heat c, J(g K 0.70 0.32 0.35 1.4 0.17
Thermal

conductivity K Wi(cm K)~' 1.412 0.606 0.455 0.97 0.014 0.185(?)
Thermal

diffusivity Dy, cm?s! 0.87 0.36 0.44 0.004 0.32(?)
Coefficient of

linear thermal

expansion a' K 2.5 x 10°° 57 x 107¢ 59 x 10°° 5.3 x 1078 5x 107 2.8 x 1078
Intrinsic carrier

concentration* n; cm® 1.45 x 10"° 2.4 x 10™ 9.0 x 10°
Lattice mobility

Electron Mo cm?(V s)™! 1417 3900 8800 300 20

Hole Hp cm?(V s)™! 471 1900 400 100 ~1078
Effective density of states

Conduction band N, cm™3 2.8 x 10" 1.04 X 10" 4.7 x 10"

Valence band N, cm™2 1.04 X 10" 6.0 x 10" 7.0 X 10™
Electric field at breakdown ¢, Vem™! 3 x 10° 8 x 10* 3.5 x 10° 6—-9 X 10°
Effective mass

Electron m¥/mg 1.08° 0.55° 0.068 0.5

0.26° 0.12%
Hole mi/mg 0.817 0.3 0.5 0.5
0.386”

Electron affinity gX eV 4.05 4.00 4.07 ~4.3 1.0
Average energy

loss per phonon

scattering eV 0.063 0.037 0.035
Optical phonon

mean-free path

Electron Aph nm 6.2 6.5 35

Hole Aph nm 4.5 6.5 3.5

Sources: A. S. Grove, Physics and Technology of Semiconductor Devices, Wiley, New York (1967): S. M. Sze, Physics of Semiconductor Devices, 2nd ed., Wiley,
New York (1981); D. E. Hill, Some Properties of Semiconductors (table}, Monsanto Co., St. Peters, Mo. (1971); H. Wolf, Semiconductors, Wiley, New York (1971); W.
E. Beade, J. C. C. Tsai, R. D. Plummer, Quick Reference Manual for Silicon Integrated Circuit Technology, Wiley-Interscience, New York, 1985; F. Shimura and H. R.

Huff, “VLSI Silicon Material Criteria,” Chapter 15 in VLS! Handbook (ed. N. G. Einspruch, Academic Press, 1985).
2 Used in density-of-states calculations.

bUsed in conductivity calculations. [9]

* The intrinsic free-carrier density n; in silicon is reported as n;= 1 X 10" ¢m 3 in several fairly recent papers [M. A. Green, J. Appl. Phys., vol. 67, p. 2944 (1990);
A. B. Sproul and M. A. Green, J. Appl. Phys., vol. 70, p. 846 (1991), and S. M. Sze, Semiconductor Devices: Physics and Technology (2nd ed. Wiley, New York 2002),
pp. 36-37.] The intrinsic density that we give in the table, n; = 1.45 X 10" em 3 is, however, in wide use and is the value taken in problems and further

discussion in this book.
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TABLE 1.4 Additional Properties of Silicon (Lightly Doped, at 300 K Unless
Otherwise Noted)

Property Symbol  Units Values
Tetrahedral radius nm 0.117
Pressure coefficient of
energy gap AE,/Ap eV (atm)™’ -1.5 x 1078
Intrinsic carrier density? n; (Tin K) 3.87 x 10'¢ 732 exp{L_(rm'}
-4 72
Bandgap E, eV 1.17 — %L
Temperature coefficient
of lattice mobility
Electron Aw,/AT  cm¥VsK™ -11.6
Hole App/AT  emiVsK)y™' -43
Diffusion coefficient
Electron D, cm? s’ 34.6
Hole D, cm?s™! 12.3
Hardness H Mohs 7.0
Elastic constants Ciq dyne cm™? 1.656 x 10"
C1z 0.639 x 10"
Cas 0.796 x 10"

Young’'s modulus

(<111> direction) Y dyne cm™2 1.9 x 10"
Surface tension

(at 1412°C) gy dyne cm 2 720
Latent heat of fusion He eV 0.41
Expansion on freezing % 9.0

Cut-off frequency of

lattice vibrations Vo Hz 1.39 x 10"

Main Source: H. F. Wolf, Semiconductors, Wiley, New York (1971), p. 45.

Energy Levels of Elemental Impurities in Si°

I
CHAPTER”2

Li Sb P As Bi Ni S Mn Ag Pt Hg
0.033 5pag
0.039 021
0.044 YT A
0.049 go69 0.18
0.35 .
o5 0.37 033 037 %
A
0.54
i Gap center T 0.55 0.53
Si A
055 252 D
0.40 0.34 036
039 437 037 035 D
\ D
0.26 0.24 0.22
0.16
0.065
0.045 0057 0.03
B Al Ga In T! Co Zn Cu Au Fe 0

?a plot of n; versus T at higher temperatures is given in Figure 2.10.

" The levels below the gap center are measured from the top of the valence band and are acceptor levels unless
indicated by D for donor level. The levels above the gap center are measured from the bottom of the conduction

band and are donor levels unless indicated by A for acceptor level [10].
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THE SILICON PLANAR PROCESS
CRYSTAL GROWTH

THERMAL OXIDATION
Oxidation Kinetics

LITHOGRAPHY AND PATTERN TRANSFER

DOPANT ADDITION AND DIFFUSION
lon Implantation
Diffusion

CHEMICAL VAPOR DEPOSITION
Epitaxy
Nonepitaxial Films

INTERCONNECTION AND PACKAGING
Interconnections
Testing and Packaging

COMPOUND-SEMICONDUCTOR PROCESSING

NUMERICAL SIMULATION
Basic Concept of Simulation
Grids

Process Models

Device Simulation
Simulation Challenges

DEVICE: INTEGRATED-CIRCUIT RESISTOR
SUMMARY
PROBLEMS

SUGGessfuI engineering rests on two foundations. One is a mastery of

underlying physical concepts; a second foundation, at least of equal importance, is a

perfected technology—a means to translate engineering concepts into useful structures.

In Chapter 1 we reviewed the physical principles needed for integrated-circuit electron-

ics. In this chapter we discuss the technology to produce devices in silicon, a technol-

ogy now so powerful that the entire modern world has felt its impact. In addition to de-

scribing IC technology as it is now practiced, we attempt to provide a perspective on

continuing developments in this fast-moving area.

Technological evolution toward integrated circuits began with development of an

understanding of diode action and the invention of the transistor in the late 1940s. At
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that time the semiconductor of greatest interest was germanium. Experiments with ger-
manium produced important knowledge about the growth of large single crystals having
chemical purity and crystalline perfection that were previously unachievable.

Germanium is an element that crystallizes in a diamond-like lattice structure, in
which each atom forms covalent bonds with its four nearest neighbors. The crystal
structure is shown in Figure 1.8. Germanium has a band gap of 0.67 eV and an intrinsic
carrier density equal to 2.5 X 10'* cm™* at 300 K. Because of the relatively small band
gap in germanium, its intrinsic-carrier density increases rapidly with increasing temper-
ature, growing roughly to 10'5 cm ™ at 400 K (see Figure 1.9).

Because most devices are no longer useful when the intrinsic-carrier concentra-
tion becomes comparable to the dopant density, germanium devices are limited to
operating temperatures below about 70°C (343 K). As early as 1950, the temperature
limitations of germanium devices motivated research on several other semiconductors
that crystallize with similar lattice structures but can be used at higher temperatures. In
the intervening decades technological development for integrated circuits has focused
on the elemental semiconductor silicon (E, = 1.12 eV) and the compound semiconduc-
tor gallium arsenide (E, = 1.42 eV). Silicon is used in the overwhelming majority of
integrated circuits, while compound semiconductors, such as gallium arsenide, find
application in specialized, high-performance circuits. Compound semiconductors are
especially useful in optical devices that rely on the efficient light emission from direct-
bandgap compound semiconductors.

Most of this chapter deals with silicon technology, but the technology associated
with compound semiconductors will be briefly discussed later in this chapter. Properties
of germanium, silicon, gallium arsenide, and several other useful electronic materials
are summarized in Table 1.3 (page 52-53). Table 1.4 (page 54) lists some additional
properties of silicon.

THE SILICON PLANAR PROCESS

In addition to the good semiconducting properties of silicon, the major reason for its
widespread use is the ability to form on it a stable, controllable oxide film (silicon
dioxide SiO,) that has excellent insulating properties. This capability, which is not
matched by any other semiconductor-insulator combination, makes it possible to intro-
duce controlled amounts of dopant impurities into small, selected areas of a silicon sam-
ple while the oxide blocks the impurities from the remainder of the silicon. The ability
to dope small regions of the silicon is the key to producing dense arrays of devices in
integrated circuits.

Two chemical properties of the Si-SiO, system are of basic importance to silicon
technology. First, selective etching is possible using liquid or gaseous etchants that attack
only one of the two materials. For example, hydrofluoric acid dissolves silicon dioxide
but not silicon. Second, silicon dioxide can be used to shield an underlying silicon crys-
tal from dopant impurity atoms brought to the surface either by high-energy ion beams
or from a high-temperature gaseous diffusion source.
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Using these features, dopant atoms can be introduced into areas on the silicon that
are not shielded by thick silicon dioxide. The shielded regions can be accurately defined
by using photosensitive polymer films exposed with photographic masks. The polymer
pattern protects selected oxide regions on the silicon surface when it is immersed in a
hydrofluoric-acid bath, or exposed to a gas-phase etchant, forming a surface consisting of
bare silicon windows in a silicon-dioxide layer. This selective etching process, originally
developed for lithographic printing applications, permits delineation of very small pat-
terns. When the silicon sample is placed in an ambient that deposits dopant atoms on the
surface, these atoms enter the silicon only at the exposed silicon windows.

Proper sequencing and repetition of the oxidation, patterning, and dopant-addition
operations just described can be used to introduce p- and n-type dopant atoms selectively
into regions having dimensions ranging down to the few hundred nanometer range. These
steps are the basic elements of the silicon planar process, so called because it is a process
that produces device structures through a sequence of steps carried out near the surface
plane of the silicon crystal.

In addition to providing a means of limiting the area of dopant introduction, a well-
formed oxide on silicon improves the electrical properties at the surface of the silicon substrate.
Because of the termination of the crystal lattice of the silicon substrate, uncompleted or dang-
ling bonds exist at an ideal free surface. As we will see in Chapter 4, these broken bonds can
introduce allowed states into the energy gap of the silicon substrate at its surface and degrade
the electrical behavior of device regions near the surface. However, a well-formed silicon-
dioxide layer on the silicon surface electrically passivates almost all of these surface states,
allowing nearly ideal behavior of the surface region of the silicon. Although the area density
of bonds at the silicon surface is about 10'> cm™2, the number of electrically active bonds
can be reduced to less than 10'' cm ™2 by properly growing a silicon-dioxide layer on the sur-
face. The ability to remove virtually all the electrically active states at the silicon surface al-
lows the successful operation of the ubiquitous silicon metal-oxide-semiconductor (MOS)
transistor, which is the basis of most large-scale integrated circuits today.

The silicon crystals used for the planar process consist of slices (called wafers) that
are made from a large single crystal of silicon. Dopant atoms are typically added to the
silicon by depositing them in selected regions on or near the wafer surface, and then diff-
using them into the silicon. Because dopant atoms are introduced from the surface and
typical diffusion dimensions are very small, the active regions of the planar-processed de-
vices are themselves within a few micrometers* of the wafer surface. The remaining thick-
ness (generally several hundred micrometers) serves simply as a mechanical support for
the important surface region.

A major advantage of the planar process is that each fabrication step (prior to pack-
aging) is typically applied to the entire wafer. Hence, it is possible to make and inter-
connect many devices with high precision to build an integrated circuit (IC). At present,
individual ICs typically measure up to 20 mm on a side, so that a wafer (most often
20-30 cm in diameter) can contain many ICs. There is clear economic advantage to in-
creasing the area of each wafer and, at the same time, reducing the area of each integrated
circuit built on the wafer.

The most important steps in the planar process, shown in Figure 2.1, include (a)
formation of a masking oxide layer, (b) its selective removal, (c) deposition of dopant
atoms on or near the wafer surface, and (d) their diffusion into the exposed silicon re-
gions. These processes determine the location of the dopants which, in turn, determines
the electrical characteristics of the devices and ICs.

* 1 micrometer = 1 wm, sometimes called a micron, equals 10™* cm = 10° nm = 10°* A (angstrom).
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Refinements of the planar process and, along with it, the growth of silicon-based
electronics has been amazingly rapid and continuous. Figure 2.2 gives some perspective
to the development of silicon integrated-circuit technology over the past 40 years.

The minimum feature size on an integrated circuit has continued to evolve at a rapid
rate, decreasing from 8 wm in 1969 to 130 nm* today. The rate of evolution can be ap-
preciated by plotting the minimum feature size (on a logarithmic scale) versus year of first
commercial production, as shown in Figure 2.2f. The straight line on this plot indicates
the exponential decrease in the minimum feature size. The exponential change was first
quantified by Gordon Moore of Intel Corporation and is known as “Moore’s Law.”’
(Moore’s law is so well recognized and frequently cited that it has even been mentioned
in the cartoon “Dilbert” [1]. Along with the rapid decrease in minimum feature size, the
size of the IC chip continues to increase, although less rapidly than the minimum feature
size decreases. Because of the combination of smailer features and larger chips, the number

* 1 nanometer (nm) = 10"’ m = 107" ¢cm = 107> um.
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FIGURE 2.2 Evolution of IC technology. (a) First commercial silicon planar transistor (1959)
(outer diameter 0.87 mm). (b) Diode-transistor logic (DTL) circuit (1964) (chip size 1.9 mm
square). (¢) 256-bit bipolar random access memory (RAM) circuit (1970) (chip size 2.8 X 3.6
mm). (d) VLSI central-processor computer chip containing 450,000 transistors (1981). The dif-
ferent functions carried out by the IC are labeled on the figure (chip size 6.3 mm square).
[(a), (b), (c) courtesy of B.E. Deal—Fairchild Semiconductor, (d) Courtesy of Hewlett-Packard
Co.] (e) Block diagram of Pentium 4 processor with 42 million transistors (2000); the corre-
sponding chips photo is shown on the book cover. (Courtesy of Intel Corporation.) (f) Mini-
mum feature size versus year of first commercial production. (g) Another embodiment of
Moore's law shows that the number of transistors per chip has doubled every 18-24 months
for approximately 30 years. (h) Along with decreasing feature size, the number of electrons
in each device decreases. [(f)-(h) adapted from Mark Bohr, Intel; Howard Huff, Sematech;
Joel Birnbaum, Hewlett-Packard; Motorola.]
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FIGURE 2.2 (continued)

of transistors on an IC chip increases even more rapidly—doubling every 18-24 months
(Figure 2.2g). This rapid increase is made possible by continuing technological develop-
ment, while the basic physics of the transistors remains relatively constant. (However, sec-
ondary effects that were less important in large transistors can dominate the behavior of

smaller transistors.)

Because different manufacturing equipment is often needed to produce circuits
with smaller features, the decrease of feature size is not continuous. Rather, the area of
a transistor for each device “generation” decreases by a ratio that provides enough ben-
efit to justify the cost of new equipment. Typically the area decreases by a factor of
two, so the linear dimension decreases by a factor of 1.4 (i.e., the dimension “scales”
by 0.7). Device features of 60 nm are produced today, and features of 20-30 nm have

been demonstrated [2].
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FIGURE 2.2 (continued)

Once Moore’s law was well accepted, it became almost a self-fulfilling prophecy.
By extrapolating from the past evolution of feature size shown in Figure 2.2f, a target
value for minimum feature size is determined for each future year. Projections for feature
size and other physical and electrical characteristics have been quantified in an
“International Technology Roadmap for Semiconductors” (ITRS) [3], which is updated
frequently. Semiconductor manufacturers then devote the resources needed to develop the
technology required to produce features of the predetermined size. In fact, the changes
can sometimes exceed the predicted rate of improvement. If the predetermined size is typ-
ical for the industry, then each company tries to develop the technology more rapidly than
predicted to give it a competitive advantage in the market.

Device scaling cannot continue indefinitely, however. It will be limited by two fac-
tors. First, as the device features scale to smaller dimensions, the number of electrons
within each transistor decreases, as shown in Figure 2.24. As the number of electrons n
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decreases, the statistical fluctuations in the number (~V/n) becomes an increasing frac-
tion of the total, limiting circuit performance and making circuit design more difficult.
Several years ago, these statistical fluctuations began to impact the performance of ana-
log circuits. Within a few years, similar fluctuations will influence digital circuit design.
Considerably after statistical fluctuations become important, we will reach the time
at which each transistor contains only one electron (perhaps about 2015). At that point,
the entire concept of electronic devices must change. A number of different alternatives
are being investigated in advanced research laboratories, but no favored approach has
yet emerged.

Second, even in the shorter term with conventional devices, each generation of tech-
nology becomes more difficult and more expensive. The lithography needed to define
increasingly small dimensions is often limiting. Eventually, the cost of technology devel-
opment and manufacturing equipment is likely to limit the further evolution of IC tech-
nology. A modern IC manufacturing facility can cost several billion U.S. dollars today,
and the cost is continuing to increase. The high cost of the manufacturing facilities limits
the number of companies that can afford to manufacture ICs. In fact, many companies
have the circuits they design manufactured by “foundries” that specialize in high-volume
manufacturing of ICs for other companies.

However, even with these future limitations, the planar process will continue to dom-
inate electronics for a number of years. The benefits it has provided for computers,
communications, and consumer products have led to the continuing huge investment in
research and development and manufacturing facilities. The planar process is the founda-
tion for the production of silicon integrated circuits and continually evolves to allow
production of increasingly complex circuits. Making the best use of its many degrees of
freedom in understanding and designing devices requires a fairly thorough understanding
of the basic elements of silicon technology. Much of the remainder of this chapter is di-
rected toward providing such an understanding and a basis for the discussion of devices
in the following chapters.

2.2 CRYSTAL GROWTH

Silicon used for the production of integrated circuits consists of large, high-quality, sin-
gle crystals [4]. What is meant by “high quality” can be better understood from a brief
consideration of the ultimate requirements placed on the silicon.

Typical IC applications require dopant concentrations ranging from roughly 10'° to
10% atoms cm . To control device properties, any unintentional or background concen-
trations of electrically active impurity atoms should be at least two orders of magnitude
lower than the minimum intentional dopant concentration—that is, about 10"* cm™* or
lower. Because silicon contains roughly 5 X 10%? atoms cm ™, the presence of only about
one unintentional, electrically active, impurity atom per billion silicon atoms can be tol-
erated. This high purity is well beyond that required for the raw material in virtually any
other industry; the routine production of material of this quality for the manufacture of
integrated circuits demonstrates the extraordinary refinement of silicon technology.

High-purity silicon is obtained from two common materials: silicon dioxide (found
in common sand) and elemental carbon. In a high-temperature (~2000°C) electric-arc fur-
nace, the carbon reduces the silicon dioxide to elemental silicon, which condenses as about
90% pure, metallurgical-grade silicon—still not pure enough for use in semiconductor de-
vices. The metallurgical-grade silicon is purified by converting it into liquid trichlorosi-
lane (SiHCI;), which can be purified. Selective distillation (fractionation) separates the

2.2 CRYSTAL GROWTH 63

trichlorosilane from any other chloride complexes. The purified trichlorosilane is then re-
duced by hydrogen to form high-purity, semiconductor-grade, solid silicon. At this point,
the silicon is polycrystalline, composed of many small crystals with random orientations.
This elemental polycrystalline silicon, also called polysilicon, is usually deposited on a
high-purity rod of semiconductor-grade silicon to avoid contamination.

The silicon is then formed into a large (about 20-30 cm diameter), nearly perfect,
single crystal because grain boundaries and other crystalline defects degrade device
performance. Sophisticated techniques are needed to obtain single crystals of such high
quality. These crystals can be formed-by either the Czochralski (CZ) technique or the
float-zone (FZ) method.

Czochralski Silicon. In the Czochralski technique, which is most widely used to
form the starting material for integrated circuits, pieces of the polysilicon rod are first
melted in a fused-silica crucible in an inert atmosphere (typically argon) and held at a
temperature just above 1412°C, the melting temperature of silicon (Figure 2.3).

A high-quality seed crystal with the desired crystalline orientation is then lowered
into the melt while being rotated, as indicated in Figure 2.3a. The crucible is simultane-
ously turned in the opposite direction to induce mixing in the melt and to minimize
temperature nonuniformities. A portion of the seed crystal is dissolved in the molten sil-
icon to remove the strained outer portions and to expose fresh crystal surfaces. The seed
is then slowly raised (or pulled) from the melt. As it is raised, it cools, and material from
the melt solidifies on the seed, forming a larger crystal, as shown in Figure 2.3b. Under
the carefully controlled conditions maintained during growth, the new silicon atoms con-
tinue the crystal structure of the already solidified material. The desired crystal diameter
is obtained by controlling the pull rate and temperature with automatic feedback mecha-
nisms. In this manner cylindrical, single-crystal ingots of silicon can be fabricated. As
crystal-growing technology has developed, the diameter of the cylindrical crystals has
increased progressively from a few mm to the 20 or 30 cm common today.

Solid
silicon

o o o o
o o o o
o O Heating o o
° o coils o o

Molten Molten Solid-liquid

- . . o
silicon silicon interface
° ° ° \—/ °

(@) (®)
FIGURE 2.3 Formation of a single-crystal semiconductor ingot by the Czochralski

process: (a) initiation of the crystal by a seed held at the melt surface, (b) withdrawal
of the seed “pulls” a single crystal.
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For many integrated-circuit processes, an initial dopant density of about 10'> cm ™3

is desired in the silicon. This dopant concentration is obtained by incorporating a small,
carefully controlled quantity of the desired dopant element, such as boron or phos-
phorus, into the melt. Typically, dopant impurities weighing about one-tenth milligram
must be added to each kilogram of silicon. For accurate control, small quantities of
heavily doped silicon, rather than the elemental dopant, are usually added to the un-
doped melt. The dopant concentration in the pulled crystal of silicon is always less
than that in the melt because dopant is rejected from the growing crystal into the melt
as the silicon solidifies. This segregation causes the dopant concentration in the melt
to increase as the crystal grows, and the seed end of the crystal is less heavily doped
than is the zail end. Slight dopant-concentration gradients can also exist along the crystal
radius in Czochralski silicon.

Czochralski silicon contains a substantial quantity of oxygen, resulting from the
slow dissolution of the fused-silica (silicon dioxide) crucible that holds the molten sili-
con. Oxygen does not contribute significantly to the net dopant density in the moderately
doped wafers used for silicon integrated circuits. However, the typical inclusion of about
10'8 cm~* oxygen atoms (the solid solubility of oxygen in silicon at the solidification tem-
perature) in silicon crystals produced by the Czochralski process can be used to control
the movement of unintentional impurities (typically metals) in IC wafers. At the temper-
atures used in integrated-circuit processing, oxygen can precipitate, forming sites on which
other impurities tend to accumulate. If the oxygen precipitates are located within an ac-
tive device, they degrade its performance. However, if they are remote from active de-
vices, precipitates can function as gettering sites for unwanted impurities, attracting them
away from electrically active regions and improving device properties. Control of the lo-
cation and size of the oxygen precipitates is important in determining the uniformity of
device properties in high-density integrated circuits.

Convective flow of the molten silicon accelerates erosion of the crucible, increas-
ing the oxygen content in the melt and in the solidifying crystal. The convective flow can
also contribute to instabilities in the crystal growth process, degrading the structure of the
growing crystal. The convective flow can be suppressed by superposing magnetic fields
on the melt. This magnetically confined Czochralski growth technique offers the possibility
of improved control over the crystal-growth process and increased purity of the resulting
crystal.

A small fraction of the included oxygen, about 0.01% of the total, can act as donors
after moderate-temperature heat treatments. This small concentration (about 10" cm™?)
does not appreciably alter the resistivity of most integrated-circuit silicon. However, for
the high-resistivity (20—100 {-cm) silicon used to produce power devices and for other
specialized applications, oxygen can become a problem. For this reason, high-resistivity
silicon is usually formed by the float-zone process.

Float-Zone Silicon. In the float-zone process, a rod of cast polycrystalline silicon
is held in a vertical position and rotated while a melted zone (between 1 and 2 cm long)
is slowly passed from the bottom of the rod to the top, as shown in Figure 2.4. The melted
region is heated [usually by a radio-frequency (RF’) induction heater] and moved through
the rod starting from a seed crystal that initiates crystallization. The impurities tend to
segregate in the molten portion so that the solidifying silicon is purified. In contrast to
Czochralski-processed silicon, oxygen is not introduced into float-zone silicon because
the silicon is not held in an oxygen-containing crucible. Although it is a more costly
process and limited to smaller-diameter ingots, the silicon produced by the float-zone
process typically contains about 1% as much oxygen as that produced by the Czochralski
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method, and other impurity concentrations are also reduced. Multiple passes of the molten
zone can be used to produce silicon with resistivities above 10* Q-cm.

Wafer Production. Once the single-crystal ingot is grown and ground to a precise
diameter, it is sliced with a diamond saw into thin, circular wafers. The wafers are chem-
ically etched to remove sawing damage and then polished with successively finer polish-
ing grits and chemical etchants until a defect-free, mirror-like surface is obtained. The
wafers are then ready for device fabrication.

Before slicing, index marks are placed on the wafer to facilitate the orientation of
processed circuits along specific crystal directions. In particular, edges of an area on the
wafer called a die or a chip are typically aligned in directions along which the wafer read-
ily breaks so that the dice can be separated from one another after planar processing is
completed. This separation is often accomplished by scribing between them with a sharp
stylus and breaking them apart, so the orientation of the easy cleavage planes is impor-
tant. On smaller wafers the crystal directions are indicated by grinding a flat on the wafer,
usually perpendicular to an easy cleavage direction. In most cases, the primary flat is
formed along a (110) direction. A smaller secondary flat is sometimes added to identify
the orientation and conductivity type of the wafer, as shown in Table 2.1. On larger wafers,
using wafer flats would appreciably decrease the wafer area and the number of chips on
the wafer. Therefore, the wafer flats are omitted on larger wafers, and the crystal axes are
indicated by a small notch placed at the edge of the wafer.
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TABLE 2.1 Location of Secondary

Wafer Flat
Secondary Flat

Crystal Conductivity  (Relative to
Orientation Type Primary Flat)

(100) n 180°

(100) P 90°

(111) n 45°

(111) p No secondary flat

After slicing, a unique wafer number is often marked on the wafer surface by va-
porizing small spots of silicon with a laser. The marks identify the manufacturer, ingot,
dopant species, and crystal orientation. Other digits are unique to a wafer, allowing each
wafer to be identified at any point in the wafer-fabrication process. The laser marks can
be read both manually by equipment operators and also by automated process equipment.
The laser marks are added before the wafer is etched and polished so that strain from the
marking process can be removed by chemical etching and stray spattered material does
not contaminate the fine surface finish after polishing.

2.3 THERMAL OXIDATION

An oxide layer about 2 nm thick quickly forms on the surface of a bare silicon wafer in
room-temperature air. The thicker (typically 8 nm to 1 wm) silicon dioxide layers used to
protect the silicon surface during dopant incorporation can be formed either by thermal
oxidation or by deposition. When silicon dioxide is formed by deposition, both silicon
and oxygen are conveyed to the wafer surface and reacted there (Sec. 2.6). In thermal ox-
idation, however, there is a direct reaction between atoms near the surface of the wafer
and oxygen supplied in a high-temperature furnace. Thermally grown oxides are gener-
ally of a higher quality than deposited oxides. Although their structure is amorphous, they
typically have an exact stoichiometric ratio (SiO,), and they are strongly bonded to the
silicon surface. The interface between silicon and thermally grown SiO, has stable and
controllable electrical properties. As we will see in Chapter 8, the quality of this excel-
lent semiconductor-insulator interface is fundamental to the successful production of
metal-oxide-semiconductor (MOS) transistors.

To form a thermal oxide, the wafer is placed inside a quartz tube that is set within
the cylindrical opening of a resistance-heated furnace. This furnace can be oriented
horizontally, as shown in Figure 2.5, or vertically. The wafer surface is usually perpendi-
cular to the main gas flow. Temperatures in the range of 850 to 1100°C are typical, the
reaction proceeding more rapidly at higher temperatures. Silicon itself does not melt until
the temperature reaches 1412°C, but oxidation temperatures are kept considerably lower
to reduce the generation of crystalline defects and the movement of previously introduced
dopant atoms. In addition, the quartz furnace tube and other fixtures start to soften and
degrade above 1150°C.

The oxidizing ambient can be dry oxygen, or it can contain water vapor, which is
generally produced by reaction of oxygen and hydrogen in the high-temperature furnace.
Use of such pyrogenic steam requires careful safety procedures to handle explosive hy-
drogen gas, and a slight excess of oxygen is generally introduced to avoid having unreacted
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FIGURE 2.5 An insulating layer of silicon dioxide is grown on silicon wafers by
exposing them to oxidizing gases in a high-temperature furnace.

hydrogen in the furnace. A steam environment can also be formed by passing high-purity,
dry oxygen or nitrogen through water heated almost to its boiling point. The overall ox-
idation reactions are

Si(s) + O,(g) — SiO(s) (2.3.1a)
and
Si(s) + 2H,0(g) —> SiOs(s) + 2H,(g) (2.3.1b)

Oxidation proceeds much more rapidly in a steam ambient, which is consequently
used for the formation of thicker protective layers of silicon dioxide. Growth of a thick
oxide in the slower, dry-oxygen environment can lead to undesirable movement (redist-
ribution) of impurities introduced into the wafer during previous processing.

Oxidation takes place at the Si-SiO, interface so that oxidizing species must dif-
fuse through any previously formed oxide and then react with silicon at this interface
(Figure 2.6). At lower temperatures and for thinner oxides, the surface reaction rate at the
Si-SiO, interface limits the growth rate, and the thickness of the oxide layer increases
linearly with increasing oxidation time.

At higher temperatures and for thicker oxides, the oxidation process is limited by
diffusion of the oxidizing species through the previously formed oxide. In this case the
grown oxide thickness is approximately proportional to the square root of the oxidation
time. This square-root dependence is characteristic of diffusion processes and sets a
practical upper limit on the thickness that can be conveniently obtained.

Gas stream
FIGURE 2.6 Three fluxes that
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the flow from the gas stream to the

- o surface, F(2) the diffusion of oxidiz-
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3 formed oxide, and F(3) the reaction
/ Silicon wafer at the Si-SiO, interface. The concen-
F(3) tration of the oxidizing species

varies in the film from C, near the
gas interface to C; near the silicon
interface.
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Oxidation Kinetics

For most of the oxidation process (after formation of a thin layer which obeys different
oxidation kinetics), the relation between the grown oxide thickness x,,, oxidation time z,
and temperature 7 can be found by equating the rates at which oxygen atoms (1) trans-
fer from the gas phase to the growing oxide, (2) move through the already formed oxide,
and (3) react according to Equations 2.3.1 at the Si-SiO, interface (Figure 2.6). These
considerations form the basis of the classic Deal-Grove model [5] which is outlined below.

First, consider transfer of the oxidizing species (either oxygen or water vapor) from
the gas phase to the outer layer of the already formed oxide. This transfer rate is propor-
tional to the difference between the actual concentration C, of the oxidizing species in the
solid at its surface and C*, the concentration that would be in equilibrium with the gas-
phase oxidizing species:

F(1) = h(C* — C,) (23.2)

where h is the gas-phase, mass-transfer coefficient, and the concentrations C* and C, are
related to corresponding gas-phase partial pressures p by the ideal gas law C = p/kT.
Transport of the oxidizing species across the growing oxide to the Si-SiO, inter-
face occurs by diffusion, a process analogous to the hole and electron diffusion discussed
in Sec. 1.2 (Equation 1.2.15). The flux of the diffusing species can be written as the product
of the concentration gradient across the oxide (C, — C)/x,, (Figure 2.6) and the diffu-
sivity D, which describes the ease of diffusion of the oxidizing species through the al-
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The parameter 7 depends mainly on the thickness of the oxide initially present on the sur-
face. For short oxidation times the surface reaction rate F(3) limits oxide growth, and
Equation 2.3.6 can be approximated by a linear relationship between x,, and t:
B
X,y a (t+ 1) 2.3.9)
The proportionality factor B/A in Equation 2.3.9, called the linear rate coefficient, is
related to breaking bonds at the Si-SiO, interface [F(3)], and therefore depends on crystal
orientation. The most commonly used crystals for ICs are (100)- or (111)-oriented. The
linear rate coefficient is larger for the (111) orientation, which has fewer bonds between
adjacent planes than does (100)-oriented silicon.
For long oxidation times a square-root relationship is obtained from Equation 2.3.6:

X, = VB(t + 1)~ VBt (2.3.10)

The coefficient B in Equation 2.3.10, called the parabolic rate coefficient, depends on dif-
fusion across the already formed oxide [flux F(2)], and is independent of the orientation
of the silicon crystal. Experimental values for the linear rate coefficient B/A and the par-
abolic rate coefficient B are shown in Figures 2.7a and 2.7b.
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In practice, values of A, B, and T are determined experimentally from measurements
of oxide thickness versus time at various temperatures. Oxide thicknesses as a function of
oxidation time are shown in Figures 2.8a (for dry oxidation) and 2.8/ (for steam oxidation).
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FIGURE 2.8 (a) Oxide thickness as a function of oxidation time in dry oxygen for
several commonly used oxidation temperatures for (111)- and (100)-oriented silicon.
(b) Oxide thickness x,, as a function of time in a steam ambient for (111)- and
(100)-oriented silicon (typically obtained by reacting hydrogen and oxygen near the
entrance to the oxidation furnace). Adapted from [7].
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The data in both figures apply to oxides grown on (111)- and (100)-oriented Si. The oxide
thicknesses is somewhat less for (100)-oriented material, especially for thin oxides and at
lower oxidation temperatures at which growth is limited for a longer time by the surface ox-
idation rate [F(3)]. As an example of the use of Figures 2.8a and b, we can compare the
time it takes to grow 300 nm (0.3 pwm) of oxide in dry oxygen at 1100°C on Si(100) (4.4 h
from Figure 2.8a) to the growth time in steam (17 min from Figure 2.8b). Oxide thicknesses
of a few hundred nanometers are often used, with 1 to 2 m being the upper practical limit
when conventional oxidation techniques are employed.

In IC fabrication we must frequently determine the thickness added to an already
formed oxide layer during additional oxidation. To do this, we can use the parameter 7 in
Equation 2.3.6 as the time needed to grow an oxide of the thickness already present under
the conditions of the additional oxidation. The final thickness is then determined by
adding the oxidation time ¢ and calculating the oxide thickness corresponding to the total
time (¢t + 7).

EXAMPLE Calculation of Oxide Thickness

Find the final oxide thickness on Si(111) after an additional oxidation in dry oxygen for 2 hours at
1000°C of a region that is covered initially by 100 nm of SiO,.

Solution From Figure 2.8a,

x; = 100 nm 7 = 120 min

(t + 7) = 240 min X, = 153 nm

Note that the oxide thickness increases less than linearly with time. The initial 100 nm of SiO,
would have grown in 2.0 h at 1000°C, whereas another 2 h of oxidation only forms an additional
53 nm of oxide. ]

Although Equation 2.3.5 describes the oxidation rate over a wide range of oxide
thicknesses, the initial stage of oxidation is more rapid than described by Equation 2.3.5.
This accelerated growth of thin oxides can be incorporated by adding a term to Equation

2.3.5 of the form [8]
dxox =K ( xox)
a exp L

where L is a characteristic length of the order of 7 nm and K depends on temperature [8].
The rapid initial oxidation is possibly related to an altered layer near the silicon surface
containing additional sites for oxidation. For thicker oxides, the accelerated initial oxide
growth can be approximately incorporated into the experimentally determined parameter
7 shown in Equation 2.3.6.

During thermal oxidation, silicon is consumed from the wafer and incorporated in
the growing oxide. Because SiO, contains 2.2 X 10%? molecules cm > (and an equal num-
ber of silicon atoms), while pure silicon contains 5.0 X 10?* atoms cm >, the thickness
of silicon consumed is 0.44 times the thickness of SiO, formed. This relation holds for
all orientations of silicon and also for polycrystalline silicon because it depends only on
volume densities.

(2.3.11)

High-Pressure Oxidation. Growth of thick oxides is time consuming because the
thickness of thick oxides increases only as the square root of time (Equation 2.3.10).
Excessive movement of dopant atoms during extended oxidation often makes more rapid
oxide formation desirable. This rapid formation can be accomplished by using high pres-
sures of the oxidizing species.

i
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Although atmospheric-pressure oxidation processes are described by Equation 2.3.6 1020
with well-known values of A and B, the same equation is also valid at other pressures
(with different values of A and B). The oxidation rate for thick oxides (Equation 2.3.10)
is determined by the parameter B. As seen from Equation 2.3.8, B increases when C*, the
concentration of oxidizing species in equilibrium with the gas phase increases. C* can be
increased by supplying the oxidant at a high pressure. Typical elevated pressures are 10
to 20 atmospheres, causing a 10- to 20-fold increase in the parameter B. Although the
diffusivity D of the oxidant in oxide depends somewhat on pressure, the major effect on
oxidation rate is through the increased concentration C*.

High-pressure oxidation allows formation of a desired oxide thickness at the same
temperature in a shorter time than at one atmosphere; alternatively, a desired thickness
can be formed in the same time at a lower temperature. Using a lower oxidation temper-
ature can reduce the number of crystal defects introduced during thermal oxidation.
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Concentration-Enhanced Oxidation.' Heavily doped n-type silicon oxidizes
more rapidly than does lightly doped silicon (Figure 2.9). The different oxidation rates of
heavily and lightly doped regions of an IC can be used for selective definition of desired
areas; conversely, the different oxide thicknesses can make uniform etching of oxides
grown on different parts of the circuit difficult.

High concentrations of some dopants cause isolated point defects in the silicon lat-
tice consisting of missing silicon atoms (vacancies) or extra silicon atoms (silicon inter-
stitials). These point defects affect the surface reaction rate (and therefore the linear rate
coefficient B/A) if their concentration is greater than the intrinsic carrier concentration n;
at the oxidation temperature. As shown in Figure 2.10, the value of n; increases rapidly
with increasing temperature and is 10'” cm™* at 1000°C.

The parabolic rate coefficient B depends on properties of the SiO,, so it is not di-
rectly affected by point defects in the silicon. However, B does depend on the diffusivity

of the oxidizing species in the oxide. Because some dopant from the silicon can enter the 10 ' ' ; - : ' ' :
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1072 FIGURE 2.10 The intrinsic carrier density n; in silicon between 300 and
r 1200°C [10].
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oxide during oxidation and weaken its structure, the diffusivity (and hence the parabolic
103 rate coefficient B) can increase. This increase, however, is small compared to the increase
in the linear rate coefficient B/A. Thus, for thicker oxides, oxidation-rate enhancement
e resulting from high concentrations of dopant in the silicon is small.

Chlorine Oxidation." The oxidation rate also increases (typically by 10-20%) when
107 Y oo a chlorine-containing species is added to the oxidant. The chlorine, usually obtained from
HCI, Cl,, or organic compounds, is incorporated near the Si—SiO, interface where it can
improve the electrical properties of devices, especially the MOS devices discussed in Chap-
ter 8. The addition of chlorine to the oxidant to improve the properties of the Si-SiO,
system must be done very carefully. Only a small improvement occurs when the concen-
1075 S S N A S S AT N S tration is too low, but it is easy to provide an excess concentration that can etch the silicon
107 10'® 10" 10% 10%! surface or form gas bubbles at the Si-SiO, interface and rupture the oxide.

Cpe (cm™3)
FIGURE 2.9 Linear (B/A) and parabolic (B) rate coefficients as Nitrided oxides. Although oxides of a moderate thickness effectively block diffu-
functions of the initial phosphorus concentration in the substrate sion of dopant species, dopant atoms—especially boron—can penetrate very thin oxides
for oxidation at 900°C [9]. (<5 nm-thick).
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As the gate oxides of MOS transistors become thinner, this unwanted dopant pen-
etration can change the electrical behavior of the transistor. The dopant diffusion can be
reduced by adding nitrogen to a portion of the oxide by a thermal treatment in a nitrogen-
containing gas such as ammonia (NHj;) after the oxide is grown. Nitrogen-rich layers form
at the top and perhaps at the bottom of the oxide layer, increasing its resistance to dopant
penetration.

High-permittivity oxides. As the requirement for better capacitive coupling of a
gate electrode of an MOS transistor or memory cell to the channel or storage region be-
comes more stringent, silicon dioxide and silicon nitride cannot provide the required
capacitance, and insulators with a higher permittivity are needed. Materials such as tan-
talum oxide (Ta,Os) can be used, and oxides of zirconium and hafnium may be useful.
Materials such as barium-strontium titanate (BST), with its even higher permittivity have
also been suggested. To take advantage of the higher permittivity of these advanced ox-
ides, they must be in intimate contact with the conducting electrode. Because of the sta-
bility of silicon dioxide, a thin layer of SiO, often forms between a silicon electrode and
the high-permittivity oxide. The associated parasitic series capacitance decreases the total
capacitance below that expected from the advanced oxide alone.

2.4 LITHOGRAPHY AND PATTERN TRANSFER

Photolithography. Once the protective layer of SiO, has been formed on the sil-
icon wafer, it must be selectively removed from those areas in which dopant atoms are
to be introduced. Selective removal is usually accomplished by using a light-sensitive
polymer material called a resist. The oxidized wafer is first coated with the liquid resist
by placing a few drops on a rapidly spinning wafer. After drying the resist, a glass plate
with transparent and opaque features (called a mask or photomask) is placed over the
wafer as shown in Figure 2.11a, and aligned using a microscope. The resist is then exposed
to ultraviolet light that changes its structure. For a positive resist, molecular bonds are
broken where the resist is illuminated, while the molecules of a negative resist are cross
linked (polymerized) in areas that are exposed to light. The weakly bonded or unpoly-
merized areas of the resist are then selectively dissolved using a solvent, so that the
remaining, acid-resistant, hardened coating reproduces the mask pattern on the SiO,
(Figure 2.11b). Similarly, resist patterns can be formed on top of other layers used in the
IC process.

In the most straightforward implementation of planar processing, the patterns on all
the dice on a wafer are exposed simultaneously. However, as device dimensions become
smaller, not only does the minimum feature size that must be resolved decrease, but the
registration of one patterned layer to another must become more exact. During heat cy-
cles, the wafer can be slightly distorted by thermal stress or by stress from incorporated
dopant atoms or added layers of material. Thus, a subsequent photomask may not exactly
match a pattern previously formed on the wafer. This distortion can limit the accuracy of
registration from one masking level to another. One tool used to improve the registration
accuracy is the optical wafer stepper (Figure 2.11c), which exposes one die on a wafer at
a time. After one die is exposed, the wafer is moved or stepped to the next die, which is
then exposed. Although this technique is mechanically more complex and slower than full-
wafer exposure, it allows improved registration. In addition, by demagnifying the pattern
(about five or ten times) from a large mask or reticle containing the pattern for a single
die, smaller device features can be defined.
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FIGURE 2.11 (a) The areas from which the

Mask (5-10X) oxide is to be etched are defined by exposing

a light-sensitive resist through a photographic
negative (mask). (b) The hardened resist pro-
tects the oxide in the masked areas from chem-
ical removal. (c) In a stepper-type lithography
system, exposure light passes through features
on a mask. The image of each feature is re-
duced and focused on one die on the wafer,
and all features on the die are exposed simulta-
neously. The wafer is then moved (stepped) to
the next die position where the exposure
process is repeated.

Wafer

Advanced Lithography. To place more transistors on an integrated circuit, the min-
imum size of the features to be defined by lithography must continuously be reduced.
Diffraction limits the size of features defined by straightforward exposure techniques to ap-
proximately the wavelength of the exposing illumination. Because of diffraction, the elec-
tric field and intensity of the illumination reaching the wafer surface vary gradually over
a distance related to the wavelength of the exposing illumination (Figure 2.12a), making
definition of sharp edges difficult. Consequently, finer features can be defined if shorter-
wavelength light is used. To obtain intense illumination, light from mercury arc lamps is
often used. Three strong emission wavelengths in the UV wavelength range occur at 436 nm
(G-line), 405 nm (H-line), and 365 nm (I-line). Finer features can be defined by using
shorter-wavelength I-line illumination, instead of G-line illumination. Even shorter wave-
lengths can be obtained by using light emitted by laser sources, such as a KrF or ArF laser;
commonly used wavelengths with these laser sources are 248 and 193 nm, and using an
F, source at 157 nm is being explored. Reducing the wavelength further is more difficult
because most materials used for lenses and masks become opaque at shorter wavelengths.
Consequently, reflective optics must be used, complicating the design and use of the tools.
However, considerable effort is being devoted to developing very short wavelength, ext-
reme ultraviolet (EUV) exposure systems operating at a wavelength of 13 nm (in the soft
x-ray regime) while still simultaneously exposing all features within a sizable exposure
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FIGURE 2.12 (a) The illumination intensity varies gradually near the edge of a
fine feature because of diffraction. (b) The intensity between two closely spaced
features does not reach zero. Shifting the phase of the electric field by 180° by
locally changing the path length through the mask (c) allows the intensity to
become zero between the features (d).

field (usually the size of one or more chips). In addition to developing the complex optics,
obtaining a high-intensity source at a short wavelength is a major challenge.

In addition to using shorter wavelengths, smaller features can be defined by using more
complex processing of the resist system on the wafer. Multiple reflections can be reduced by
anti-reflection coatings below the resist layer. Sharper edges of a defined resist feature can
be obtained by using phase-shift masks. As shown in Figure 2.12q, the illumination varies
gradually near the edges of fine features and does not reach zero if the spacing between two
features is small (Figure 2.12b). However, the illumination intensity is proportional to the
square of the electric field associated with the light used. If the sign of the electric field can
be changed from one feature to the next, then the field must be zero at some point between
the features (Figure 2.12c¢), and its square (the illumination intensity) must also be zero (Fig-
ure 2.124d). The sign of the electric field can be changed by changing (shifting) its phase by
180° by adding a coating to parts of the mask so that the light passing through the clear re-
gions of the mask must travel an extra half wavelength in some features, but not in adjacent
ones. The electric field associated with adjacent features then differs in sign, as desired. Non-
linear contrast-enhancement techniques can also be used so that a small change in the light
intensity near the edge of a feature produces a large chemical change in the resist layer.

The uniformity of a fine line can also be limited by the nonplanar surface of the par-
tially fabricated IC chip. A line crossing a high step formed by previous processing may be
poorly defined because of the limited depth over which the exposing beam can be focused.
Better line definition can be obtained with a multilayer resist structure consisting of two or
three layers. The thick first layer fills in the recessed portions of the chip, producing a more
uniform level surface. Fine features can then be exposed in a thin resist layer on top, and
the features can be transferred into the thicker underlying layer by directional etching.

By a combination of shorter wavelength illumination and more complex resist sys-
tems, “optical” lithography can form features as small as 130 nm. The major advantage
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(a)

FIGURE 2.13 (a) Cross-sectional transmission electron micrograph of a polysili-
con gate approximately 180 nm across, the gate oxide under the polysilicon, and
the surrounding shallow junctions in the silicon substrate. (Courtesy of Accurel
Systems International Corp.) (b) Anisotropically etched lines 500 nm wide spaced
1.5 wm apart. Resist covers the double-layer structure consisting of 180 nm TaSi,
over 260 nm of polycrystalline silicon. Note the uniformity of the vertical surface
through the various layers. (Courtesy of G. Dorda, Siemens Corporation).

of optical lithography remains its ability to simultaneously expose all the features within
a sizable area. Figure 2.13a shows the cross section of a polysilicon gate approximately
180 nm across formed by optical lithography and anisotropic etching.

Alternatives to optical lithography are also being considered to form features with
even smaller sizes. Electron beams, x-rays, or ion beams can be used to expose the resist.
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In electron-beam lithography a focused stream of electrons delivers energy to the resist and
exposes it. Rather than exposing all features of a complex pattern simultaneously, as is
done in optical lithography, the electron beam is deflected to expose the elements of the
desired pattern sequentially. The information necessary to guide the electron beam is stored
in a computer and no mask is needed. Electron-beam lithography is most frequently used
to fabricate fine-geometry masks, which are then used with more-conventional photolith-
ographic exposure techniques. The electron beam can be finely focused to a size much
smaller than the minimum feature size and moved across the die, with each feature com-
posed by multiple, slightly offset scans of the electron beam. Alternatively, the beam can
be formed into a rectangular shape and the pattern built up by repeated block-like expo-
sures. In either case the sequential nature of electron-beam exposure limits the speed with
which a wafer can be processed. The increased time needed to expose a wafer is, however,
at least partially compensated by the higher circuit density that can be obtained.

With x-ray lithography, a beam of x rays passes through a mask to expose a resist
layer. X-ray lithography, like optical lithography, exposes many features simultaneously,
but the short x-ray wavelengths allow finer features to be formed. X-ray lithography is
less well developed than either optical lithography or electron-beam lithography and is
limited by the demanding requirements of x-ray sources and masks. Most common x-ray
sources are point sources which cause the beam to diverge as it travels to the mask and
walfer, limiting the possible mask-to-wafer spacing. Synchrotrons, which produce partially
collimated beams of x-rays, are possible, but expensive, alternative high-intensity x-ray
sources.

X-ray masks are also difficult to fabricate. Because the beam must readily penetrate
the “transparent” sections of a mask, a thin membrane is generally used, making handling
difficult. A more fundamental limitation to the use of x rays is that the area exposed at
one time may be limited by wafer distortion during processing. Any large-area exposure
technique suffers from this limitation. As with optical exposure, single-die exposure may
allow adequate registration of fine features between layers, even when a small amount of
wafer distortion is present. Finally, possible damage to the active device regions in the
silicon by high-energy x-rays must be considered.

Pattern Transfer. After the pattern is formed in the resist, the unprotected regions
of the SiO, or other material are etched to transfer the pattern to the chip. If SiO, is be-
ing defined, the exposed layer can be dissolved in a hydrofluoric-acid (HF) containing
liquid etchant to expose the bare silicon surface. The resist is then removed from the
remaining areas where it protected the oxide from etching. At this point, portions of the
wafer are protected by SiO,, and bare silicon is exposed at windows in the oxide
(Figure 2.11) through which the dopant impurities are subsequently introduced). There
are a large number of different liquid chemical solutions that etch materials selectively
with very little attack of underlying materials. This high selectivity is an advantage of
liquid-based or wet etching.

Dry Etching. As the dimensions to be defined on an IC die decrease, several limi-
tations of the wet-etching process become apparent. One major problem is that wet etch-
ing is usually isotropic, proceeding laterally under the masking layer as well as vertically
toward the silicon surface (Figure 2.14a). Thus, the etched features are generally larger
than the dimensions on the mask. Dry (plasma or reactive-ion) etching techniques can be
anisotropic and minimize this difficulty (Figure 2.14b). (Reactive-ion etching is a special
case of plasma etching, in which the conditions are optimized to produce a highly
anisotropic etch profile.)
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FIGURE 2.14 (a) Isotropic wet etching or dry

&z l | l = I etching that is dominated by chemical reactions

cause significant undercut of the masking layer.
(b) Anisotropic, ion-assisted, dry etching
creates a near-vertical profile, retaining the

(®) dimensions of the masking layer.

A plasma is a nearly neutral mixture composed of excited neutral species (radic-
als,) ions, and electrons created in a high-frequency electric field. Because less energy is
required to create excited neutral species than to ionize molecules, radicals are more nu-
merous than ions. Although the plasma itself is essentially neutral, it is often physically
separated from the wafer surface, and a substantial electric field between the plasma region
and the wafer can accelerate ions toward the surface.

For dry etching an etching gas is chosen that reacts with the material to be re-
moved. One dominant consideration in chosing the etching gas is that the reaction
products must be volatile. Silicon and its compounds are effectively etched by gases
containing fluorine, while aluminum is removed with chlorine-containing species. The
etch products of copper are generally not volatile at room temperature, making copper
difficult to etch; the alternative Damascene process used to define copper patterns will
be discussed in Sec. 2.7. Organic resists are dry etched in oxygen plasmas to produce
water vapor and carbon dioxide. Non-reactive diluent gases are often added to aid the
gas flow.

In dry etching, the masked wafer is exposed to the plasma. The excited neutral
species interact chemically with exposed regions of the material to be etched, while the
ions in the plasma bombard the surface and physically remove exposed material. How-
ever, the vertical etch rate is more than just the sum of individual chemical and physi-
cal material removal rates. The ions bombarding horizontal surfaces can assist reaction
products to desorb so that fresh reactant can reach the surface more readily, increasing
the etch rate. Alternatively, excited species striking horizontal surfaces can create lat-
tice damage, weakening bonds and allowing chemical removal to proceed more easily.
When the ratio of ions to excited neutral species reaching the surface increases, as in a
“high-density plasma,” physical sputtering of material from the surface also becomes
important.

By proper choice of the reactant gases, electric field, and reactor geometry, the
etching reaction can be made anisotropic so that nearly vertical sidewalls are formed
in the etched material at the edges of the mask, as shown in Figure 2.145. During di-
rectional dry etching, reactant species, partially decomposed species, and reaction
products can deposit on the sidewalls of features being etched. Few ions strike the
nearly vertical surfaces, so these deposits remain on the surface to inhibit lateral etch-
ing and allow highly anisotropic etching. Directional electric fields and low pressures
(less ion scattering) tend to enhance vertical ion bombardment and anisotropic etching.
By varying the importance of chemical and ion-assisted removal, the amount of
anisotropy be varied.

Although highly anisotropic etching is possible, the chemical selectivity of dry-
etching processes is not as great as that of wet etching and degrades as the process

'e:
1

|
f:

e it -




80

CHAPTER 2 SILICON TECHNOLOGY

becomes more anisotropic (i.e., ion bombardment becomes more important). The masking
material can be significantly attacked during the etching process. The limited selectivity
also causes attack of the material under the layer being etched; therefore, dry etching
processes must be terminated soon after the desired layer has been removed. This can be
done effectively by monitoring the characteristic light emitted by the reaction. Alterna-
tively, we can observe changes in the reflection of a laser beam incident on the wafer re-
sulting from changes in the optical interference as the thickness of the material being
etched decreases. When the material is completely removed, the characteristics of the re-
flected signal change, allowing the etch process to be terminated after the desired amount
of overetching.

Etching multiple layers of materials is especially challenging. The differing
anisotropy of the etching of different materials can create notches and undercut, compli-
cating subsequent processing. Figure 2.13b shows a uniform profile etched through layers
of different materials.

The effect of the energetic environment in which dry etching occurs must also be
considered; the excited ions and high-energy photons in the reactor bombard the sili-
con surface and can damage the devices being fabricated. Plasma-enhanced processes
will be discussed further in Sec. 2.6, where we consider plasma-enhanced chemical
vapor deposition.

2.5 DOPANT ADDITION AND DIFFUSION

The distribution of the dopant atoms added to the silicon (dopant profile) is generally
determined in two steps. First, the dopant atoms are placed on or near the surface of
the wafer by ion implantation, gaseous deposition, or possibly by coating the wafer with
a layer containing the desired dopant impurity. This step is followed by a drive-in dif-
fusion that rearranges the dopant atoms within the wafer. The shape of the resulting
dopant distribution is determined primarily by the manner in which the dopant is placed
near the surface, while the diffusion depth depends chiefly on the temperature and time
of the drive-in diffusion. Because the characteristics of semiconductor devices depend
strongly on the dopant profiles, we discuss the processes used for dopant addition in
some detail.

lon Implantation

Ion implantation is a highly controlled method of introducing dopant atoms into semi-
conductors. The desired dopant atoms are first ionized and then accelerated by an elec-
tric field to a high energy (typically from 25 to 200 keV). A beam of these high-energy
ions strikes the semiconductor surface (Figure 2.15) and penetrates into exposed regions
of the wafer. The masking material can be an oxide or other layer used in the IC

ll i l l H”ui_m“‘d?‘g FIGURE 2.15 In ion implantation, a
Y ¥ Y ¥ material

beam of high-energy ions strikes selected
regions of the semiconductor surface,
Silicon penetrating into these exposed regions.
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structure itself. Because ion implantation only heats the wafer moderately, photoresist
can also be used to block the implant from selected regions of the chip. Higher density
materials block the implant more effectively, allowing a thinner layer to be used.

The ions typically penetrate less than 1 pwm below the surface, and considerable
damage is done to the crystal during implantation. Consequently, an annealing step is nec-
essary to restore the lattice quality and to ensure that the implanted dopant atoms are lo-
cated on substitutional sites, where they act as donors or acceptors. After the ions are
implanted they may be redistributed by a subsequent diffusion if desired.

Ion implantation makes possible precise control of the area density (atoms cm ™ ?)
of dopants entering the wafer. Because the dopants are transported as electrically charged
ions, they can be counted during the implantation by a relatively simple charge-sensing
apparatus placed adjacent to the beam path. The beam can then be turned off when the
desired number of ions has been introduced.

Dopant doses (number of dopant atoms cm ) ranging from mid—10"' to more than
10'® cm ™% can be introduced into a wafer with fine control by ion implantation. The low-
est doses permit precise tailoring of device properties, while very high doses can provide
the dopant concentrations needed to make low-resistance ohmic contact to the silicon.
The upper limit is comparable to the quantity of dopant that can be introduced by a
gaseous deposition. Typical ion-beam currents in an implanter are of the order of 1 mA,
which corresponds to a flux of 6.25 X 10" singly charged ions s '. For high doses,
implanters capable of much higher currents are used to reduce the time needed for an
implantation.

Besides controlling the total dose very exactly, ion implantation also allows intro-
duction of extremely pure dopant species. This purity is achieved by using a mass spec-
trometer near the dopant source to sort ionic species and allow only the desired dopant
species to reach the wafer.

Because the implanted ions penetrate beneath the exposed surface, ion implanta-
tion can be used to introduce dopant atoms into silicon through an overlying layer of
another material such as SiO,. This capability is useful for adding the implanted atoms
after the high temperature heat cycles needed to form a thermal oxide. The location of
the dopant atoms is then determined by the energy of the implant, rather than by dif-
fusion during an extended thermal oxidation. Only a mild heat cycle is needed to re-
move the implantation damage and to activate the dopant. The lateral spread of the
dopant atoms is, therefore, also reduced. However, as the ion beam travels through the
oxide layer, it transfers energy and momentum to the oxygen atoms. Some oxygen atoms
can be pushed (“knocked”) into the underlying silicon, where they can interfere with
device operation.

The distribution of implanted ions in an amorphous layer is nearly Gaussian in shape
[i.e., having the form A exp —(x/A)*]. The Gaussian distribution has a maximum value
beneath the surface at a mean penetration depth called the projected range R,. The width
of the distribution is described by its projected standard deviation or straggle AR,. The
total distribution as a function of the depth x below the surface is

(x = R)
C(x) = Cpexp{—m] (251)
14

where C, the peak dopant concentration (atoms cm ™) is related to the implanted dose N'
(atoms cm?) by
C, = L (2.5.2)
" V@ (V2AR) -
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FIGURE 2.16 Projected range R, and its standard deviation AR, for im-
plantation of boron into Si, SiO,, SisN,, and Al [11].

As seen from Equation 2.5.1, V2 AR, is a characteristic length describing the spatial
broadening of the implanted distribution. Extensive tables have been published giving
values of R, and AR, [11]. Values of these parameters for the three most common
dopants in silicon are shown in Figures 2.16 through 2.18. The penetration of an ion
through several layers can be approximated by considering the energy lost in each suc-
cessive layer.

Equations 2.5.1 and 2.5.2 apply strictly only to implantation in amorphous ma-
terial, in which the ion scattering can be assumed to be isotropic. In crystalline material
the ion penetration can be significantly larger than R, if the ions enter the lattice in a
direction that allows them to channel along directions with widely spaced columns of
atoms. Channeling is undesirable for most IC processing because of its sensitivity to
the angle of incidence of the ion beam on the wafer surface. It can be reduced if
the wafer is tilted until the beam and the crystal axis make an angle of approximately
7° during the implantation or if the wafer surface is coated with a thin amorphous
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FIGURE 2.17 Projected range R, and its standard deviation AR, for
implantation of phosphorus into Si, SiO,, SisN, and Al [11].

layer such as SiO,. When either of these measures is taken, the range parameters for
amorphous implantation can be used. The many different orientations in a polycrys-
talline material make it impossible to avoid channeling in all crystallites by tilting
the wafer.

Although masks for ion implantation can be made of thick layers of SiO,, it is also
possible to use metals or organic resists because the increase of the wafer temperature can
be limited during the implantation. The use of resist is convenient, but care must be taken
to insure that the implant itself does not heat the organic materials sufficiently to make them
flow and lose definition. This is a special hazard for high-current implants, and the equip-
ment must be designed to remove heat from the wafer during the implantation. The energy
in the implant beam may also change the resist structure so that it cannot subsequently
be removed easily with wet chemicals. In this case it necessary to etch the resist in an
oxygen plasma.

The excellent control over the quantity, purity, and position of implanted dopant
atoms has made ion implantation the dominant method of introducing dopant atoms into

T
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FIGURE 2.18 Projected range R, and its standard deviation AR, for
implantation of arsenic into Si, SiO,, SisN, and Al [11].

selected regions of an integrated circuit. We discuss implantation further in Chapter 9 and
show that it is an essential part of advanced MOS processing.

Diffusion

Dopant atoms in a silicon wafer can migrate through the crystal if they have enough ther-
mal energy. They can move from the region of high concentration where they are first de-
posited toward regions of lower concentration, usually deeper in the wafer. The diffusion
of dopant atoms is similar to the diffusion flow of free carriers discussed in Sec. 1.2. The
primary difference between the two cases is the temperature necessary to cause appre-
ciable motion to occur. Dopant atoms must typically make their way through the lattice
by meeting point defects (generally silicon vacancies or interstitial silicon atoms) while
free carriers in the valence or conduction band can move without interacting with point
defects. Temperatures of the order of 800—1000°C are required before appreciable diffusion
of typical dopant atoms occurs.
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The change in the concentration C of the dopant atoms with time in a narrow region
of width dx at a depth x from the surface (Figure 2.19) can be written as the difference
between the flux of dopant atoms per unit area entering the region from the left and that
leaving at the right

aC
a—tdx = F(x) — F(x + dx) (2.5.3)
We can approximate the last term by the first two terms of a Taylor-series expansion.
aF
F(x + dx) = F(x) + (a_x) dx (2.5.4)
to obtain
aC(x oF
© = —-—— (25.5)
at ox

As we saw in Sec. 1.2, the first-order expression for the flux density is proportional to
the concentration gradient

F= —DE (2.5.6)

ox

The parameter D, called the diffusivity, describes the ease with which the dopant atoms
move in the lattice and is a strong function of temperature. The diffusivities of several
common dopant impurities are shown in Figure 2.20. The simple model considered here
neglects many aspects of diffusion that become important at higher dopant concentrations.
Consequently, the values given in Figure 2.20 are only valid at low and moderate dopant
concentrations. They must be used with caution when the dopant densities become high
(=n;) because the diffusivity itself is then a function of the dopant concentration. Phos-
phorus is especially troublesome in this respect. More details of these second-order
considerations are discussed later. Combining Equations 2.5.5 and 2.5.6, we find that

aC a°C

Pl D Py 2.5.7)

Equation 2.5.7 (sometimes called Fick’s second law) can be solved explicitly for C(x,?).
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FIGURE 2.20 Temperature dependence of the diffusivities (at low concentrations)
of commonly used dopant impurities in silicon [12].

Solutions of Equation 2.5.7 are obtained in specific cases by considering relevant
boundary conditions. For the diffusion conditions most common in semiconductor pro-
cessing, two different boundary conditions for Equation 2.5.7 are widely used, providing
two solutions to this equation. A complementary error function is obtained for diffusion
with a fixed surface dopant concentration (atoms cm ), and a Gaussian distribution de-
scribes the redistribution of a constant total number of diffusing atoms (atoms cm™2); these
two distributions are shown in Figure 2.21.

Gaseous Deposition. When a gaseous deposition source is used to introduce
dopant atoms into a semiconductor, the patterned wafer is placed in a diffusion furnace
similar to the furnace used for oxidation, and a gas containing the desired dopant impu-
rity—typically phosphorus or boron—is passed over it. The quantity of dopant that enters
the wafer is limited to values less than or equal to the solid solubility of the dopant in sil-
icon at the furnace temperature.
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FIGURE 2.21 Complementary-error-function and Gaussian distributions; the
vertical axis is normalized to the peak concentration C;, while the horizontal axis is
normalized to the characteristic length L = 2VDt.

The best way to control the number of dopant atoms entering the silicon is to ad-
just the gas flows so that the dopant concentration at the silicon surface reaches its solid
solubility. The solid solubilities in silicon for several common dopant species are shown
in Figure 2.22.

Relatively low temperatures and short times are usually used for gaseous deposition
to limit the number of dopant atoms introduced (atoms cm™°) to the values needed for
proper device operation. The penetration of the dopant atoms during this deposition step
is generally small, and a drive-in diffusion is subsequently used to distribute the deposited
atoms over the desired depth.
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FIGURE 2.22 Temperature dependence of the solid solubilities of several elements in
silicon [13].

During gaseous deposition, the silicon surface is exposed to a constant concentra-
tion of dopant atoms. The relevant solution of Equation 2.5.7 shows that the dopant atoms
have a complementary-error-function distribution along x (the dimension measured away
from the surface) after deposition.

X 2C, (~
C(xt) = Cserfc<——> = j exp(—v?) dv 2.5.8)
&0 b))~V L ) (
where C; is the surface concentration of dopant atoms. Note that
2 n
erfc(n) =1 —erf(n) = 1 — —J exp(—v?) dv 2.5.9)
() () v o p(—v’) (
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Thus, erfc (0) = 1, and the complementary error function decreases rapidly with increasing
values of its argument n (Figure 2.21).

The complementary error function is a solution to Equation 2.5.7 for any method
of dopant introduction that provides a constant value of dopant at the surface throughout
the process [C(0,f) = C,]. The combination of parameters 2Dt used to normalize the
x-axis of Figure 2.21 represents the characteristic diffusion length L associated with a par-
ticular diffusion cycle and describes the depth of penetration of the dopant. Note that the
depth increases only as the square root of the diffusion time ¢.

If we know the surface concentration, the solid solubility, the diffusivity, and the
diffusion time, we can calculate the impurity distribution from Equation 2.5.8. More im-
portant for the deposition cycle, we can find the total density N’ of dopant atoms per unit
surface area introduced by the diffusion. This quantity is calculated by integrating C(x,?)
over x to find

N = J C(x,1) dx = 2\/Di/7 C, (2.5.10)
0

for the complementary-error-function distribution. Equation 2.5.10 shows that the area
density of impurities, like the diffusion depth, increases as the square root of the diffusion
time .

Dopant Redistribution. Dopant atoms are redistributed by subsequent heat treat-
ments after deposition.

After ion implantation, dopants have a Gaussian distribution (Equation 2.5.1). The
subsequent drive-in diffusion broadens this initial distribution, reducing the peak concen-
tration because the total number of dopant atoms is fixed. The new distribution is also
Gaussian, but it is described by a new characteristic length that is a function of both the
initial characteristic length /2 AR, and the further dopant spread described by the dif-
fusion length 2V/Dr. These quantities are combined in a root-mean-square (rms) fashion
to obtain a new characteristic length L’

L' = V2 AR) + 4Dt (2.5.11)

The new peak concentration is found by replacing the initial characteristic length V2 AR,
by L', so that the final dopant distribution is

N’ x — R,)\?
Cx) = mexp[ —( I ”) } (2.5.12)

Redistributing dopant atoms added by gaseous deposition also leads to a Gaussian
distribution. Because a typical drive-in diffusion often produces an impurity distribution
much deeper than that resulting from a gaseous deposition step, we often approximate the
distribution at the beginning of the drive-in diffusion by a sheet of dopant at the semi-
conductor surface with a total concentration N’ per unit area determined by the deposition
cycle. We then assume that the drive-in diffusion simply redistributes this fixed amount
of dopant impurity. With this boundary condition, the solution of the diffusion equation
is again a Gaussian distribution

N’ x
Clx,t) = N exp<—4—Dt) (2.5.13)

where the characteristic diffusion length 2'V'Dt is now determined by the temperature and
the time of the drive-in diffusion.

ki
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When the dopant is successively redistributed by two or more diffusion steps, the
over-all characteristic length is determined by an rms combination of the characteristic
lengths associated with each process. For example, for m steps

m 12 m 12
L = ( > L,?) = ( > 4D,¢,> (2.5.14)
i=1 i=1

where the diffusivities are evaluated at the temperature corresponding to each heat cycle.
(Note from Equation 2.5.14 that the squares of the diffusion lengths, not the lengths them-
selves, are summed, but that the individual Dy; products are added.) In this manner, an
approximation to the dopant distribution can be found after a number of different heat
cycles, such as those needed to carry out a complete IC fabrication process.

For a given area density of dopant atoms added to a wafer, the peak concentration
is twice as large when a gaseous predeposition is used as when the atoms are added by
ion implantation. This is the case because the dopant concentration is a maximum at the
silicon surface for gaseous predeposition, permitting diffusion only into the wafer (as-
suming we prevent evaporation of dopant from the surface). The ion-implanted dopant,
on the other hand, has a maximum concentration beneath the silicon surface so that dif-
fusion proceeds both toward the surface and into the bulk, spreading the fixed number of
dopant atoms over a larger volume.

As device performance improves, shallower junctions are needed. In some cases
the depth associated with ion implantation and the subsequent anneal needed to remove
the lattice damage is too large. To obtain very shallow junctions, a material with a very
high diffusivity is placed over the single-crystal silicon. Dopant is implanted into the
material with high diffusivity, and then diffused from this material into the underlying
single-crystal silicon. Because of the high diffusivity in the overlayer, the dopant read-
ily spreads through it, achieving a nearly constant concentration in it. In addition, as
dopant diffuses from the overlayer into the single-crystal silicon, it is readily transported
within the overlayer to the interface to replenish dopant diffusing into the single-crystal
silicon. The overlying material thus acts as a dopant source providing a constant surface
concentration in the single-crystal silicon, and the dopant profile in the single-crystal
silicon is described by a complementary-error-function distribution. Although the
implantation process damages the overlayer, little of the damage propagates into the
underlying single-crystal silicon.

Polycrystalline-Silicon Doping Sources. One convenient material for this
application is the polycrystalline silicon that we will discuss in Sec. 2.6. The grain bound-
aries in polycrystalline silicon allow dopant atoms to diffuse much more readily than in
single-crystal silicon. Its rapid dopant diffusivity, coupled with its compatibility with sil-
icon processing, makes polycrystalline silicon nearly ideal as a dopant diffusion source.

Oxide Doping Sources. In an alternate method of dopant addition, a layer of ox-
ide containing the dopant impurity can be deposited on the wafer surface. The dopant
atoms are then diffused into the silicon from this glassy layer. One convenient method of
forming the doped oxide layer is chemical vapor deposition (CVD) of SiO, with a dopant
species added to the oxide during its deposition. We discuss the CVD process in greater
detail in Sec. 2.6. It is also possible to incorporate the dopant within particles of glass
dispersed in an organic solvent. This material can be “spun-on” the wafer, dried, and the
organic residue then driven off by heating the film to about 200°C. After the doped oxide
has been deposited on the wafer by either of these two methods, the impurity must be dif-
fused into the silicon with a drive-in diffusion step.
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When a doped oxide is used, the concentration of dopant atoms at the silicon sur-
face generally remains constant during the entire drive-in diffusion at a fixed fraction of
the concentration of dopant in the oxide. This condition leads once again to a comple-
mentary-error-function distribution after the drive-in step (Equation 2.5.8 and Figure 2.21).

Unlike the case of the polycrystalline silicon diffusion source, the diffusivity of
dopant in the glasses is low. The constant concentration source approximation is valid be-
cause the dopant concentration in the glass is so high (up to tens of percent) that only a
very small fraction of the dopant is transported into the silicon, and the concentration in
the oxide remains approximately constant.

Diffusivity Variations. Because dopant diffusion occurs through the interaction
of the diffusing species and point defects (chiefly silicon vacancies or interstitial silicon
atoms), any factor that changes either the density of point defects or the charges associ-
ated with them can modify the diffusion process. We briefly consider two important cases
in which this occurs: (1) oxidation-enhanced diffusion and (2) concentration-dependent
diffusion of a dopant species.

If the point-defect concentration varies with position in the crystal, the diffusivity
also depends on position. In this case Equations 2.5.5 and 2.5.6 can be combined to ex-

press the diffusion equation as
aC 9 aC
-— = —(D —) (2.5.15)
ot ox ox

instead of the simpler form of Fick’s Law (Equation 2.5.7).

The solutions to Equation 2.5.15 are more complicated than the simple Gaussian or
complementary-error-function distributions discussed previously. The exact profiles can-
not usually be written in closed mathematical form and are found from Equation 2.5.15
using numerical techniques. A few qualitative comments can, however, provide useful
insight into this more complex diffusion process.

Localized charge is present in the crystal near a silicon vacancy or interstitial. The
charge state of these point defects depends on the position of the Fermi level in the crystal
and thus depends on the dopant concentration and the temperature. Because the diffusing
dopant atoms move by interacting with charged, as well as neutral, point defects, this de-
pendence on the Fermi level affects the dopant diffusivity. The diffusivity in this case can
be written as the sum of components that account separately for interactions of the dopant
atoms with different charge states of the point defects [14]. For example, for diffusion
dominated by interaction with vacancies, the effective diffusivity D, can be written

D= h{D? + D,(f) + Df(ﬁﬂ (2.5.16)

where & is a parameter that accounts for the effect of electric field on the diffusivities,
and each D term is associated with a different charge state of a point-defect site.

From Equation 2.5.16 we see that the diffusivity depends on the dopant concentration
when the terms involving the charged vacancies are comparable to the neutral vacancy term
DY. Because the various D; values are of comparable magnitudes, this occurs when n/n; be-
comes of order unity at the diffusion temperature. For example, consider diffusion at 1000°C;
Figure 2.10 shows that n; = 9 X 10'® cm™>. Hence, for dopant densities above this value,
we expect to observe an increase in D,z Concentration-dependent diffusion can multiply the
diffusivity by a factor of 10 or 20, greatly enhancing the diffusion rate in regions of high-
dopant concentration. The resultant dopant profile then differs from the Gaussian or com-
plementary error functions which apply to low-concentration doping profiles.
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FIGURE 2.23 (a) Scanning electron micrograph showing cross section
through a bipolar transistor, (b) sketch identifying the regions shown. The
boron-doped base region has been pushed ahead (emitter push) by the
concentration-dependent diffusion effects associated with heavy phosphorus
doping in the emitter [15].

An example of concentration-dependent diffusion, often observed in bipolar inte-
grated circuits, is called the emitter-push effect. It occurs when the point defects associated
with the heavy phosphorus or arsenic doping used to form the emitter region increases
the diffusivity of the boron base dopant. This emitter push of the base dopant occurs pri-
marily directly under the emitter region, but it also enhances diffusion a short distance to
the sides. The details of bipolar transistor design and operation are described in Chapter 6.
Figure 2.23 is a scanning electron microscope (SEM) picture showing the cross section
of a transistor in which emitter push of the base is seen under the emitter region. Bulging
dopant profiles caused by effects similar to emitter push can appear in other regions of
some ICs.

In addition to concentration-dependent diffusion, interaction with point defects cre-
ated by other mechanisms can also increase the diffusion rate. When silicon is oxidized,
many bonds are broken at the surface, and point defects are generated. Some of these point
defects migrate into the underlying silicon until they meet a different type of point defect
that is capable of annihilating them. For example, a vacancy can recombine with (be anni-
hilated by) an interstitial in similar fashion to the recombination of an electron and a hole.
Before recombining, however, the point defects can migrate significant distances into the sil-
icon, modifying the diffusion rate of any dopants in this region. This effect causes oxidation-
enhanced diffusion, which is readily observed when portions of a silicon wafer are covered
with a nonoxidizing layer while other regions are oxidized (Figure 2.24). Diffusion under
the oxidizing regions of a wafer can be considerably greater than that under portions that
are not oxidized (and consequently do not contain large densities of point defects).
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In addition to enhancement by oxidation, diffusion can be greatly enhanced by lattice
damage created during ion implantation. During a subsequent heat treatment the lattice
damage is removed, but, at the same time, the dopant atoms diffuse. During the early
stages of the annealing process, the lattice damage promotes rapid dopant migration
(transient-enhanced diffusion), but the diffusion slows as the damage is removed. A quan-
titative description of the combined effects is extremely complex and must be treated by
computer modeling. This interaction of lattice damage and dopant motion is especially
severe when using rapid thermal processing (RTP) techniques, in which the wafer is heated
to a high temperature by radiation for only a few seconds to remove lattice damage and
activate the implanted dopant, while trying to minimize diffusion. The effect of lattice
damage and point defects on dopant motion varies widely at different temperatures. By
properly removing the lattice damage (and the point defects) before the major portion of
the dopant activation process, transient-enhanced diffusion can be minimized.

Solid Solubility. The amount of dopant entering the silicon surface by gaseous dep-
osition is limited by thermodynamics to the solid-solubility concentration (Figure 2.22).
When dopant atoms are introduced by ion implantation, however, the impurity concen-
tration can exceed the solid-solubility value because thermodynamic equilibrium is not
involved. During the subsequent damage-removal and dopant-activation anneal, however,
the amount of dopant entering substitutional sites is limited to the solid solubility at the
annealing temperature. Excess dopant can form clusters or precipitates. As seen in Fig-
ure 2.22, the solid solubility increases with increasing temperature for typical dopants over
temperature ranges of interest. Hence, a dopant concentration that is at its solid-solubility
limit at high temperatures may exceed the limit during a subsequent, lower-temperature
anneal. When this occurs, the excess dopant tends to move out of electrically active, sub-
stitutional sites. If the temperatures are sufficiently low (e.g., room temperature), however,
expulsion of excessive dopant from the lattice can be very slow. In practice, doping con-
centrations can remain higher than the room-temperature solubility limits indefinitely if
the dopants have been introduced at elevated temperatures and the wafer is cooled rapidly.
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Segregation. During thermal oxidation, silicon is consumed, and any dopant in the
wafer must redistribute between the silicon and the growing oxide. At equilibrium, a con-
stant ratio exists between the dopant concentrations on the two sides of the Si-SiO,
interface. The segregation coefficient (m) describes this ratio:

m (2.5.17)

GCsio,
The n-type dopants phosphorus and arsenic tend to segregate into the silicon (m > 1)
and to be pushed ahead of a growing layer of SiO,. Boron tends to deplete from the surface
regions of silicon into the growing oxide layer (m < 1). However, because the boundary
between silicon and Si0O, is moving during thermal oxidation, equilibrium at the interface
is only approached at very low oxidation rates. For typical processing conditions, the
amount of segregation differs significantly from that predicted by thermal-equilibrium con-
siderations. Dopant segregation also depends on the diffusion rate of the dopant species
in the oxide. Equilibrium is approached only if the dopant diffuses slowly in the oxide so
that any loss at the SiO,—gas interface does not affect the Si—SiO, interface. Dopant trans-
port from the silicon bulk to the interface by diffusion must also be considered. The ratio
of the dopant concentration at the interface to its value in the bulk is primarily determined
by the relative rates of oxidation and diffusion; the less able is the dopant to transfer be-
tween the bulk and the interface, the greater is the accumulation or depletion of dopant
near the silicon surface.

Thus, the three important parameters that must be considered when determining the
amount of surface segregation are (1) the segregation coefficient m, (2) the ratio of the
oxidation rate to the square root of the dopant diffusivity in the silicon (which measures
diffusion in the silicon), and (3) the ratio of the dopant diffusivities in silicon and in SiO,.

Rapid Thermal Processing and Single-Wafer Processing. Although IC
technology is based on “batch processing” of a substantial number of wafers (often 25)
at one time, two conflicting trends are encouraging the development and implementation
of single-wafer processing (i.e., processing one wafer at a time). As wafer diameters in-
crease, less thermal stresses can be tolerated by the wafer before permanent crystal damage
occurs. In conventional furnaces this requires that the wafers be heated more slowly; in
addition, the thermal heat capacity associated with the wafers and fixtures delay achiev-
ing thermal equilibrium at the process temperature. These considerations place a lower
limit on the duration of a heat cycle because the wafers must reach their steady-state tem-
perature in a time short compared with the total heat cycle. On the other hand, the longest
time allowed at a given temperature is limited by diffusion of previously introduced dopant
atoms. The allowable time can be increased by using lower temperatures, but some
processes produce better results at higher temperatures; for example, the quality of oxides
grown at higher temperatures is better than that of oxides grown at lower temperatures.

To achieve the quality associated with high temperatures and the corresponding short
times allowed at high temperatures, rapid thermal processing is becoming more popular. In
this technique a wafer is inserted into a processing system at a low temperature and held on
a support with very low thermal mass (e.g., 3 quartz posts). Lamps are then used to increase
the wafer temperature rapidly, with typical heating rates of 50—100°C/sec. The heating must,
of course, be very uniform to avoid crystal damage from thermal stress. Heat loss from the
edges of the wafer make uniform heating a challenging task. If the heating is uniform, how-
ever, the wafer can be heated to a reasonably high temperature (perhaps 1000°C) in about
10-20 sec. Processing times of a few tens of seconds become practical, allowing processing
to occur at higher temperatures without excessive dopant diffusion.

i
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Although using single-wafer processing seems to sacrifice the advantages gained by
batch processing, a short cycle time per wafer can be used (and is required) to offset the
disadvantages of processing one wafer at a time. For example, if a single-wafer process
can be completed in one minute, the throughput can be similar to a batch process in which
100 wafers are processed in 100 minutes—a time typical for a batch furnace process. In
addition, when small quantities of specialized products are processed, single-wafer pro-
cessing is especially attractive because enough wafers to fill a large furnace are not avail-
able, limiting the economic benefits of batch processing.

Single-wafer processing offers advantages even when rapid heating is not critical. As
layers become thinner in more advanced circuits, control of interfaces between layers be-
comes more critical, and keeping the wafer in a well controlled, inert ambient between
process steps is advantageous. With single-wafer processing, various process chambers can
readily be clustered around a central automated wafer handler (a non-anthropomorphic
“robot”). The wafer is transported between process chambers in a vacuum or inert gas am-
bient. Because related process steps can be completed without exposing the wafer surface
to air, better control of interfaces can be achieved. For example, the wafer surface may be
cleaned in one chamber before a chemical vapor deposition or physical vapor deposition
process in another chamber. Although reliability of complex equipment remains a concern,
cluster tools are now common in IC processing.

2.6 CHEMICAL VAPOR DEPOSITION

Although the basic elements of an integrated circuit can be formed by oxidation, lithography,
and diffusion, more advanced structures require the flexibility of adding a conducting,
semiconducting or insulating layer on top of a partially formed integrated circuit. Deposited
insulators can be used to avoid high-temperature oxidation after dopant atoms have been in-
troduced, while lightly doped, single-crystal silicon layers or polycrystalline-silicon films may
be useful in other locations. These added layers can be formed by chemical vapor deposition
(CVD) or by physical vapor deposition (PVD). In CVD all constituents forming the deposited
layer are introduced into the reactor in the vapor phase; none come from the silicon wafer it-
self. The structure of a CVD film depends on the substrate on which it is deposited (amor-
phous or crystalline) and on the deposition conditions (mainly temperature, deposition rate,
and gas pressure). CVD layers can be formed over a wide temperature range. The deposition
reactions are usually promoted by heating the substrate, but energy can also be introduced
into the system electrically by generating a plasma within the deposition chamber.

Epitaxy

We have described how impurities can be added to a wafer by ion implantation or by
gaseous deposition and diffusion. These processes can be used to increase the dopant con-
centration in a layer near the surface. They do not, however, permit us to produce a layer
that is less heavily doped near the surface than it is underneath. In theory this could be
done by adding an approximately equal concentration of impurities of the opposite con-
ductivity type, using compensation as described in Sec. 1.1. However, limited control of
the accuracy of the diffusion process generally makes it impractical to achieve nearly
balanced compensation of dopants. An additional drawback to using a balanced compen-
sation is that the carrier mobility in such a layer is degraded because the mobility is limited
by scattering from the total number of ionized impurities N, + N, rather than by the net
number of impurities [N, — N,|, which determines the carrier concentration.
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We can fabricate the desired lightly doped layer above a heavily doped region by
the process of epitaxy (Figure 2.25), which is the controlled growth of single-crystal
silicon on a single-crystal wafer or substrate. To grow an epitaxial layer, the wafer is
placed in a heated chamber where a gas such as silane (SiH,) or dichlorosilane (SiH,Cl,)
passes over its surface. The gas decomposes on the surface of the wafer, and a layer
of silicon is deposited there. Silane decomposes pyrolytically, that is, by the addition of
heat alone

SiH, (g) = Si(s) + 2H,(g) (2.6.1)

with the byproduct H,, while the decomposition of dichlorosilane creates the corrosive
byproduct HCI:

SiH,Cl,(g) = Si(s) + 2HCI(g) (2.6.2)

Note that all the incoming species in reactions 2.6.1 and 2.6.2 are gases, which accounts
for the name chemical vapor deposition (CVD).

To make the CVD of silicon an epitaxial deposition on single-crystal silicon, it is
necessary to heat the wafer sufficiently so that the depositing silicon atoms gain enough
thermal energy to move into low-energy positions where they form covalent bonds to the
substrate and extend the single-crystal lattice before they become buried and immobilized
by subsequently arriving atoms. Single-crystal growth or epitaxy is usually carried out at
temperatures between 850 and 1200°C. The epitaxial film can be more lightly doped than
the substrate; therefore, epitaxy provides a means for obtaining a low concentration of
dopant above a high-concentration region. This capability is especially important in opti-
mizing the structure of bipolar transistors. Dopant atoms can be aded to the growing film
during its deposition by introducing dopant-containing gases such as arsine (AsHj;), phos-
phine (PH3), or diborane (B,Hj) into the reactor along with the silicon-containing gas.

Nonepitaxial Films

In addition to epitaxial silicon, a number of other CVD films are useful for IC applica-
tions. For example, in any IC, conducting layers are needed to interconnect devices. These
layers must, of course, be isolated from the substrate. Aluminum is very often used for
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these conducting layers, but its low melting point (660°C) and its reactivity with other
elements generally precludes heating it higher than 500°C after it is deposited. If, as an
alternative, a thin layer of silicon is used as an interconnecting path, subsequent heat treat-
ments can be carried out at 1000°C or higher. This high-temperature capability is extremely
important in a number of IC applications.

Polycrystalline Silicon. To deposit silicon for interconnections, methods similar
to those used for epitaxy are often employed. However, because these layers are not de-
posited directly on the single-crystal silicon wafer, but usually over an amorphous SiO,
layer, they cannot grow epitaxially. These CVD films are typically composed of many
small crystallites (often with ~50-100 nm dimensions) and are therefore called poly-
crystalline silicon, or simply polysilicon.

Polysilicon has special importance in MOS processing where it is used as a tran-
sistor electrode in silicon-gate MOSFETs, which are described in Chapter 9. Polysilicon
is also found in bipolar ICs where it is used as a diffusion source, as discussed in Sec.
6.5. For this application, polysilicon is formed over the single-crystal substrate by low-
ering the CVD temperature to about 600—700°C. The limited thermal energy of the
silicon atoms available for surface migration at these temperatures and the residual ox-
ide on the silicon surface favor forming a polycrystalline, rather than a single-crystal,
layer. The behavior of the layer during subsequent processing depends critically on the
thin oxide layer (~1 atom-layer thick) between the polysilicon and the underlying
single-crystal silicon.

Amorphous Silicon. When CVD silicon is deposited at still lower temperatures
(below about 600°C), an amorphous film forms regardless of the nature of the substrate.
Amorphous silicon has only very short-range order (typically over only a few atomic
spacings), and no crystalline regions can be observed. During heat treatments at moderate
temperatures (=600°C), silicon deposited in an amorphous form crystallizes to become
polycrystalline silicon. Depositing silicon in an amorphous form and subsequently crys-
tallizing it is becoming increasingly important in a number of applications, such as the
active transistor matrix used in liquid-crystal displays.

Somewhat below 600°C amorphous silicon can be deposited by thermal decomposi-
tion of silane. However, at markedly lower temperatures in the 300°C range, additional
energy in the form of a plasma is used to decompose the silane and produce an amorphous
silicon layer. At this lower temperature, significant amounts of hydrogen from the decom-
position of the silane remain in the deposited layer and modify its electrical properties.

Insulating Films. Insulating, as well as conducting, films can be formed by CVD.
Especially important to IC processing are CVD films of silicon dioxide (SiO,) and sili-
con nitride (Si;N,) formed by reacting a gas such as silane (SiH,) or dichlorosilane
(SiH,Cl,) with oxygen or nitrous oxide (N,O) (for SiO,) or with ammonia (NH;) (for
Si;N,). Although CVD oxides are not usually as pure nor of equivalent electrical quality
as thermally grown oxides, they do not require the high-temperature processing needed
for thermal oxidation. For example, CVD oxide can be used above a polysilicon inter-
connection layer before aluminum or copper is deposited to avoid the dopant diffusion
that would occur during a thermal oxidation. CVD oxide deposited at even lower tem-
peratures can be used above aluminum or copper layers to separate different conducting
layers that interconnect active devices and also to protect the finished integrated circuit
from contamination. In the latter case, the oxide is usually doped with phosphorus to
impede the migration of any contaminant through the oxide to the circuit. A deposited
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oxide commonly used between conducting layers is formed by the reaction of silane and
oxygen at about 400°C. The reaction

SiH, (g) + O,(g) — SiO,(s) + 2H,(g) (2.6.3)

produces an oxide that is less dense and less chemically resistant than thermally grown
oxide, but is very useful when high temperatures must be avoided.

Because silicon-nitride (Si;N,) layers do not oxidize as readily as does silicon, silicon-
nitride layers are useful for limiting the regions where thermal oxide is grown in a local ox-
idation (LOCOS) process used for device isolation in integrated circuits [17]. In the LOCOS
process, a layer of silicon nitride is deposited on the silicon substrate and lithographically de-
fined to retain the nitride in the device regions (Figure 2.26a). The nitride is removed from
the area between the devices where a thick, isolating oxide layer is to be grown. A thin, stress-
relief SiO, layer is usually inserted between the nitride and the silicon wafer to prevent stress
from the nitride from creating defects in the silicon wafer. After the nitride is defined, the
wafer is inserted into an oxidation furnace, and a thick oxide is grown in the exposed silicon
regions, usually in a steam or pyrogenic (H,:0O,) ambient (Figure 2.26b). The nitride prevents
oxidation of the device regions. A layer of SiO, more than one um thick can be grown on
exposed silicon while only a few tens of nm of Si;N, are converted to SiO,. After the oxi-
dation, the thin oxide over the nitride is removed, and the nitride and thin stress-relief oxide

Si;N,
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FIGURE 2.26 LOCal Oxidation of Silicon (LOCOS). (a) Defined pattern consist-
ing of stress-relief oxide and Si;N, covering the area over which further oxidation
is not desired, (b) thick oxide layer grown over the bare silicon region, (c) stress-
relief oxide and Si;N, removed by etching to permit device fabrication, (d) scan-
ning electron micrograph (5000 X) showing LOCOS-processed wafer at step (b).
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are etched away to expose the bare silicon in the device regions (Figure 2.26¢). Figure 2.26d
shows a cross section scanning-electron micrograph of a device region formed by a LOCOS
process. The oxide thickness tapers gradually from the isolation region to the device region.
This taper is an advantage in avoiding sharp edges that make continuous film coverage dif-
ficult. For devices made with very small dimensions, however, the taper is a disadvantage
and limits formation of device regions with very small (submicrometer) dimensions.

To form isolation regions suitable for very fine features, trench isolation can be used,
as shown in Figure 2.27. As the name implies, a very narrow and relatively deep trench is
etched around the device to be isolated. Directional, reactive ion etching is used to form the
nearly vertical sidewalls of the trench needed to allow the top of the trench to have the min-
imum feature size that can be defined and the trench to be adequately deep (Figure 2.27b).
After a thin, high-quality, insulating oxide is formed on the walls and bottom of the trench
(Figure 2.27¢), the trench is filled with either an oxide or possibly with polysilicon. For deep
trenches, polysilicon is useful because its thermal coefficient of expansion is virtually iden-
tical to that of single-crystal silicon, reducing thermal stress and bending of the wafer. For
shallow trenches, oxide can be used with minimum effect on the stress. When oxide is used,
it is often deposited by a CVD process using a high-density plasma (Figure 2.27d). The di-
rectionality of the high-density plasma allows filling of very deep and narrow trenches. The
ion bombardment occurring during the deposition process improves the quality and density
of the oxide by knocking weakly bound atoms from the surface of the depositing layer.

Reaction Kinetics. Layers deposited by CVD are usually formed in open-flow re-
actors, as illustrated in (Figure 2.25b). The gases flow continuously through the reaction
chamber where the deposition takes place; gaseous byproducts are exhausted along with
unused reactant gases. A carrier gas is often used to push the reactants through the cham-
ber. The gases are usually mixed before entering the reaction chamber unless they react
at low temperatures. At the surface of the wafers, there is a gas-phase boundary layer
through which the reactants must diffuse (Figure 2.28a). This boundary layer is a transi-
tion region between the unrestricted flow region and the walls and fixtures in the cham-
ber where the gas velocity is reduced by viscous forces that tend to pull against the moving
gas and retard its flow (Figure 2.28b).

The reactants must pass through the boundary layer to reach the surface, where the
reaction is promoted by heat. The deposition takes place on all heated surfaces reached
by the gases. For example, if the walls of the chamber are hot, a generally undesired and
troublesome film forms on the walls, as well as on the wafers. Either the rate of diffusion
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through the boundary layer or the rate of reaction at the surface can limit the overall
deposition rate. We discussed similar transfer-rate limitations in the case of thermal oxi-
dation in Sec. 2.3. Unlike the case of thermal oxidation, however, the diffusion process
for CVD occurs in the gas phase rather than in the solid SiO, layer. As in the case of ox-
idation, we write expressions for the fluxes of molecules diffusing through the boundary
layer [F(1)] and reacting at the surface [F(2)] (Figure 2.29):
C, - C,
F(l)=D—— (2.6.4)

and
F(2) = k,C, 2.6.5)

g F(1)

§

L FQ)

FIGURE 2.29 Reactant gases diffuse through
Gas-flow Boundary Silicon the boundary layer to the wafer surface at a
region layer rate F(1) and react there at a rate F(2).
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In Equation 2.6.4, D is the gas-phase diffusivity of the reactant (only weakly temperature
dependent), § is the boundary-layer thickness, and the concentrations C, and C; occur at the
outer edge of the gaseous boundary layer and in the gas phase near the solid surface, re-
spectively. In Equation 2.6.5. k, is the surface reaction-rate coefficient, which depends expo-
nentially on the reciprocal of temperature, with an activation energy E, [k, = k,, exp(—E,/kT)].

In steady state, F(1) = F(2) = F, and the overall deposition rate R, can be written
F_ CJ/N

Rdz_

N &/D + l/k, (266

where N is the number of atoms per unit volume in the deposited film. The first term
in the denominator of Equation 2.6.6 represents the impedance to gas-phase diffusion,
while the second term is the impedance to the surface reaction. Reactions limited by
surface processes depend strongly on k, and typically dominate CVD processes at low
temperatures and low pressures (p << 1 atm). However, k, increases rapidly with in-
creasing temperature so that the surface reaction no longer limits the overall process
at higher temperatures; gas-phase diffusion through the boundary layer then becomes
limiting. Typical temperature behavior is shown in Figure 2.30. Gas-phase diffusion
becomes more difficult as pressure increases (toward one atmosphere) so that higher-
pressure operation also tends to cause gas-phase diffusion to limit the overall deposition
process.

Choice of the appropriate limiting process is influenced by the geometry of the CVD
reactor. In reactors operating near atmospheric pressure with the gas flow nearly parallel
to the wafer surface, such as that shown in Figure 2.25b, the gas-flow is readily controlled,
while the temperature is difficult to control. Consequently, the temperature-insensitive,
gas-phase diffusion process is generally designed to be the limitation of the overall CVD
process. In the horizontal reactor, throughput is very limited, especially in single-wafer
reactors, where only one wafer is processed at a time.
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limited region I limited region
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FIGURE 2.30 Typical dependence of overall deposition rate Ry
as a function of reciprocal temperature 1/T; the surface reaction
rate limits the deposition at low temperatures, and gaseous
diffusion (mass transport) limits at high temperatures.
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For high wafer capacity, wafers are closely spaced, as in a diffusion or oxidation
furnace (Figure 2.5). With this geometry, however, the gas flow is difficult to control
because the gases first flow through the annular space surrounding the wafers and then
into the narrow spaces between wafers (Figure 2.31a). Consequently, diffusion-limited-
operation leads to very nonuniform film thicknesses. On the other hand, the temperature
in this type of furnace can be well controlled so that operation in the surface-reaction-
limited region is feasible. Hence, high-capacity reactors with closely spaced wafers are
generally operated at lower temperatures where the surface reaction limits the deposition
rate. The diffusion limitation is further eased by operating at a reduced pressure (~1 Torr).
Because the gas-phase diffusivity is inversely proportional to the pressure, the first term
in the denominator of Equation 2.6.6 then becomes even less of a limitation.

High-capacity, low-pressure CVD (LPCVD) reactors are routinely used to deposit
polysilicon and silicon nitride. The basic elements of an LPCVD system are shown in
Figure 2.31b. The chamber can be oriented as shown in Figure 2.31b, with the main gas
flow in the horizontal direction and the wafers held vertically. Alternatively, the reac-
tor can be rotated by 90° so that the chamber and main gas flow are vertical and the
wafers are held horizontally. The latter arrangement is more amenable to automated
wafer handling.

This type of reactor has not been widely used for silicon epitaxy because of the higher
temperatures generally needed to assure single-crystal growth. Using higher temperatures
conflicts with avoiding a diffusion limitation, as mentioned above. However, ultra-high purity
reactors of this geometry can be used for specialized epitaxial deposition at lower temperatures.

L
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Plasma-Enhanced CVD. For some applications, a layer must be deposited at a
low temperature. For example, a passivating layer over aluminum or copper interconnec-
tions already on the chip must be deposited below ~400°C. At this low temperature, the
thermal deposition rate can be unacceptably low or the layer may not cover irregular fea-
tures adequately. In these cases, thermally activated CVD is inadequate, and an additional
source of energy must be supplied to the wafer surface to allow the necessary chemical
reactions to proceed or to modify the characteristics of the material being deposited. A
high-frequency electric field can supply electrical energy to the gas mixture to create a
plasma, which enhances the deposition process in plasma-enhanced CVD (PECVD), as
it enhanced the etching processes discussed in Sec. 2.4. In both cases, ion bombardment
can be important. During deposition, the ion bombardment can modify the characteristics
of the depositing layer and even physically sputter material from the depositing layer.

Plasma-enhanced CVD is increasingly important in IC fabrication, being used for
the deposition of silicon oxide, silicon nitride, and silicon. Because of the lower temper-
atures used in PECVD, the layers produced are not of equivalent quality to those deposited
by thermal oxidation at higher temperatures. Oxide and nitride layers deposited by PECVD
are often not stoichiometric (i.e., not SiO, or Si;N,, respectively), and the structure of
silicon layers is poorly defined.

The nature of the plasma depends on many independent variables such as electron
concentration, electron-energy distribution, gas density, and residence time of the excited
species within the plasma. These microscopic variables are controlled by macroscopic pa-
rameters such as (1) reactor geometry, (2) intensity and frequency of the high-frequency
power used to excite the plasma, (3) pump speed, (4) electrode temperature, and (5) flow
rates of the reactant and diluent gases. Unfortunately, the quantitative relation between the
macroscopic and microscopic parameters is not straightforward.

In the simplest realization of plasma reactors, the plasma is created by exciting a
mixture of all the reactant and diluent gases. The excited neutral species diffuse to the
wafer surface, and the ions are accelerated toward the surface by the electric field between
the plasma region and the wafer. In more advanced reactors, an attempt is made to sepa-
rately control the plasma generation, the chemical reaction, and the ion bombardment. In
these remote plasma reactors (Figure 2.32a), the plasma is generated in one region, usually
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FIGURE 2.32 (a) Schematic cross section of a remote plasma-enhanced CVD
reactor, in which the plasma generation, the chemical reaction, and the ion
bombardment are partially decoupled. (b) Schematic cross section of an electron
cyclotron resonance, high-density plasma reactor.
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by exciting a gas which does not form a deposit by itself (e.g., oxygen). The plasma is
then transported toward the wafer surface. Near the wafer surface, it is mixed with the
more reactive gas (e.g., silane), so that the desired layer (e.g., SiO,) forms on the wafer
surface. This remote generation of the plasma allows more flexibility and control of the
process. It reduces premature reaction (and particles), and very importantly it allows con-
trolled ion bombardment of the surface.

When the mean free path of the ions approaches a characteristic dimension of the
reactor, few ions are scattered, and most approach the surface in the direction of the applied
electric field. They can dislodge weakly bound atoms from the depositing layer, increas-
ing its density and quality, and they can physically sputter overhanging deposits that would
prevent good filling between closely spaced features. A plasma that contains enough ions
to significantly modify the characteristics of the depositing layer is called a high-density
plasma (HDP). Figure 2.32b shows a cross section of one type of HDP reactor. In this
electron cyclotron resonance (ECR) reactor, an interaction between the electric and mag-
netic fields confines much of the plasma, allowing efficient power absorption and plasma
generation.

INTERCONNECTION AND PACKAGING

Interconnections

To build an integrated circuit, the individual devices formed by the planar process must
be interconnected by a conducting path, as shown in Figure 2.33. This procedure is usu-
ally called interconnection or metallization. As the performance of individual transistors
improves, the overall circuit performance can be limited by the interconnections between
the transistors, rather than by the transistors themselves.

The simplest and most widely employed interconnection method is the subtractive
process. First, the SiO, is removed from areas where a contact is to be made to the silicon.
Then a layer of metal is deposited over the surface, usually by physical vapor deposition
(PVD). A solid source of the material to be deposited is vaporized by electron-beam (EB)
bombardment in an evacuated chamber or by ion bombardment (sputtering) in a low-pres-
sure ambient. The vaporized metal atoms travel to the wafer where they condense to form
a uniform film. The metal, often aluminum or an aluminum alloy (such as aluminum with
a few percent of silicon or copper), is then removed from areas where it is not desired by
lithography and etching operations similar to those already discussed. The aluminum is
usually etched by anisotropic, dry etching techniques, although it can be etched in aque-
ous phosphoric-acid solutions when the feature sizes are large.

With shallow junctions, penetration of the metal even slightly into the silicon can-
not be tolerated. Silicon is slightly soluble in aluminum so a small amount of silicon from
the substrate dissolves into pure aluminum to satisfy the solid-solubility requirement. The
resulting voids in the substrate are then filled by aluminum. When this “spiking” occurs,

FIGURE 2.33 A thin layer of
aluminum can be used to con-
nect various doped regions of
a semiconductor device.
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the aluminum can penetrate through a pn junction, creating a high leakage-current path.
In the past, silicon dissolution into the aluminum was prevented by purposely including
a few percent of silicon in the aluminum film during deposition. With very fine features,
however, the use of silicon-doped aluminum is less attractive. Any silicon in excess of the
solid-solubility limit can precipitate in the very small contacts, occupying an appreciable
fraction of the area and significantly increasing the contact resistance. For this reason, an
additional layer is often inserted between the main aluminum metallization and the sili-
con. As discussed below, contacts are often made to silicide layers, which are needed to
lower series resistance of diffused regions. In other cases, thin conducting barrier layers
are included between the silicon and the aluminum. Alloys of titanium and tungsten or
titanium and nitrogen are widely used.

As junctions become shallower, the resistivity of diffused regions increases, and the
current through a device can be limited by the lateral resistance of a diffused region in
series with the active region of the device, rather than by the active region itself. To reduce
this series resistance, lower-resistance materials can be placed on top of (in parallel with)
diffused regions. In one method a self-aligned metal silicide (a salicide) is formed on top
of exposed silicon, as shown in Figure 2.34a. A metal layer, such as titanium, is deposited
over the entire wafer. The wafer is then heated so that the titanium reacts with silicon in
the exposed silicon regions to form TiSi,, while no reaction occurs where the titanium is
over oxide. The unreacted metal is then removed from the oxide by wet etching in a so-
lution that removes the metal, but not its silicide. A further heat treatment converts the
silicide to its low resistivity form, so that a low-resistance silicide (p ~ 15 p{}-cm) remains
over the exposed silicon while no conducting material remains over the insulating oxide
regions. By using this self-aligned silicide formation process, no additional area is needed
for aligning photomasks, providing a very compact arrangement. Other metals, such as
cobalt, can also be used to form self-aligned silicide regions. The salicide process is es-
pecially valuable for forming low-resistance layers over the electrodes of MOS transistors.
The silicide forms over the single-crystal source and drain regions and also over the
polycrystalline-silicon gate electrode, as shown in Figure 2.34b.
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FIGURE 2.34 (a) In the salicide process Ti
is deposited over the entire wafer and an-
nealed to form TiSi, over the exposed sili-
con. The unreacted Ti over the oxide is then
removed by wet chemical etching. (b)
Cross-sectional transmission electron micro-
graph of silicide formed by the salicide
process over the gate, source, and drain re-
gions of an MOS transistor. (Courtesy of

(b) Accurel Systems International Corp.)
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In virtually all MOS circuits and frequently in bipolar circuits, one interconnection
layer is composed of polycrystalline silicon, while another is made of aluminum or cop-
per. With these two interconnection layers plus a possible diffused interconnection line in
the surface of the silicon wafer, current can be carried at three different vertical levels—
an important degree of freedom in circuits having many thousands of devices. As we will
see below, additional layers of metal are used in complex circuits. ’

However, the resistivity of polycrystalline silicon is limited to about 500 w{)-cm so
that significant voltage drops can occur across long polysilicon conductors. Perhaps more
significant, however, the RC time constants associated with the resistance of a long poly-
silicon interconnection and its capacitance to the substrate can slow signal propagation
through the IC. Therefore, the polysilicon is only used for very short local interconnec-
tions. Alternative materials that are more conductive than polysilicon are used for longer
interconnections. Silicides of the refractory metals, such as tungsten silicide (WSi,), tan-
talum silicide (TaSi,), and titanium silicide (TiSi,), as well as the refractory metals them-
selves, are employed for intermediate-length interconnections, especially when they are
to be subjected to higher-temperature processing.

Multilevel Interconnections. With the increasing complexity of modern ICs, in-
terconnecting transistors and other electronic devices becomes more difficult. In logic cir-
cuits, especially, signals must often be moved from one part of the chip to another part.

When the signals must be moved over a long distance, metal interconnections must be FIGURE 2.35 Cross-sectional transmission electron micro-
used because of their low resistance. However, a single layer of metal is no longer ade- graph of three levels of a multilevel lmefconneCtl?n SYStem‘-
quate because of the large number of intersecting interconnections, and more than one Three levels of aluminum metallization and associated barrier ;

layer of metal must be used. Typically, a first layer of metal makes contact to the devices layers are visible, along with the tungsten-filled (black) vias

. - s ) ilicon i isible just above 0NN

themselves (usually to a barrier layer over the silicon or polysilicon). The first layer of between metal layers. Polysilicon lines are vISIbe Jus v > 2
. . . . - . . . . the substrate. (Courtesy of Rudolph Technologies, Inc.) = |
metal is covered with an insulating layer—often silicon dioxide. The insulating layer is B
removed from regions where connections between the metal layers are to be formed, and & ‘
. . . . . ’ < |
a second layer of metal is deposited and patterned. Sequential deposition and patterning e ;g !
of insulating and metal layers can be repeated a number of times to form a complex mul- "\.‘)ﬂnﬂ

tilevel metallization system. Circuits with five metal layers are common, and the use of
eight or possibly more layers of metal is expected.

Figure 2.35 shows a cross-sectional transmission electron micrograph of three lev-
els of a multilevel interconnect system. The overall impression is that the interconnect
system dominates the volume of the chip. Polysilicon lines covered with silicide are visible
at the bottom of the micrograph. The three levels of aluminum metallization (gray regions
with grain structure) are separated from the transistors and from each other by layers of
amorphous silicon dioxide (featureless, light-gray regions). The dark regions above and
sometimes below the aluminum are barrier layers, which act as an etch-stop layer and also
prevent interdiffusion of the materials in the interconnect system. These regions appear
darker because they are composed of heavier metals, which allow fewer electrons to pen- |
etrate during transmission electron microscopy. The dark regions connecting the different |
conducting lines are tungsten plugs filling the vias between conductors. These plugs al-
low current flow between the different metal layers and to the devices at the bottom of
the micrograph. The dark regions above the polysilicon lines are self-aligned silicide,
which reduces the resistance of the polysilicon interconnections. Figure 2.36 shows a
more-detailed transmission electron micrograph of tungsten plugs connecting an under-

lying TiSi,/TiN contact layer and an overlying aluminum layer. FIGURE 2.36 Cross-sectional transmission electron micrograph
As the lateral dimensions of the features decrease, the vertical dimensions do not showing a more detailed view of tungsten plugs connecting the

scale as rapidly (to minimize resistance in the metal lines and interlevel capacitance be- underlying silicide layer and the overlying aluminum first metal-

tween metal lines on different layers of interconnections, both of which can limit the lization layer. (Courtesy of Accurel Systems International Corp.)
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frequency response of the circuit). Therefore, the “aspect ratio” (height/width) of the vias
that must be filled with metal and the gaps between metal lines that must be filled with
insulators increases, making fabrication more difficult. Advanced deposition techniques,
such as the directional “high-density plasma” deposition discussed above have been de-
veloped to aid the filling of these small spaces.

With smaller features and more metal layers, the difference in the vertical elevation
of the different regions of the IC becomes a concern. As the resolution of lithographic
tools improves, their depth of focus decreases. On the other hand, with a complex
metallization system, contacts must be patterned at several different levels. To reduce
this incompatibility, several techniques are being used to achieve a more level (planar)
surface.

One planarization technique polishes the deposited dielectric layers at each step of
the interconnection process to provide a smooth and level surface for subsequent layers
of metal. This “chemical-mechanical” polishing (CMP) acts by a combination of chemical
and mechanical removal of material to provide a very smooth surface with minimum dam-
age to the underlying structures. CMP is especially useful for providing the flat surface
that aids formation of a subsequent layer of interconnections in a multilevel metal system.
It is similarly valuable to remove the rough topography (Figure 2.27d) formed by the high-
density plasma oxides used to fill narrow gaps between adjacent metal lines. The CMP
technique produces a flat surface over arrays of fine features, but does not produce a level
surface between widely spaced features because of the “dishing” of a softer material dur-
ing the final stages of polishing when both softer and harder materials are being removed.

In a less frequently used planarization technique, a thick oxide is deposited by CVD
and a photoresist layer is applied to a spinning wafer in the conventional manner. The
photoresist tends to fill spaces between nearby features and creates a more level surface
locally. The combination of photoresist and oxide is then etched by a dry etching tech-
nique that removes both resist and oxide at approximately the same rate. The smooth sur-
face of the resist is replicated in the oxide after the etching removes all the resist and some
of the oxide.

Copper. As device dimensions decrease, the requirements on the metallization system
become more severe. For example, we show in Chapter 9 that the most usual technique
for systematically reducing (scaling) the feature sizes in an IC results in an increased cur-
rent density in the interconnections. If device dimensions on the surface are reduced by
a factor K, the scaled current should also decrease by the same factor (Table 9.1). How-
ever, the interconnection cross section decreases by K? so that the current density flow-
ing through the interconnection increases by K. This increase results in a larger voltage
drop in the interconnections so that a smaller fraction of the externally applied voltage is
effective in activating an IC device. To minimize this effect, it is important to reduce the
resistivity of the interconnecting conductor.

During most of the evolution of integrated-circuit technology, aluminum was the
dominant interconnecting metal. As we have discussed, small amounts of silicon were of-
ten added to prevent interaction with the underlying silicon contact region, and small
amounts of copper were added to reduce electromigration, as will be discused below. How-
ever, the basic material was aluminum with its low resistivity of 3 w{)-cm (in bulk form).
As the interconnection system with its associated RC time constants becomes an increasing
limitation on the overall integrated-circuit performance, metals with even lower resistivity
are needed. The resistivity of copper is about 1.7 p.{)-cm (in bulk form). This low resis-
tivity makes copper attractive for use in the IC metallization system despite the difficulty
of integrating it into an IC fabrication process.
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A major concern is that copper introduces allowed deep levels in the bandgap of
silicon, as we saw in Table 1.4. These deep levels increase the leakage current and de-
grade transistor gain. Therefore, care is needed to ensure that no copper can diffuse into
the silicon itself and that it is all confined to the metallization system. The problem is
compounded by the rapid movement of copper through silicon dioxide. Therefore, the
copper must be surrounded by diffusion barriers, complicating the fabrication process. In
addition, copper is difficult to etch using the anisotropic, reactive ion etching needed for
very fine lines; the reaction products of the etching process are not volatile, so they do
not leave the surface, and the etching effectively stops. Therefore an alternative to the con-
ventional etched-metal interconnection system is used for copper.

After an insulating layer (usually silicon dioxide) is formed, grooves or trenches are
etched into the insulator, and suitable barrier layers are formed on the bottom and sides
of the grooves. The remainder of each groove is filled with copper. The barrier material
and copper also deposit on the surface of the insulator outside the trench. This excess ma-
terial is removed by chemical-mechanical polishing, which also produces a flat surface
that aids forming the next metallization layer. This Damascene process (named after the
inlaid jewelry-making technique associated with Damascus, Syria) can be refined to form
vias between metal lines (the dual Damascene process), as well as the lines themselves.

When the overall circuit performance is limited by the RC time constant of the in-
terconnection system, reducing the capacitance, as well as the resistance, is beneficial.
Consequently materials with lower relative permittivities (e,) than the common silicon
dioxide are increasingly attractive. The relatively permittivity can be reduced from the
3.9-4.1 of silicon oxide to about 3.5 by adding fluorine to the oxide. However, the
decreasing stability of the oxide as more fluorine is added, limits the amount that can
be included. Other materials with lower permittivities include mixtures of silicon, oxygen,
and carbon, and also amorphous carbon or carbon-fluorine mixtures. Organic materials
with reduced permittivities are also used. With any change of the materials, however, the
overall process used to form the interconnection system must be modified to ensure that
the interconnection system can be produced with high yield on chips with millions of lines
and vias and also is reliable for many years of normal operation.

EXAMPLE Interconnection Delay

Consider a device with a time constant 7, of 10 ps driving a metal interconnection line with a ca-
pacitance C and a resistance R. The width W of the interconnection is 0.3 wm and its thickness
tyis 0.2 wm. The metal line is separated from an underlying conductor by an insulator with thick-
ness #; = 0.3 pwm. Find the total time constant for the device and a line length 1 mm long and
also the interconnection length at which the interconnection delay equals the device delay for the
following cases.

(a) the metal is aluminum and the insulator is silicon dioxide

(b) the metal is aluminum and the insulator has a relative permittivity of 2.5

(c) the metal is copper and the insulator is silicon dioxide

(d) the metal is copper and the insulator has a relative permittivity of 2.5

Assume the following material properties:

pa = 3.2 nQd-cm
Pew = 1.7 pQ-cm
€ si0, = 3.9

and use the formula for a simple parallel plate capacitor.

s L T T 1
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Solution The RC time constant of the metal line is

( pL ) (q,e,WL)
T=\|"T" + Ty
Wiy 4

il

T L2+Td

(@) 7= 18ps + 10 ps = 28 ps
(b) 7= 12ps + 10 ps = 22 ps
(¢) T=98ps + 10 ps = 19.8 ps
(d) T=63ps+ 10ps = 163 ps

Length at which the interconnection delay equals the device delay:

(a) 0.74 mm
(b) 1.01 mm
(¢) 0.92 mm
(d) 1.26 mm n

Electromigration. FElectromigration is an IC interconnection reliability problem that
can cause a circuit to fail when an interconnection become discontinuous after hundreds
of hours of successful operation. Electromigration refers to the movement of atoms of the
conducting material as a result of momentum exchange between the mobile carriers and
the atomic lattice. The moving electrons in the metal collide with atoms and push them
toward the positively biased electrode (Figure 2.37). As a result, the metal piles up near
this electrode and is depleted from other parts of the conductor, especially from the re-
gions near the intersection of grain boundaries in a polycrystalline metal film. This trans-
fer of material eventually causes voids in the film and a discontinuous interconnection.
Electromigration occurs more rapidly at higher current densities and in severe tempera-
ture gradients.

Electromigration is a major concern with aluminum, where current density is often
restricted by design to be less than 10° A cm™ 2. Electromigration can be reduced by adding
small quantities of a second metal, such as copper, to the aluminum to inhibit the move-
ment of aluminum atoms along the grain boundaries. The addition of 2-3% copper can
increase the long-term, current-handling capability by two orders of magnitude without
greatly increasing the resistivity of the film. Copper metallization is more resistant to elec-
tromigration than is aluminum metallization, and the higher current-handling capability
of copper is another motivation to use copper instead of aluminum. Alternatively, higher-
temperature metals, such as tungsten, which are also more electromigration resistant, can
be used for metallization.

After the metal interconnection layer is deposited and defined, the wafer is placed
in a low-temperature furnace (at about 450°C for aluminum) to improve the interface
between metals in the interconnect system and ensure good chmic contact. This heat treat-
ment also improves the quality of the Si-SiO, interfaces. With the completion of the
interconnection patterning, the processing of the IC wafer is complete.

In addition to resistivity and electromigration, other points to consider in choosing
an interconnection material include the following: (1) ability to make chmic contacts to
both n- and p-type silicon; (2) stability in contact with silicon after the circuit is completed;
(3) adhesion to both silicon and silicon dioxide; (4) ability to be patterned using available
lithography and etching (especially dry etching) or polishing techniques; (5) resistance to
corrosion by reaction with the environment; (6) ability to be bonded to make connection
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FIGURE 2.37 Electromigration mechanism in a conducting stripe. Directions of
electron flux F,, electrostatic force g€ and resultant atomic flux F, (upper left). Scan-
ning electron micrograph showing void formation to the left of the break and accu-
mulation of material in the form of hillocks to the right of the break (lower figure).
The steps leading to electromigration failure are indicated at the upper right [18].

to a suitable package; (7) coverage of steps in the IC; and (8) ability to be deposited with-
out degrading the characteristics of devices already present. While no single interconnec-
tion material is optimum for all these requirements, aluminum and its alloys satisfied
enough criteria to become widely used for many years. However, as the requirements on
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the interconnections became more severe, the limitations of aluminum (especially elec-
tromigration) became more evident, leading to the search for alternate materials and the
widespread adoption of copper.

Testing and Packaging

After the wafer fabrication process is complete, the ICs are electrically tested to deter-
mine which ones are working correctly so that only the functioning chips are packaged.
As the complexity of ICs increases, testing, which is typically done under computer con-
trol, becomes much more difficult. Ease of electrical testing is an important consideration
in the initial circuit design and layout, and a modest amount of extra circuitry can be in-
cluded to allow efficient testing. The chip is often designed so that critical internal volt-
ages can be accessed externally to determine whether the circuit is operating properly.

After this preliminary functional testing, the wafer is diced into individual circuits
or chips, often by fracturing the silicon along weak crystallographic planes after scribing
the surface with a sharp, diamond-tipped instrument (a diamond scribe). Other techniques
for dicing include sawing the wafer apart or melting part way through the thickness of
the wafer with a laser before breaking it. In the most straightforward packaging approach,
the back of each functioning chip is then soldered to a package, and wires are connected
or bonded from the leads on the package to the metal pads on the face of the semicon-
ductor chip (Figure 2.38). Finally, the package is sealed with a protective ceramic or metal
cover or with plastic, and the circuit undergoes further electrical testing to ensure that it
is still functioning and often to determine its frequency response.

As larger systems containing more complex IC chips are designed, the number of
interconnections required for communication between chips increases, and alternative
packaging techniques are used. The requirement for more interconnections and greater re-
liability and packing density has led to the development of ceramic substrates containing
several layers of metal interconnections. The IC chips can then be bonded face down on
these substrates so that the metal pads on the IC chip are directly above corresponding
pads on the ceramic. All leads are then simultaneously bonded by melting pre-formed sol-
der bumps on the IC pads in what is called flip-chip bonding. Flip-chip bonding connects
hundreds of leads simultaneously and allows connections near the center of the chip.

Power dissipation is an increasingly important factor in designing a high-performance
IC and in choosing the proper packaging technique. Conventional packaging techniques limit
the power dissipated in a chip to a few watts; more elaborate packaging and cooling tech-
niques (e.g., heat sinks and even fans) can allow several tens of watts to be dissipated. As
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FIGURE 2.38 The IC chip is mounted in a package, and wires
are connected to the external leads.
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device dimensions decrease, the heat generated within a given size chip remains constant at
best and often increases. Larger chip sizes increase the power dissipation per chip even more.
Therefore, power dissipation (and supplying the required power) can limit the complexity
of an IC chip (especially for handheld applications) and can lead to the choice of one type
of circuit technology in preference to another.

Bipolar circuits generally dissipate more power than do MOS circuits, and single-
channel MOS circuits dissipate more than complementary MOS (CMOS) circuits, in which
little dc power flows. However, even in CMOS circuits, power dissipation is an increas-
ing constraint. Even though little dc power flows in most CMOS ICs, the ac power to
charge interconnecting lines and drive transistors can be large. The ac power is

=ICV*f (2.7.1)

where C is the capacitance, V is the voltage change (typically almost the entire supply volt-
age for a CMOS circuit), and f'is the frequency. Reducing the supply voltage decreases the
power, but increasing the frequency (as required in high-performance circuits) increases
the power greatly. The various IC technologies are discussed further in the following
chapters.

Contamination

As the die size increases and the feature size decreases, the damage caused by stray par-
ticles or “dirt” becomes more serious. With larger chips fewer particle can be tolerated.
With smaller feature sizes the size of particle that can destroy the chip decreases. Wafer
fabrication facilities and equipment are designed to minimize the number of particles near
the wafer. Class 10 (10 particles per cubic foot) clean rooms and class 1 (1 particle per
cubic foot) areas are widely used, although at a high cost.

2.8 COMPOUND-SEMICONDUCTOR

PROCESSING

Our discussion in this chapter focuses on the well-developed silicon technology, which is
used for the vast majority of semiconductor devices. In specialized applications, however,
other semiconductors must be used. Extremely high speed transistors benefit from the bet-
ter transport properties available in selected compound semiconductors. Materials com-
posed of column IIT and column V elements of the periodic table, such as gallium arsenide,
can be used in specific IC applications where high carrier mobility is critical; II-VI ma-
terials are less frequently used. In addition, of course, direct-bandgap compound semi-
conductors, such as GaAs and GaN, are used for efficient light emission in optical emitters
such as light-emitting diodes (LEDs) and semiconductor lasers. Silicon with its indirect
bandgap is unlikely to become suitable for these applications.

Because of their importance for high-speed and optoelectronic devices, we briefly
consider some of the processing associated with compound semiconductors. We focus our
discussion on GaAs because it is the most widely used compound semiconductor mate-
rial and illustrates some of the differences in processing between silicon and compound
semiconductors.

The limited volume of the specialized applications for which GaAs excels has re-
stricted development of GaAs technology, and less attention has been paid to achieving
high levels of integration for GaAs integrated circuits than for silicon ICs. Consequently,
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the number of transistors in GaAs ICs is several orders of magnitude lower than that of
silicon ICs. The focus of compound-semiconductor technology has been on achieving high
performance with very fine feature sizes or accomplishing functions not realizable with
silicon, rather than achieving high levels of integration.

Compound-semiconductor technology evolved along different lines than silicon tech-
nology, leading to somewhat different approaches to processing. However, the investment
in silicon processing technology is so much greater than that possible for the lower-volume
compound semiconductors that much of compound-semiconductor processing is evolving
toward silicon technology. This convergence allows leveraging the extensive processing
knowledge developed for silicon technology. Conversely, as thermal budgets for silicon pro-
cessing become more limited, the use of thick thermally grown oxides is decreasing, and
silicon technology is adopting some of the characteristics of the processing used for com-
pound-semiconductor technology. Consequently, some of the previous differences between
silicon and compound-semiconductor processing are becoming less important.

Because GaAs is the most common compound semiconductor, we focus on it in this
discussion. Several fundamental characteristics of GaAs distinguish its processing from
silicon processing. First, GaAs is a compound so that slight deviations from equal amounts
of Ga and As can create deviations from an ideal stochiometric material, which lead to
defects that degrade its electrical properties. Second, a stable oxide does not readily form
on GaAs, making control of surface properties difficult.

Crystal Growth. Like silicon, GaAs can be grown by the Czochralski technique.
However, the task is more complex when growing a compound semiconductor because the
stoichiometry of the semiconductor, as well as its crystal quality, must be controlled. Slight
deviations from equal amounts of Ga and As can lead to electrically active species. Be-
cause arsenic is much more volatile than is gallium, arsenic rapidly evaporates from the
melt, leading to a gallium-rich crystal. To prevent the evaporation of arsenic from the molten
material, the crystal growth apparatus can be contained in a sealed chamber containing a
high vapor pressure of arsenic. The complexity and hazards of this approach led to the idea
of covering the surface of the melt with another liquid which floats on the molten GaAs
and blocks the evaporation of arsenic. This liquid-encapsulated Czochralski (LEC) tech-
nique has gained wide acceptance for forming GaAs crystals of larger diameter.

Single-crystal GaAs can also be grown by a float-zone technique similar to the one
used for silicon. This horizontal Bridgman technique is sometimes used for smaller di-
ameter wafers. Because the ingot is horizontal during crystal growth, it is not cylindrical,
and slices from the ingot are more D-shaped than circular. As with silicon, float-zone
growth became less popular as the control of the Czochralski process improved and wafer
diameters increased.

Because controlling the growth of a multi-element material is more difficult than
dealing with a single element, growth of GaAs and other compound semiconductors lags
that of silicon. Wafers are generally markedly smaller and more expensive. The compound
semiconductors also are more fragile than silicon, requiring more careful mechanical han-
dling (especially important for automation). Thermal shock must also be minimized by
controlling the heating and cooling rates more carefully than required for silicon. The
compound semiconductors are less chemically robust than silicon and are attacked by
many chemicals that do not damage silicon.

High Resistivity. GaAs has a wider bandgap than silicon, so its intrinsic resistivity is
markedly higher. From Equation 1.1.25 we remember that to achieve the highest resistivity
the Fermi level should be located near midgap to reduce the free-carrier concentrations.

A

2.8 COMPOUND-SEMICONDUCTOR PROCESSING 115

While it is difficult to place the Fermi level near mid-gap in silicon, GaAs can be purposely
grown with a high concentrations of specific impurities, such as Cr, which have deep en-
ergy levels near the middle of the band gap. The Fermi level is then located near mid-gap,
far from either band edge to produce semi-insulating material.

The resulting high resistivity reduces the vertical capacitance between the substrate
and devices built above it. This reduced capacitance is a significant advantage for high-
performance GaAs devices compared to silicon devices. For silicon devices, the active de-
vice regions are separated from the substrate only by a pn junction of limited thickness,
preventing the device-to-substrate capacitance from being significantly reduced.

Although insulating oxide can be grown on silicon to separate metal interconnec-
tions from the conducting substrate, the limited thickness of the oxide layer makes
capacitance between the substrate and the interconnections significant. The thick, high-
resistivity substrate possible with GaAs reduces this component of the capacitance also.

For silicon devices, an insulating oxide can be grown to laterally separate adjacent
device regions. For GaAs the substrate can be virtually insulating, so that isolation be-
tween devices can be achieved by adding dopant by ion implantation only into the active
device areas, and retaining the semi-insulating regions between devices. If semiconduc-
tor layers are grown over the entire semi-insulating wafer, good isolation can be obtained
by etching these layers from the regions between devices. The resistivity of GaAs can also
be increased in specific locations by disrupting the crystal lattice with a hydrogen ion im-
plantation and not subsequently annealing to remove the purposely introduced damage.
The high resistivity thus achieved can be useful for lateral isolation between devices.
Although these techniques provide dc isolation between adjacent devices, the lateral
capacitance between device islands can still be significant because of the high relative
permittivity of GaAs.

Epitaxial Deposition. Because other compound semiconductors can be grown epi-
taxially on GaAs, well-controlled epitaxial growth techniques have been more extensively
developed for the compound semiconductors than for silicon. Because of the large num-
ber of compound semiconductors, materials with different bandgaps can be combined (to
improve electrical performance of devices) while still retaining the same lattice constant
(to limit strain and the resulting crystal defects), as shown in Figure 2.39. For example,
the lattice constant of Al, ,Ga,Asis virtually the same as that of GaAs while its bandgap
is considerably greater. Thus, unstrained epitaxial layers of Al,_,Ga,As can be grown on
GaAs by epitaxial techniques similar to those discussed for silicon. (A fraction x of the
Ga is replaced by Al, so the composition is indicated by the formula Al, ,Ga As. Pure
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AlAs has an indirect bandgap, so the Al fraction is usually limited to a value that retains
the direct bandgap). By using different materials for different parts of a device, we can
take advantage of the difference in bandgaps between the two materials to build useful
electronic and optoelectronic devices. These heterojunction devices, which use the pur-
posely formed discontinuities in the bandgap at the interfaces, will be briefly discussed
in Chapters 4 through 7. After general discussion of heterostructure devices, we will fo-
cus on the example of heterojunction devices composed of silicon and alloys of silicon
and germanium both because of their importance and to stay close to our focus on sili-
con ICs. (Note however, that the Si/Si,_,Ge, system is not lattice matched; the resulting
strain limits the thickness of the layers than can be used.)

Because the interfaces between the epitaxial layers of heterojunction devices strongly
influence the electrical behavior, good control of the transition region between the differ-
ent materials is needed. Techniques have been developed to control the interfaces within
a few nanometers, providing much finer control than typically used for conventional sil-
icon devices. Conversely, processing of compound semiconductors after epitaxial growth
is more difficult.

For device fabrication of structures with layers of different semiconducting materi-
als, specific layers must often be removed from parts of the device by etching without
attacking very thin underlying layers of other materials. To obtain high selectivity, wet
chemical etching techniques have been well developed for GaAs and related materials.

Dielectrics. One significant difficulty with GaAs and other compound semiconduc-
tors is the lack of a stable thermally grown oxide to form isolation between the semicon-
ductor and overlying metal layers and also to provide an electrically stable semiconductor
interface. As we will see in Chapter 8, the SiO, that readily grows on silicon terminates
most of the broken bonds at the silicon surface. This oxide reduces the number of allowed
states within the forbidden gap at the silicon surface that would otherwise be formed by
the disruption of the periodic crystal structure. Without an analogous oxide for GaAs,
these surface states make controlling interface properties much more difficult, and they
can dominate device operation. Thin epitaxial layers of wider bandgap materials, such as
Al,_ Ga,As, can be grown on the GaAs to provide more stable surfaces.

The lack of a stable thermally grown oxide for GaAs and other compound semi-
conductors also complicates controlled introduction of dopant into selected small regions
of the surface, dictating extensive use of CVD dielectrics for compound semiconductor
fabrication. Plasma-enhanced chemical vapor deposition is especially popular because the
low temperatures suitable for plasma deposition minimize evaporation of the constituents
of the compound semiconductors. Silicon oxides and nitrides are typically used, often tak-
ing advantage of the flexible composition of material formed by PECVD.

Dopant Addition. Within limits, dopant can be added to GaAs by gas-phase diffu-
sion techniques. Alternatively, as for silicon, ion implantation is increasingly being used
to add dopant atoms to selected regions of a device. As in silicon technology, photoresist
can be used to define the areas into which the the dopant is implanted.

However, the low solid solubility of many dopants in GaAs often makes obtaining
high concentrations of electrically active dopant species difficult, thus limiting device op-
tions to the few for which GaAs is suitable and enables devices with significantly better
electrical performance than silicon devices. The limited solid solubility also makes difficult
achieving the high dopant concentrations needed to form good ohmic contacts.

Annealing to remove crystal damage from ion implantation and activate dopant
atoms is more difficult for GaAs than for silicon because of the limited thermal stability
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of GaAs. Arsenic tends to evaporate from GaAs at temperatures above about 600°C. If
temperatures in this range are needed for implant annealing, the surface must be well pro-
tected by a deposited layer to prevent arsenic evaporation and the resulting loss of
stochiometry near the surface. Nonstoichiometric silicon nitride layers deposited by
plasma-enhanced CVD at a low temperature (~300°C) can block the evaporation, while
oxides are less effective. Alternatively, an unprotected surface can be annealed in an over-
pressure of arsenic—a difficult processing requirement.

Interconnections. Once dopant atoms are in place and activated, additional layers
of deposited dielectrics can be used to isolate the overlying conductors from the active
device regions. After the dielectrics are formed, contact windows are opened, as for silicon,
and metal layers are deposited. To make good electrical contact to GaAs, metal systems
containing several different layers are usually employed. In the past this multilayer met-
allization was a drawback compared to the simpler metallization systems used for silicon,
but silicon metallization is now more complex also, with intermediate layers used between
the main aluminum or copper metallization system and the silicon.

For high performance with compound semiconductors, as with silicon, considerable
attention must be paid to the interconnection system. For highest performance, low resis-
tivity metals and low permittivity dielectrics should be used in the interconnection sys-
tem. Because of the lower level of integration of GaAs ICs, the metallization system is
more flexible. In addition to aluminum, gold is often used as the main conductor. Because
gold does not make an ohmic contact, intermediate layers of metal are used between the
gold and the semiconductor.

To reduce the capacitance, low-permittivity dielectrics are used between the metal
and the conducting region; organic materials are sometimes used, as they are for silicon
ICs. In extreme cases, the dielectric between the metal and the device can be removed by
wet chemical etching after the metal is defined. Although the relative permittivity of the
air between the metal and the semiconductor is unity, such “air bridges” are fragile and
only suitable for specialized and small ICs.

To take advantage of the high performance of compound-semiconductor devices,
the packages in which they are placed must not seriously degrade the overall perform-
ance. Specialized packages with very low capacitance and inductance are available for
high-frequency devices. For optoelectronic applications, packaging has different require-
ments. If light must be able to leave the chip, parts of the package must be transparent
while still providing adequate protection to the electronics inside. The light must also be
reflected and focused so that it leaves the chip and package, rather than being reabsorbed
in various regions of the chip or in the packaging material.

2.9 NUMERICAL SIMULATION

Basic Concept of Simulation

As integrated-circuit processes and devices become more complex, solving the ana-
lytical equations associated with device physics or processing becomes more difficult.
Devices with finer dimensions and shallower junctions require second-order physical
and electrical effects to be considered. At the same time that predicting the device
and process behavior is becoming more complex, the difficulty of conducting mean-
ingful experiments is also increasing. The experimental control needed to clearly
reveal the effects being studied can exceed that possible with even carefully designed
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experiments, and the cost of experiments is increasing as process equipment becomes
more expensive. At the same time, the decreasing flexibility of increasingly automated
equipment makes experiments more difficult to perform. The overwhelming number
of possible variations preclude experimentally studying all the relevant combinations
of variables.

In contrast, numerical simulation becomes increasingly attractive as readily avail-
able computers become more powerful, and simulation is increasingly being used in place
of extensive experimentation. Both physical fabrication processes and electrical device be-
havior can be numerically simulated with increasing accuracy. The ability to rapidly sim-
ulate many process and device variations allows the most promising ones to be identified
and experimental work to focus on these limited number of possibilities. In addition, mod-
ern devices require that the structural parameters and dopant profiles be known more ac-
curately than previously. Device performance depends increasingly on these parameters
and on more accurate understanding of the behavior of carriers under electric fields in
these structures.

The simulation techniques can be strictly numerical or they can combine numer-
ical methods with analytical expressions. When analytical expressions are available,
their use aids the designer by providing better insight into the process chemistry and
device physics, as well as decreasing the computer time required. However, using
more accurate representations of the process or device (e.g., using the more complex
diffusion equation of Equation 2.5.15 in place of the simpler Fick’s-law expression
of Equation 2.5.7) typically leads to equations that can only be solved by numerical
techniques.

The numerical simulation tools available are increasing in capability. Process and
device simulators are incorporating more realistic physical models and can consider two
and even three dimensions. As device dimensions decrease, the influence of the device
edges extends over a significant fraction of the device and noticeably modifies device
fabrication and behavior. Lateral effects between adjacent device elements are also be-
coming increasing important. Consequently, including two-dimensional effects is criti-
cal for simulation of modern processes and devices. As the dimensions of the simula-
tion increase, however, the numerical computing power needed increases rapidly, and
multi-dimensional simulators typically cannot include as detailed models as can one-
dimensional simulators. Considering effects at corners is also becoming more important,
requiring three-dimensional simulation, with its increased computational complexity.
Because the computer capability needed increases rapidly when iwo and three-dimen-
sional effects are included, numerically evaluated analytical models are attractive when
they can be used. When two-dimensional effects are considered, the shape of the features
and dopant distributions near the edges should be considered. For example, the shape
of chemically vapor deposited layers in deep features is important and should be
modeled. Etching of fine features also requires considering edge profiles and, therefore,
two-dimensional effects.

The computer simulation programs perform computation based on physical
models and numerical parameters and are only as accurate as the values of the pa-
rameters used. Accurate simulation requires accurate knowledge of the large number
of parameters that enter into the models. Knowing these parameters is a major chal-
lenge. Default values are usually built into the simulation program based on the model
developers’ “best guess” from the literature or experiments. Because the values of the
parameters can be refined as more accurate experimental values become available, many
of the programs are written so that the numerical parameters can be modified by the
user. In addition to the limited knowledge of the parameters, some must be modified
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for particular fabrication facilities; for example, oxidation depends on the oxygen
pressure, which is significantly lower at higher elevations (e.g., Colorado, compared
to California).

Grids

Numerical simulation is based on calculating properties at a number of points or nodes
in the device regions of interest. The properties are calculated based on time variations
and values at neighboring nodes. The nodes are the intersection points of a grid super-
posed on the device. Grid generation is one of the most difficult tasks in computer simu-
lation. The grid must be fine enough to capture details of interest, which may vary rapidly
with position in the internal regions of active devices, without requiring excessive com-
putation time in regions with less-rapid spatial variations. The grid spacing depends on
the dimensions of the physical features and also on the characteristic lengths of moving
species. Simultaneously simulating species moving fractions of a micrometer (e.g., dopant
atoms) and species moving hundreds of micrometers (e.g., point defects) is difficult be-
cause of the different length scales involved. When boundaries between regions move
during the simulation, as during oxidation or silicide formation, specifying the grid is es-
pecially troublesome. The boundaries separating regions of different materials no longer
remain at the same distances from nodes, and a node may physically move into a differ-
ent material. When species with widely varying time constants must be considered in the
same simulation, specifying time increments is also difficult.

In one-dimensional simulation, the physical separation of nodes is chosen consistent
with the size of the expected spatial variations. The distance between grid lines can vary so
that the nodes can be closely spaced in regions of expected rapid variation of structural or
electrical parameters; they can be more widely spaced in regions with slowly varying prop-
erties to reduce computational time. In two dimensions, specifying the grid is more com-
plex. To avoid excessively long computation times, the number of nodes should be reduced
as much as possible. A regular set of equally spaced grid lines provides more nodes than
needed, and nonuniform grids are again used so that the nodes can be concentrated in re-
gions of rapidly varying physical features or electrical properties. The capability of includ-
ing arbitrary geometries becomes especially important as device dimensions decrease and
the actual shapes of various regions of the device have more influence on the device be-
havior. However, the need to handle arbitrary shapes makes grid generation more difficult.

To use a typical two-dimensional simulator, the user initializes the grid by specify-
ing a nonuniform rectangular grid. The lines of the rectangular grid can be nonuniformly
spaced to place more nodes in regions of rapidly changing features, and portions of some
grid lines can be removed. The modified coarse rectangular grid is then automatically con-
verted into a triangular grid by adding diagonals. With a triangular grid, a node exists
wherever three or more line segments meet. The area of each triangle is shared by the
three nodes that form the triangle. The simulator can increase the grid density in regions
with rapidly varying parameters. For example, the grid can be refined near the edges of
the source and drain regions of an MOS transistor where the doping changes rapidly. In
device simulation, after Poisson’s equation is solved for a specific bias condition, the grid
can be refined in regions where potential or charge density change rapidly.

As the structure changes during processing, the grid must also change. For exam-
ple, during oxidation the Si/SiO, interface can move through existing nodes. These nodes
must be removed from the silicon, and additional nodes must be added to the growing ox-
ide. Similarly, deposition and etching processes require that nodes be added and removed.
These modifications are done by the simulation program itself.
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The grid should be fine enough to resolve rapid changes in structure or dopant profile
(for process simulation) or potential and carrier concentrations (for device simulation). It
should fit the device shape to resolve the geometric features of the structure being simulated.
However, the computation time increases rapidly as the number of nodes increases, varying
approximately as Ny, where N, is the number of nodes and « is between 1.5 and 2. Irregu-
larities in the grid array also cause convergence problems. Figure 2.40 [19] shows a triangu-
lar grid applied to non-rectangular geometries. It would be difficult to adapt a rectangular
grid to these nonrectangular structures without greatly increasing the number of nodes.

Process Models

Process simulators generally compute changes caused by each individual process step in
the same sequence as the operations would be physically performed on a silicon wafer,
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FIGURE 2.41 Block flow diagram for the SUPREM process-modeling computer program.

In addition to predicting the final dopant profiles, the process simulators calculate some
simple electrical parameters. The calculated dopant profiles can also be used as the input
to a device-modeling program for more extensive device simulation.

At the same time that more accurate models are needed for process and device de-
sign, the simulators are also moving from the realm of research and development into
manufacturing-oriented engineering. In this environment, the complexity of simulation
tasks grows, with the need to simulate complete device-fabrication process sequences and
the resulting device characteristics. To aid simulation of long process sequences, shorter
modules containing a limited number of related process steps are first developed. These
are then tied together to allow simulation of the entire device-fabrication process. Mod-
ules describing a group of process steps are first defined. Then, the modules are linked
together (often by moving icons representing the individual modules on a graphical in-
terface) to simulate a complete process flow. Parameters can then be varied within each
module without rewriting the entire specification.

When simulation moves into manufacturing environments, the effect of expected
process variations on device characteristics must be considered. The effect of statistical
distributions of the results of individual process steps on device performance is needed to
design a process and device with economically acceptable yield. That is, the process and
device parameters must be chosen so that the device characteristics are not overly sensi-
tive to the normal fluctuations of parameters from any process step. Simulations provide
a practical way of studying the effect of the process variations on device characteristics.

SUPREM. One widely used process modeling program is called SUPREM (for Stan-
ford University Process Engineering Model) [20].* The program input for SUPREM is a
description of the individual processing steps. This input specifies a sequence of times,
temperatures, ambients, and other parameters for diffusion, oxidation, implantation, dep-
osition, and etching. The output is the impurity profile in the silicon substrate and the
overlying layers, such as SiO, or polysilicon. The basic structure of the SUPREM pro-
gram, illustrated in Figure 2.41, is designed so that process steps can be simulated either
individually or sequentially, with the dopant profile predicted at the end of one process

* Several commercial derivatives and variations of SUPREM are available.
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step used as the input for the next. This program includes detailed models for nonlinear
diffusion, dopant segregation during oxidation, evaporation at the solid—gas interface,
effects of the moving Si-SiO, boundary beneath a growing SiO, layer, impurity cluster-
ing during diffusion, concentration-enhanced oxidation, epitaxy, and ion implantation, as
well as several other models that go beyond the first-order descriptions that can be treated
analytically. Complex point-defect models are included because of the importance of point
defects on dopant diffusion for shallow junctions.

To find the dopant concentrations at each point and each time, SUPREM considers
the dopant redistribution and other processes occurring during each process step. Values
at each node are calculated based on initial conditions at the boundaries of the simulated
region or the values known at each node from the previous process step. The process
step being simulated is then divided into small time intervals At, and the changes occurring
in each time interval are calculated from the equations governing the behavior. For ex-
ample, in its simplest form diffusion is governed by Fick’s second law (Equation 2.5.7):

aC(x) 3*C

el e 2.9.1)

in one dimension. The spatial derivatives can be replaced by differences between con-
centration values at nearby nodes; and the time derivative, by the time interval At:

5

AC
AC(x) = D—— At (29.2)
Ax

The concentration at a node at time ¢ + At is then found from the values at the same node
and nearby nodes at time t:

Clx,t + Af) = C(x, 1) + AC(x) (2.9.3)

In the example above, finding the value of the second derivative requires using concen-
trations at more than the nearest nodes [C(x — Ax, f) and C(x + Ax, t)] so that the curvature
of the concentration profile can be determined. In numerical simulators, more complex
models of the diffusion process can be included, and approximation by a constant diffu-
sivity is not required; the diffusion coefficient D can be a function of the concentrations
C, as in Equation 2.5.15.

Deposition, etching, impurity deposition, oxidation, and out-diffusion occur at the
exposed surfaces; ion implantation occurs near the top surface; and diffusion occurs
throughout the structure. The structure is composed of regions of single-crystal silicon,
polycrystalline silicon, silicon dioxide, silicon nitride, silicon oxynitride, aluminum, and
photoresist. These layers can be deposited or removed and oxide can flow under stress at
high temperatures. Therefore, during each process step, several different physical process
must be considered. For example, during oxidation we must consider diffusion of dopant
in the substrate, transfer of dopant from the substrate into the growing oxide, and possibly
viscous flow of the growing oxide, as well as the growth of the oxide itself. At points where
two or more materials meet, there are multiple nodes, one for each material at that point,
so that multiple values of the parameters can be represented. There is also an extra node
at each point on an exposed boundary to represent concentrations in the ambient gas. The
coordinate system is fixed to the substrate, rather than the surface of the wafer, to avoid
problems when the location of the surface changes during oxidation or etching.

Diffusion. Typically considered dopant species in silicon include boron, phosphorus,
arsenic, and antimony. Diffusion of dopant atoms occurs during heat cycles in either an
inert or an oxidizing ambient. In the latter case, both the dopant atoms and the surface of
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the silicon move with respect to the fixed substrate. As we saw in Sec. 2.5 the diffusion
coefficient can depend on the dopant concentration and the point defects (silicon intersti-
tials and vacancies) caused by oxidation or implantation. A concentration-dependent
diffusion coefficient precludes general analytical solutions, but can readily be treated by
numerical simulation techniques. Oxidation injects excess silicon atoms (self-interstitials)
from the oxidizing interface into the underlying silicon. These point defects can diffuse
long distances and affect the diffusion of nearby dopant atoms. Similarly, the damage caused
by ion implantation can create excess interstitials and vacancies and greatly change the
diffusion of nearby dopant atoms. The effect of point defects on the diffusion must be in-
cluded in the models to obtain reasonable accuracy. The effect of built-in electric fields
on dopant diffusion can also be included; this electric field couples the diffusion equations
for the different dopant species present.
To include the effect of point defects, the diffusion coefficient is modeled by

. 2
D= [DO + D*(%) + D‘(%) + D=(%> ]F,V (2.9.4)

The components of D were discussed in Sec. 2.5; not all are used for each element. Fjy,
models the amount of enhancement or retardation by nonequilibrium concentrations of
point defects and is related to the fraction of the diffusion that occurs by vacancy or in-
terstitial mechanisms. At high dopant concentrations, the electrically active dopant con-
centration can be less than the total concentration physically present, and this effect can
also be included, as can the segregation of dopant atoms across a Si/SiO, boundary.

Oxidation. Oxidation can be simulated using the Deal-Grove model with the incre-
ment of oxide grown in a time Az given by the rate (Equations 2.3.5-2.3.8) times the time
increment. Because numerical technique are being used and closed-form analytical solu-
tions are not required, the rate expression of the basic Deal-Grove model can be modified
to include a term expressing the initial oxidation rate for thin oxides, which decays
exponentially with increasing oxide thickness (Equation 2.3.11) [8]:

B xo\'
= | —+ — | XA 2.9.5
Ax,, A+ K exp( 3 )} t (2.9.5)

(7]

Different values of the parameters can be used for differently oriented single-crystal sili-
con and also for polysilicon. In two-dimensional models the gradual variation between an
oxidizing region and a region protected from oxidation (e.g., by a silicon nitride layer)
can be specified by considering lateral transport of the oxidizing species. The shape of
the resulting oxide region formed is shown in Figure 2.42.

lon Implantation. Ion implantation can be modeled either by using the analytical
methods described in Sec. 2.5 or by Monte Carlo techniques. In the former case, the Gauss-
ian distributions can be modified by using different values for the projected standard de-
viation or straggle AR, in the region between the surface and the peak concentration than
in the region beneath the peak concentration and also by including higher-order moments.
Some limited capability to model channeling of ions along open crystal directions in the
lattice can also be included. Two-dimensional effects are included by considering lateral
straggle (y-direction), as well as vertical straggle (x-direction), so that the implanted profile
can be written as

C _ _x - Rp l y—a
(x, y) = C[, exp 2AR 21.31‘fC W (296)
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FIGURE 2.42 Two-dimensional shape of the oxide formed by lateral transport of FIGURE 2.43 Lines of constant dopant concentration near the edge of a LOCOS
the oxidizing species near the boundary between an oxidizing region and a region oxide isolation region, such as that shown in Figure 2.42. [Cham, et al., [22], used by |
protected from oxidation by silicon nitride. [K. M. Cham, et al., Computer-Aided permission.]

Design and VLSI Device Development (Kluwer Academic Publishers, Boston 1986), I
[21], used by permission.] is simply removed to a given depth with simple assumptions about the profile of the edges ‘
of the remaining material. Separate, detailed models have been developed to describe the T
shape of etched edges (and also the shape of layers deposited on irregular surfaces and

AR T S S e

for y > |a|, where C, is the peak concentration in the unmasked region, and a is the half

width of the mask opening. into trenches). i
Alternatively, Monte Carlo techniques can be used. The paths of many individual 1;;&3-‘0” ‘
particles are considered until a general picture of the behavior caused by the sum of the Stress. Calculating stress can be important. If the stresses become too great during a % ‘
individual particles emerges. Monte Carlo techniques are especially valuable if the im- processing step (e.g., thermal oxidation), crystal defects can be generated. For example, %:) B
planted species must travel through a number of layer of different materials. For each im- during LOCOS oxidation (Sec. 2.6), large amounts of stress can be generated in the silicon .9 ‘
planted ion the energy loss and direction change by each scattering event is found so that if the stress-relief oxide separating the silicon and the silicon nitride is not sufficiently ‘Ziwft;'i'v}’“

the energy and direction of the ion is known as it enters the next layer. The ion reaches thick. These stresses can create linear crystal defects (dislocations) that degrade the elec-

iy

its final stable position when its energy approaches zero, and the distribution is found by
counting the number of ions stopping within each depth interval after the trajectories of
a large number of ions are calculated. Both nuclear and electronic energy-loss mecha-
nisms are generally included. Because the calculations are repeated for a large number of
ions to determine the expected distribution, Monte Carlo techniques are time consuming
and are used only when the computationally more efficient analytical models do not give
adequate accuracy. To reduce the computational time, the combination of parameters can
sometimes be reduced to a single variable, and the solution computed for values of this
variable and stored in a table so that the solution for a given value of the variable can be
found from the table, rather than computed each time it is needed.

By properly combining models, the dopant concentration near complex transition
regions can be modeled in two dimensions after implantation and annealing. Figure 2.43
shows lines of constant dopant concentration near the transition between a device region
and an isolation region.

Deposition and Etching. During deposition processes at elevated temperatures
(e.g., epitaxy), dopant already present in the structure diffuses. Consequently, the diffusion
of all dopant species must be calculated, in addition to adding the desired layer to the
structure being simulated. For lower temperature depositions, diffusion can be neglected
to save computational time. Etching can also be specified. In basic models, the material

trical properties of junctions through which they pass. [The defects caused by these stresses
are the reason the stress-relief oxide (also called the pad oxide) is used even though it
allows lateral expansion of the oxidizing region and makes control of fine dimensions
difficult.] Stresses are calculated using Young’s modulus, Poisson’s ratio, and the linear
coefficients of thermal expansion for each material. Intrinsic stresses resulting from dep-
osition processes can also be included.

The calculated stress during oxidation is used to modify the oxidation reaction-rate
coefficient and the diffusion coefficient of the oxidizing species through the already formed
oxide. At high temperatures, SiO, can flow viscously, and this flow can be included in
models. The viscous flow is especially important when considering oxidation of a surface
partially covered with a masking layer because viscous flow can change the shape of the
transition region. The models can also predict the residual stress remaining in the film
after the sample cools. Because of the different thermal coefficients of expansion of sili-
con, Si0,, and other materials present, the stress can increase as the sample cools even if
the sample was stress free at the oxidation temperature.

Surfaces. Purely numerical simulations are useful for studying the concentrations of
dopant atoms within silicon and their changes during processing. Changes at a point are
usually dominated by the conditions at neighboring points at a previous time step. How-
ever, near a surface, changes at a point are dominated by species arriving from distant
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locations. For example, both deposition and vapor etching are influenced by species within
a mean free path in the gas phase, a distance often large compared to the device features,
In some such cases, Monte Carlo techniques are useful. The trajectory and effect of indi-
vidual particles arriving at the wafer with random velocity and direction is simulated by
considering their behavior under the known laws of physics and chemistry that affect them.
After a large number of particles is considered, the average behavior is determined; how-
ever, the computational resources needed for extensive Monte Carlo simulations, limits
their use to specific detailed studies.

For more general use, quasi-analytical solutions are often attractive. For example,
the deposition or etching rate at a given point can be determined by integrating the effect
of particles (ions, radicals, etc.) arriving at the point from the distant gas-phase source
(e.g., a physical vapor deposition source or a chemical species for CVD) and from all
other nearby surfaces from which species are reflected after arriving from the distant gas-
phase source. The changes at other points on the surface are then similarly calculated to
determine the time evolution of the surface.

Postprocessing. Once the simulation is complete, the data are often sent to a sep-
arate postprocessing program which allows plotting and manipulation of the data to aid
in understanding the results of the simulation.

EXAMPLE Process Modeling: One-Dimensional Boron Diffusion [23]

Use the modeling program SUPREM to investigate a silicon wafer that is (1) ion implanted with
boron (B) and (2) subjected to several subsequent high-temperature process steps. Find the distri-
bution of the boron after processing is completed.

Solution The input to SUPREM includes several lines of computer code. First, a title such as
the following is assigned to identify the analysis.

TITLE: BORON IMPLANT AND REDISTRIBUTION

Next, the silicon substrate is described. The dopant species and concentration are specified together
with the crystal orientation.

SUBS ELEM = P, CONC = 2E15, ORNT = 100

In this example the substrate is doped with phosphorus (P) to a concentration N, = 2 X 10'> cm™*

and has a (100) crystal orientation.

Parameters relating to the grid spacing in the vertical direction are then described. The
vertical dimension in the silicon is divided into two portions, a high-resolution region just be-
neath the surface, and a lower-resolution region farther from the surface. The grid spacing, depth
of the high-resolution region, and total depth to be simulated are specified by the user. There
are typically 350 to 400 grid points along the vertical dimension. Those points not specified for
the high-resolution region are automatically distributed throughout the lower-resolution region.

GRID DYSI = 0.005, DPTH = 1.5, YMAX = 2.5

This line specifies the grid spacing AY to be 0.005 wm in the high-resolution region, which is 1.5 pm
deep (thus using 300 points in this region). The total region to be simulated extends to 2.5 pm be-
neath the silicon surface, so the lower resolution region can contain 50 to 100 grid points.

At this point, details of the output format for printing and plotting results can be entered. In
addition, process models that are not included in the basic SUPREM program can be specified. If
they are not, built-in models are used in the calculations.
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FIGURE 2.44 Boron and phosphorus profiles at the end of processing as
calculated by SUPREM.

After these initial parameters are entered, the actual implantation, diffusion, and oxidation
operations are specified. A line is included for each operation or szep.

STEP TYPE = IMPL, ELEM = B, DOSE = 3.2E13, AKEV = 380

In this example, boron is to be implanted with a dose of 3.2 X 10" cm™? at an implant energy of
380 keV. Subsequent heat-treatment steps are then specified. One step might be the following:

STEP TYPE = OXID, TEMP = 1000, TIME = 30, MODL = DRYl

Here an oxidation at 1000°C for 30 min is specified. The oxidation kinetics are described by the
model called DRY 1, which has been previously entered. It describes the dilute-oxygen ambient used
during insertion of the wafers into the furnace. Other oxidation and inert-ambient heat treatments
are then specified.

At the end of the sequence of steps, parameters calculated by the program are printed and
the final dopant profile is plotted. In this case the relevant parameters are the fraction of the boron
dose remaining in the silicon, the portion in the oxide, and the dopant concentration at the surface.
Figure 2.44 shows the SUPREM prediction for the impurity profile representing boron subjected to
the two process steps described above followed by four subsequent heat treatments similar to those
used during fabrication of an MOS transistor. |

Device Simulation

Process simulation provides the essential first step in the overall simulation of an electronic
device. It can tell us the detailed physical structure and the dopant profiles in one, two,
or three dimensions. These attributes are then used as the starting point for detailed sim-
ulation of the electrical behavior of the device. The output of the process-simulation program
is usually saved in a computer file that can be directly used as the input to the device-
simulation program. This coupling of process and device simulation greatly enhances our
ability to predict the behavior of a device from the processing sequence. Automatic
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optimization of the process sequence to obtain desired device characteristics is the next
logical step, but much harder.

As for process simulation, device simulation can also be one-dimensional or multi-
dimensional. One-dimensional models can simulate more sophisticated physical effects;
inclusion of such effects is limited by the available computer capability in two and three
dimensions. Device-simulation programs can provide information about behavior in both
steady state and during transient conditions. The more general models consider both
electrons and holes and are based on solution of Poisson’s equation and the continuity
equations. The physical structure to be simulated can be specified directly as the input
to the device simulator. This structure can be estimated from nominal dimensions and
analytical models or approximations for dopant profiles, or the structure predicted by
the output of a process simulator can be used as the input of a device simulator. Device
simulation will be discussed in more detail in Chapter 5 after additional device concepts
are introduced.

Simulation Challenges

Process and device simulation is becoming ever more essential as devices dimensions
decrease and higher-order physical effects must be considered in designing advanced
processes and devices. As devices become smaller, however, the detailed physical mod-
els for process and device behavior become increasingly complex and, in some cases,
are still not completely understood. Although models are continually being improved,
having the appropriate physical models available when needed for advanced process
and device simulation is a major challenge. Simulating tomorrow’s processes, devices,
and circuits with yesterday’s, or even today’s, physical models does not provide
adequate insight. Accurate computation based on inadequate physical models can be
misleading, especially as the user is shielded more and more from the details included
in the models.

Because of these practical limitations, simulation cannot be used to replace under-
standing of the physical mechanisms involved. Instead, it is useful for gaining better
understanding than can be obtained by experiments alone. It can also provide more in-
formation than analytical computation by reducing the need for approximations imposed
by the limited number of equations that can be solved analytically. Even when some
parameters are not known accurately, carefully used simulation can provide insight by re-
vealing trends in the behavior. In addition, process models must often be simplified so
that the calculations can be completed in a reasonable amount of time. When many se-
quential process steps are simulated, the small errors introduced in approximating each
step typically compound so that details of the final predicted behavior can be consider-
ably in error. Experimental measurements are essential to confirm computer predictions
at critical points, to determine model parameters, and to point the way to improved models.
Ideally, simulation provides the tools to couple our physical understanding of the mech-
anisms with experimental results.

DEVICE: INTEGRATED-CIRCUIT RESISTOR

Resistors are simple electronic elements that are important in many integrated circuits.
There are several different ways to fabricate them using the processing steps discussed in
this chapter. We describe resistor fabrication techniques after a general discussion of the
electrical behavior of diffused IC resistors.
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In Chapter 1 we noted that the resistance of a bar of uniform conducting solid

material is given by the equation
_rL
A

where the resistivity p is the reciprocal of the conductivity given by Equation 1.2.7, which
is repeated here:

R (2.10.1)

1
o =—=(qu.n + qu,p) (2.10.2)

p

A frequently used method for forming an integrated-circuit resistor is to define an
opening in a protective SiO, layer above a uniformly doped silicon wafer and to introduce
dopant impurities of the opposite conductivity type into the wafer, as shown in Figure 2.45.
In Chapter 4 we will see that the junction between two regions of opposite conductivity
type presents a barrier to current flow. Therefore, if contacts are made near the two ends
of the p-type region and a voltage is applied, a current flows parallel to the surface in this
region. It is not possible to use Equation 2.10.1 to calculate the resistance of this resistor
because it is not a uniform bar. As shown in Figure 2.21, the dopant concentration re-
sulting from the processing described above decreases from a maximum near the surface
as one moves into the silicon. To calculate the resistance in this case, it is useful to con-
sider the conductance parallel to the surface.

Metal contacts

Silicon £ /’V
dioxide i

s

l L I
n
(@)
0 y L
0 y Diffused p-type
X: I resistive region
5
|—dx
x
®)

FIGURE 2.45 (a) An IC resistor defined by diffusing acceptors into

selected regions of an n—type wafer. The p*-regions are highly doped to

assure good contact between the metal electrodes and the p-type resistor

region. (b) The dimensions of a thin region in the resistor having

conductance dG given by Equation 2.10.3. »
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Conductance. Consider a p-type resistor made by introducing a p-type dopant into
an n-type wafer as shown in Figure 2.45. The differential conductance dG of a thin layer
of the p-type region of thickness dx parallel to the surface and at a depth x (shown in
Figure 2.45b) is

dG(x) = qu,p(x) %dx (2.10.3)

We can find the conductance G of the entire p-type region by summing the conductance
of each thin slab from the surface down to the bottom of the layer. This sum becomes an
integral in the limit of many thin slabs.

G= VZVL g, p (x) dx (2.10.4)
where x; is the depth at which the hole concentration becomes negligible (close to the
point where N, = N,).

If the p-region was formed by a gaseous deposition cycle followed by a drive-in dif-
fusion, we can approximate the dopant profile N,(x) by a Gaussian distribution (Equation
2.5.13). As shown in Sec. 2.5, the total density of dopant N’ per unit area diffused into
the wafer is determined by the nature of the deposition process, while the characteristic
length of the diffused region 2V/Dt is associated with the drive-in diffusion. The hole con-
centration at any depth into the wafer is approximately given by the net concentration of
p-type dopant atoms in excess of the original n-type dopant concentration of the starting
wafer. In practice, most of the current in the diffused area is carried in the regions with
the highest dopant concentration, which is usually of the order of 10'® cm™ or greater.
Because the starting wafer often has a dopant concentration of about 10" em ™3, we can
neglect the background concentration and assume that p(x) = N,(x).* Substituting Equa-
tion 2.5.13 into Equation 2.10.4 we obtain

N’ X, _ 2
G = \‘/Iﬂ_”pt%, L ,up[exp(z‘—l;)}dx (2.105)
The mobility u, in Equation 2.10.5 is a function of the dopant concentration (Figure 1.16)
and, therefore, a function of the distance from the surface. Consequently, we cannot move
it outside the integral.

The most straightforward and accurate means of evaluating Equation 2.10.5 is by
numerical integration using a computer. An alternative technique that is often valuable is
to approximate various regions of the curve of Figure 1.16 by analytical expressions that
can then be used in Equation 2.10.5. Both of these techniques produce results of high ac-
curacy within the limits of the original assumptions. However, as described in Sec. 2.5,
real diffused profiles can deviate from a simple Gaussian distribution. For this reason, de-
tailed numerical analysis is only warranted when the nature of the diffusion profile has
been investigated experimentally for the particular dopant species under consideration or
more accurate process models, such as those discussed in Sec. 2.9, are available.

We can obtain an approximate value of the conductance by using an average value &,
for the mobility. Because much of the current is carried in a region with a dopant concen-
tration close to the maximum, selecting a value of mobility corresponding to perhaps half the
maximum dopant concentration is reasonable and consistent with the use of simplified diffused

* We have assumed here that the holes and the acceptor atoms have the same depth distribution. In Sec. 4.1
we show that this assumption is slightly inaccurate. In the present case, however, the small difference
between N, and p can be ignored.
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dopant profiles. The expression for the conductance (Equation 2.10.4) then reduces to

_ W W
G=Nguw,—=g— 2.10.6
Wy T8 ( )
where g = N'qu, is the conductance of a square resistor pattern (L = W). The conduc-
tance, in turn, is determined by the product of the average mobility w, and the total dopant

density per unit surface area N' (Equation 2.5.10). The resistance R is therefore
_1_L1
G Wg
Generally many resistors in an integrated circuit are fabricated simultaneously by
defining different geometric patterns on the same mask. Because the same diffusion cycle
is used for all of these resistors, it is convenient to separate the magnitude of the resist-

ance into two parts; the ratio L/W determined by the mask dimensions, and 1/g deter-
mined by the diffusion process.

R (2.10.7)

Sheet Resistance. Any resistor pattern on the mask can be divided into squares of
dimension W on each side (Figure 2.46). The number of squares in any pattern is just
equal to the ratio L/W. The value of a resistor is thus equal to the product of the number
of squares into which it can be divided and the parameter 1/g, which is usually denoted
by the symbol R (or sometimes R,), called the sheet resistance. The sheet resistance has
units of ohms, but it is conventionally specified in units of ohms per square ({)/J) to em-
phasize that the value of a resistor is given by the product of the number of squares times
the sheet resistance. For example, a resistor 100 wm long and 5 wm wide contains
20 squares (20 []). If the diffusion process used produces a diffused layer with a sheet
resistance of 200 /[, the value of the resistor is 20 [J X 200 /7 = 4.0 kQ.
Controllable values of sheet resistance are such that resistors in the kilohm range
and higher require patterns containing many squares. Because the width of the pattern is
determined by the ability to mask and etch very narrow lines, the length of the resistor
can become large to obtain the required number of squares for a high-value resistor. The
large area needed for high-value resistors is a practical limitation in an integrated circuit,
and circuits are usually designed to avoid large-value resistors. Transistors are usually
used in place of high-value resistors whenever the circuit allows because transistors are
less “expensive” (i.e., occupy less surface area). When a resistor containing a large num-
ber of squares must be used, it is generally designed to minimize area by using a ser-
pentine pattern, as shown in Figure 2.47. The current flow across the corner square of

FIGURE 2.47 A serpentine
pattern can be used when a long,
high-value resistor must be
designed.




132

CHAPTER 2 SILICON TECHNOLOGY

N 5 e—

\ J FIGURE 2.48 Lateral diffusion

f
!

l<—

changes the dimensions of the
resistor from the nominal mask
dimensions.

—

w’ |

such a pattern is not uniform. The resistance contributed by a corner square is estimated
by taking it to be approximately 65% of the straight-path value.

For large-area resistors, the dimensions L and W are simply determined by the mask
dimensions. However, for very narrow resistors (small W) the effective width W, can
differ substantially from the mask dimension because impurities diffuse laterally under
the oxide, as well as vertically (Figure 2.48). If W is much greater than the diffusion depth
X;, we can neglect this effect. However, W is often made as small as masking tolerances
allow so that a given number of squares fit into the smallest area. In this case x; can be
an appreciable fraction of W, and an effective value W,; must be used for the width of the
resistor to account for the lateral diffusion.

EXAMPLE Diffused Resistor

A p-type resistor pattern is laid out for an IC with two highly conducting p-type regions contacting
a resistive stripe that extends 4 wm between contacts and is 1 um wide. The stripe has a junction
depth x; of 1 wm. The desired value of the resistance is 1k().

Determine the sheet resistance and the average resistivity required to meet the specifications
given. (Neglect lateral diffusion in this example.)

Solution The number of squares in the resistor pattern is
L/W=4/1=4
Hence, the sheet resistance R is
R = 1000/4 = 250 /O]

From Equation 2.10.6 and the relationship R = (1/g), we calculate the required dopant den-

sity per unit area N:
N, = (qp,Rz) " dopant atoms cm >

The average volume density of impurity atoms N, is related to the area density N, through the equation

Na

X

N, =

and the average resistivity in the p-doped diffused resistor is (from Equation 2.10.2):

Ny = [‘HTPNJ

-1
p = (g, N, ] = Rox, = 250 X 1 X 107 = 0.025 Q-cm [

Xj

Precision of Resistance Values. An important point should be made before
leaving the subject of diffused resistors. As seen in Equation 2.10.7 the resistance is a
function of two factors L/W, which is controlled by the lithography used, and the sheet
resistance 1/g or R, which depends on the dopant deposition and redistribution. Control
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of the sheet resistance is usually the most limiting factor in the design of a precision re-
sistor. Although the value of R obtained in a process may vary somewhat, it will be nearly
constant over a typical die area. Thus, two nearby resistors in an IC can be expected to
have the same value of sheet resistance, and the resistance ratio between them is deter-
mined by their relative dimensions. With suitable processing care these dimensions can
be controlled accurately, and significantly greater precision can be maintained in the ratios
of paired resistors than in the resistance values themselves. For this reason, ICs are often
designed so that their critical behavior depends on the ratio of two resistor values rather
than on the absolute value of a specific resistor in the circuit.

Diffused resistors are commonly used in silicon ICs because of their compatibility
with the remainder of the planar process. They are usually formed at the same time as
other circuit elements and, therefore, do not add to the fabrication cost. Instead of diffu-
sion, however, it is also possible to make resistors in ICs by patterning epitaxial material
that forms an isolating pn-junction with the underlying substrate. Bipolar transistor ICs
typically are built with this type of epitaxial layer. Because the epitaxial material has the
highest resistivity of the silicon used to form the circuit, we can obtain sheet resistances
by this method that are several times larger (~1000 £}/[J) than those normally attainable
in p-type diffused resistors (~200 Q/[J). For even higher values of sheet resistance, a
double-diffused structure is sometimes used in which an n-region is formed over the p-
region to reduce the vertical dimension of the diffused resistor. Resistors of this type,
known as pinch resistors, can increase the sheet resistance by a factor of roughly 40 or
50. Making pinch resistors is clearly more complicated, and reproducibility of the sheet
resistance is typically poor.

If a particular circuit requires large or accurate values of resistance, alternative tech-
niques can be used. Instead of forming a resistor by adding dopant atoms to the wafer, a
resistive film can be deposited on top of the insulating silicon dioxide that covers most of
the circuit. This film is then defined by masking and connected to the rest of the circuit
by metal interconnections. The use of deposited resistors provides flexibility in the design
of circuits. Sometimes these resistors can be formed in a layer of material that is already
included in an IC process. An example is the use of polysilicon that is deposited as part
of the production process for silicon-gate MOS ICs. If a usable resistive layer is not a part
of a given IC process, the added cost of depositing and patterning another layer of resis-
tive material must be carefully considered.

In this discussion of IC resistors we have seen that particular constraints imposed
by technology influence circuit design. We will see this pattern repeated when we con-
sider other IC devices in subsequent chapters.

SUMMARY

R —

The overwhelming importance of silicon to electron-
ics is a result of both its advantageous material prop-
erties and the superb control that has been achieved
over its technology. The ability to produce on silicon
a highly insulating oxide with excellent, repeatable
properties and with a well-controlled interface be-
tween the element and its oxide is unique. The planar
Process used to fabricate silicon integrated circuits
is the basis for the accurate delineation of small-
&cometry devices. It makes possible the simultaneous

¥y

fabrication of many devices, and thus is the key to
uniformity, reliability, and economy in IC production.

Large, single crystals of silicon are usually grown
by the Czochralski method to provide the starting
material for IC production. Float-zone refining is used
when the oxygen content must be low. The single crys-
tals are sliced into wafers before beginning the planar
process. The oxidation of silicon to produce SiO, can
be carried out in a dry ambient at temperatures near
1000°C or (at a significantly faster rate) in a steam




134 CHAPTER2 SILICON TECHNOLOGY

ambient at similar temperatures. Production of the in-
tricate patterns for an IC requires the definition of pat-
terns in polymer resist films by lithographic tech-
niques. Selective removal of oxide layers and other
materials in ICs is accomplished using the patterned
resist as a mask. Dopant impurities that can alter the
conductivity (changing its magnitude as well as con-
ductivity type) can then be added in patterns defined
in the resist on through patterns defined by the resist
in other materials. Both ion implantation and gaseous
deposition are used to deposit the dopant atoms in the
desired areas of the IC. Subsequent diffusion of the
dopant atoms into the wafer can be modeled most sim-
ply by Fick’s Law, which is a partial differential equa-
tion having two analytic solutions (Gaussian and
complementary error function) that apply to IC diffu-
sion processes. Fick’s Law, however, does not account
for several more complex aspects of diffusion, and
computer modeling is necessary to predict the diffu-
sion process for more accurate IC design. Chemical
vapor deposition is an important IC technology for
producing single-crystal silicon on a single-crystal
substrate (epitaxy) as well as for depositing polycrys-
talline silicon and insulating films.

Interconnection of the devices in an IC is an im-
portant step, which places severe requirements on the
conducting material used. Aluminum is susceptible to
electromigration, which becomes more important as
device and conductor dimensions decrease. Copper,
with its lower electrical resistivity and greater
resistance to electromigration, is used in high-
performance circuits.
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2.1* A crystal of silicon is to be grown using the
Czochralski technique. Prior to initiating the crystal
growth, 1 mg of phosphorus is added to 10 kg of
melted silicon in the crucible.

(a) What is the initial dopant concentration in the
solid at the beginning of the crystal growth?

(b) What is the dopant concentration at the surface
of the silicon crystal after 5 kg of the melt has
solidified?

. o Coa
The segregation coefficient ———

liquid

for phosphorus in silicon is 0.3.

2.2 A Czochralski-grown silicon wafer is heated in a
nitrogen ambient at a high temperature to evaporate
oxygen from the regions of the wafer near the surface.
Itis then heated at a low temperature to cause the re-
maining oxygen to precipitate in “clumps.” Explain
how and why this process improves the electrical prop-
erties of devices subsequently fabricated in the wafer.

23 A (111)-oriented silicon wafer is oxidized sev-
eral times during an IC process. Find the total thick-
ness of silicon dioxide after each of the following
steps, which are carried out in sequence.

.

(a) 60 min at 1100°C in dry O, and HC1 (enough HCl
is added to enhance the oxidation rate by 10% over
the rate in pure O,).

(b) 2 h at 1000°C in pyrogenic steam (at 1 atm).
(c) 6 hat 1000°C in dry O,.

2.4* A silicon wafer is covered with a 200-nm-thick
layer of silicon dioxide. What is the added time re-
quired to grow an additional 100 nm of silicon diox-
ide in dry O, at 1200°C?

2.5 (a) How long does it take to grow 1 wm of sili-
con dioxide in steam at 1000°C and one atm? Con-
sider (111) orientation for parts (a) through (d)].

(b) How long does it take to grow 1 wm of silicon
dioxide in steam at 1000°C and 10 atm?

(c) How long does it take to grow 1 wm of silicon
dioxide in steam at 800°C and 1 atm?

(d) How long does it take to grow 1 pm of silicon
dioxide in steam at 800°C and 10 atm?

[This problem shows that a thick oxide (1 wm) can
be grown at a reduced temperature (800°C) by using
elevated pressures.]

2.6 Carry out a derivation of Equation 2.3.6 using
Equation 2.3.5.
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2.7* In a LOCOS process (as described in Sec. 2.6),
an 8-h oxidation in a steam ambient (at 1 atm and
1000°C) is carried out after a 50-nm layer of silicon
nitride has been deposited and patterned. After the ox-
idation, the nitride layer is removed, exposing the
original silicon surface. How far above the silicon sur-
face is the top of the grown oxide layer? [About 24 nm
of the silicon nitride is converted to silicon dioxide
during the 8-h steam oxidation.] Calculate for a (100)-
oriented wafer.

2.8 Calculate the thickness of silicon dioxide pro-
duced on the surface of a silicon-nitride layer for
every nm of silicon nitride that is oxidized in the
LOCOS process.

2.9*% A deep vertical groove 1 um wide and several
micrometers deep is etched in a silicon substrate. The
grooved surface is bare silicon, but the plane silicon
surface is covered with a thin layer of silicon nitride
which serves as an oxidation mask (Figure P2.9). The
wafer is then oxidized in steam at 1 atm and 1100°C
to fill the groove with oxide.

(a) What is the width of the stripe of silicon diox-
ide that results when the groove is completely
filled?

(b) How long does it take to fill the groove with sil-
icon dioxide?

[Hint: Note, for part a that an oxide stripe x units wide
is formed from (x — 1) units of silicon. Do part b by
applying Equation 2.3.6 with 7 = 0 and the data for
(100) silicon in Figures 2.7a and b.]

2.10" A dose of phosphorus ions equal to 3 X 10"
cm? is implanted into a silicon wafer at an energy
of 50 keV (R, = 63 nm, AR, = 27 nm) to form con-
tacts to a transistor.

(a) If the wafer is now oxidized, is it important to
consider the effects of concentration-enhanced
oxidation?

(b) The phosphorus is now diffused for 60 min at
1000°C prior to an oxidation step. Is concentration-
enhanced oxidation important in this case?

(c) Reconsider parts a and b if phosphorus is im-
planted at 150 keV (R, = 180 nm, AR, = 64 nm).

—->|1Hm|<——

2.11 After a high concentration of boron is added
near the surface of an n—type silicon wafer, a portion
of the wafer is covered with a layer of polycrystalline
silicon containing a high concentration of crystalline
defects. The wafer is then oxidized, and the junction
depth is found to be much greater in the regions which
were not covered with polysilicon during the oxida-
tion. Explain this result.

2.12 The linear coefficient of expansion of glass is
9 X 1075 per°C. Assume that there is a 1°C increase
in the mask temperature between two photolithogra-
phy steps but that the wafer temperature stays the same.
A wafer 20 cm in diameter is processed under these
conditions with its center prefectly aligned. What is the
minimum misalignment at the edges of the wafer?

2.13 Phosphorus is added to a silicon wafer from a
gaseous source at 975°C for 30 min. Determine the
junction depth for

(a) a 0.3 )-cm p-type substrate,
(b) a 20 Q-cm p-type substrate.

Assume that the diffusion coefficient of phosphorus
is 107" cm? s7! and that its solid solubility is
10*' cm™? at 975°C.

2.14" Boron atoms with an area concentration of 10
cm 2 are introduced into an n-type wafer from a BCl;
source in a carrier gas. The starting wafer has a uni-
form donor concentration of 5 X 10* cm™. The sub-
sequent drive-in diffusion is carried out at 1100°C in
anitrogen ambient. The desired junction depth is 2 pm.
(a) How long should the drive-in diffusion be con-
tinued?

(b) Sketch the resulting boron distribution on log N,
and linear N, versus x plots.

(c) Ttisrequired to lay out a 500 () resistor. The min-
imum mask dimension is 4 wm. What is the length
of the resistor as indicated on the mask? What is the
silicon surface area used? An exact, closed form so-
lution to this part of the problem is not possible, but
the sketches of part b should indicate the method of
solution. State your approximations.

(d) Qualitatively describe the effect of doubling the
time of the drive-in diffusion. Note that the net num-

Silicon nitride

Silicon

FIGURE P2.9

Silicon

FIGURE P2.15

ber of acceptor impurities N, — N, can contribute to
the conduction. Also note that the mobility decreases
as the impurity concentration increases above about
10'¢ cm™ for Si.

2.15 A four-point probe can be used to measure the
sheet resistance without making ohmic contact to
the semiconductor. The four probes are spaced
along a line (as shown in Figure P2.15) and a cur-
rent is passed through the two end probes. The re-
sulting voltage drop between the inner two probes
is measured using a high-impedance meter which
draws negligible current. The sheet resistance is
given by
T Vv \4

o 1n2X I—4.53><I
if the probe spacing is large compared to the thick-
ness of the sample, but small compared to its surface
dimensions. (A correction factor can be used for small
or thick samples. [24])

If the four-point probe current / = 1 mA, what
probe voltage V would be measured on a region in
which a density N' = 10'? phosphorus atoms cm 2
has been diffused into a very high resistivity p-type
wafer? Assume that the junction depth X; = 1 um and
that u, is the mobility associated with the average
phosphorus density.

216 A dose of boron ions equal to 10'? cm ™2 is im-
planted into a 5 ()-cm n-type silicon wafer at 100 keV
(R, = 290 nm, AR, = 70 nm) and then diffused for
2hat 1000°C (D = 2 X 107" cm?s™Y).

(a_) What is the peak boron concentration and how
.Wlde is the p-type region immediately after the
implant?

(b) What is the peak boron concentration after the
subsequent diffusion?

2‘_1.71 A dose N' cm™? of a dopant is implanted into
silicon with a background dopant concentration Cy to
Create a pn junction.
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Wafer

(a) Show that the vertical junction depth is

A [ ( N 12

x; =R, + AR,|2In| ———

= an (2 )

(b) Calculate x; for a dose of 10"* As atoms cm™2 im-
planted at 60 keV into a wafer doped with N, =
10'® ¢cm ™ boron atoms.

2.18* A polycrystalline silicon interconnection line
having a resistivity of 500 w{-cm is 5 wm wide and
0.5 wm thick. Current is supplied through a 1 mm
length of this line to charge a capacitor that measures
0.1 X 0.5 mm* on its surface and which has plates
spaced on either side of a silicon—dioxide layer that
is 100 nm-thick. What is the RC time constant for the
resulting resistor-capacitor series connection? [The
resistivity for polysilicon given in this problem is
about the minimum attainable; hence, this problem
indicates a limitation to the use of polysilicon for in-
terconnections in VLSI.]

2.19 Assume that uniform concentrations of 6.55 pum
thickness can be imbedded in silicon of the opposite
conductivity type to form an integrated-circuit resis-
tor (Figure P2.19).

Make calculations for two cases: (i) for N, =
10" cm™ and (ii) for N, = 10'6 cm™® to obtain:
(a) The relationships between L and W for resist-
ances of 100 2, 1 k{}, and 10 k{) between contacts
at 25°C.
(b) The actual dimensions if the resistors should dis-
sipate 10 mW of power each and the maximum power
dissipation is 1 wW/pm?.

Con % / ontact
14 ; 2?
/
L 6.55 um
—

C
f

FIGURE P2.19
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ANy ()  *=0

10"® cm™3 :z
n* - n*
3] & ;
r X p-substrate
g2
17 =3 (R J

10" cm | x (depth from surface)

0 1 um 3 pm

FIGURE P2.20A

Ny (x)

3x10"7 cm™3

0 2 pum
FIGURE P2.20B

(c) The temperature coefficients of the resistors
(TCR) around 25°C. The TCR for a resistor R is de-
fined by (1/R)(dR/dT) X 100 (in % per degree).

2.20* Assume that the stepped doping profile shown
in Figure P2.20a is attained at the surface of a sili-
con wafer.

(a) Calculate the sheet resistance without using an
average mobility.

After some further processing steps, assume that
the dopant profile along x changes to the shape shown
in Figure P2.20b.

(b) Assume that it is somehow possible to introduce
extra dopant atoms uniformly between x = 0 and
x = 4 pm. What type of dopant (donor or acceptor)
and what concentration should be added to make
the sheet resistance for a constant dopant profile
(Figure P2.20b) equal to the sheet resistance ob-
tained in part a?

2.21" An acceptor diffusion is carried out, introduc-
ing an acceptor profile N, = N, erfc (x/A) with N, =
10" cm™ and A = 0.05 um in to a lightly doped n-
type silicon crystal. This diffusion will form a resis-
tor in an integrated circuit.

4 pum

(a) Show that the resistance across any square pattern
on the surface of the resistor is approximately given

by
* X -1
Ro= (qp, J NSerfc(—) dx)
0 A

State clearly where the approximation is made. This
expression can be integrated by parts and the value
for R written as

vV
RD =
quNA
(b) Derive this form.

(c) What is the approximate resistance if the resistor
is made 4 pm wide and 200 pm long?

(d) What is the largest resistance that can be fabri-
cated in a surface area that measures 20 by 7 wm if
1 pm line widths and 1 pm spacings are the mini-
mum dimensions? Sketch the resistor pattern. (Con-
sider each corner square to be 65% effective.) Neglect
lateral diffusion in this problem.
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SUMMARY
PROBLEMS

M ost of the electronic devices that make up an integrated circuit are connected
by means of metal-semiconductor contacts. Moreover, all integrated circuits communicate
with the rest of an electrical system via metal-semiconductor contacts. As we will see, the
properties of these contacts can vary considerably, and it is necessary to consider several
factors in order to understand them. We will narrow our discussion whenever necessary to
consider only metal contacts to silicon, but first let us consider in general the nature of the
thermal equilibrium that is established when a metal and a semiconductor are in intimate
contact. The concepts that are developed to understand this equilibrium are very important.
They will prove useful many times in our discussion of devices because they underlie the
basic properties of semiconductor pn junctions as well as the properties of interfaces
between semiconductors and insulators and between metals and insulators.

Application of the equilibrium principles to metals and semiconductors provides
a simple theory (Schottky theory) of ohmic and rectifying behavior in various metal-
semiconductor systems. The Schottky theory is, however, not adequate in many
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cases: most notably not for metal-silicon systems without further consideration of the
real nature of solid interfaces. The important influence of surface states and the origins
of these states are therefore discussed. Several applications are then described, but
special emphasis is given to the Schottky-diode clamp that has been so widely used in
fast logic circuits.

3.1 EQUILIBRIUM IN ELECTRONIC SYSTEMS

Metal-Semiconductor System

We will find it very profitable to construct an energy-band representation for a metal-
semiconductor contact. To do so we employ at first a general viewpoint and consider the
metal and the semiconductor as representing two systems of allowed electronic energy
states. Using the concepts developed in Chapter 1, we recognize that these systems of al-
lowed states can be regarded as being almost entirely populated at energies less than the
Fermi energy and nearly vacant at higher energies. When the metal and the semiconductor
are remote from one another and therefore do not interact, both the systems of electronic
states and their Fermi levels are independent. Let us designate the metal as state-system
number 1 and the semiconductor as state-system number 2. Each system has a density of
allowed states g(E) per unit energy. Of these g(E) states, n(E) are full and v(E) are empty.
(The variables are all functions of energy; hence, the use of E in parentheses.) Our
terminology is indicated in Figure 3.1. The Fermi-Dirac distribution functions

1

To12 = T expl(E — Ep)/AT] (3.1.D
allow us to relate v, ,(E), n,,(E), and g, »(E).* The filled state density is
ni2= g X foiz (3.12)
and the vacant state density is
Vi =812 X (1 = foi2) (3.1.3)

In Equations 3.1.1 through 3.1.3 we have omitted the unnecessary parentheses that have
served only to emphasize the dependence on energy.

We now consider that the two remote systems are brought into intimate contact. The
systems then begin interacting, and electrons transfer between them. Equilibrium is reached
when there is no net transfer of electrons at any energy. As we noted in Sec. 1.1, this does
not mean a cessation of all processes; rather it means that every process and its inverse
are occurring at the same rate. To make this point clear, we consider transfer in space of
electrons that are at a given energy E,. Equilibrium can be expressed mathematically by
noting that the transfer probability is proportional to the population of electrons n(E,)
available for transfer at a given energy and also proportional to the density of available
states v(E,) to which the electrons can transfer. Because of the Pauli exclusion principle,
the available state density is not g(E,), the state density, but v(E,), the vacant-state density.

* A more complete discussion of Fermi-Dirac statistics would show that f;, may have slightly altered forms
depending upon specific properties of the allowed electronic states. The alternate forms for f;, typically have
factors of 2 or & preceding the exponential in Equation 3.1.1. We will not be concerned with this refinement.

j -
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KRR XNXXNXKXNXK KX XX KKKXKKXKX
States —— States —
State system 1 State system 2
(metal) (semiconductor)

FIGURE 3.1 Allowed electronic-energy-state systems for two isolated materials. States
marked with an X are filled; those unmarked are empty. System 1 is a qualitative
representation of a metal; system 2 qualitatively represents a semiconductor.

The proportionality factor relating the transfer probability to these two densities is related
to the detailed quantum nature of the states and is the same for transfer from system 1 to
system 2 as it is for transfer from system 2 to system 1. Therefore, at thermal equilibrium,

n X v, =n, X v (3.1.4)

at any given energy.
Using Equations 3.1.2 and 3.1.3 in Equation 3.1.4, we have

gl _fm)gz =fmgz(1 _fDl)gl
or

018182 = [028281 (3.1.5)

Equation 3.1.5 can only be true if f5, = fp, or, by Equation 3.1.1, if E;; = E;,. We there-
fore have established the important property of any two systems in thermal equilibrium:
they have the same Fermi energy. Note, from our derivation, that no constraints exist on
the density-of-states functions g, or g,. Regardless of the detailed nature of these functions,
a statement that their Fermi levels are equal is equivalent to stating that the two systems
are in thermal equilibrium. Generalization of this statement to more than two systems or
its reduction to apply to one system of states is straightforward: At thermal equilibrium
the Fermi level is constant throughout a system.

IDEALIZED METAL-SEMICONDUCTOR
JUNCTIONS

Band Diagram

We now turn to the particular features of metal-semiconductor energy-band diagrams. For
the purposes of our present discussion, the most distinctive characteristic of the electronic-
energy states of the metal and the semiconductor is the relative positions of the Fermi
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Energy —

8(E)—> 8(E)—>

Metal Semiconductor

(@) b

= allowed states = g(E) - = filled states = fp(E) g(E)

FIGURE 3.2 (a) Allowed electronic-energy states g(E) for an ideal metal. The states
indicated by cross-hatching are occupied. Note the Fermi level E;, immersed in the
continuum of allowed states. (b) Allowed electronic-energy states g(E) for a semiconductor.
The Fermi level E, is at an intermediate energy between that of the conduction-band edge
and that of the valence-band edge.

levels within the densities of allowed states g(E). In the metal, the Fermi level is immersed
within a continuum of allowed states, while in a semiconductor, under usual circumstances,
the density of states is negligible at the Fermi level. Plots of g(E) versus energy for ide-
alized metals and semiconductors are shown in Figures 3.2a and 3.2b.

These points, which were made in general in our discussion of Figure 1.3, are
apparent in the specific cases of the allowed energy states for gold and for silicon shown
in Figures 3.3a and 3.3b, respectively. Note that these sketches differ from those in

Ey
qs gX (4.05eV)
qP,(4.75 eV)
EC
_____________________ E,
Ef mmmmm e e e
EV
Au Si

(@) (b)

FIGURE 3.3 Pertinent energy levels for the metal gold and the semiconduc-
tor silicon. Only the work function is given for the metal, whereas the semicon-
ductor is described by the work function gdg, the electron affinity gXgs, and the
band gap (E, — E,).
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Figure 3.2 in that they represent allowed energies in the bulk of the material versus posi-
tion and not the density of allowed energy states versus energy. These two types of sketches
are both frequently used and are sometimes confused.

New quantities also appear in these figures. First, a convenient reference level for
energy is taken to be the vacuum or free-electron energy E,. E, represents the energy that
an electron would have if it were just free of the influence of the given material. The
difference between E, and E is called the work function, usually given the symbol g® in
energy units and often listed as @ in volts for particular materials. In the case of the semi-
conductor, the difference between E; and E; is a function of the dopant concentration of
the semiconductor, because E; changes position within the gap separating E, and E, as the
doping is varied. The difference between the vacuum level and the conduction-band edge
is, however, a constant of the material. This quantity is called the electron affinity, and is
conventionally denoted by ¢X in energy units. Tables of X in volts exist for many materials.
(The symbol X is a Greek capital letter chi.)

The choice of E; as a common energy reference makes clear that if ®,, is less than
@, and the materials do not interact, an electron in the metal has, on average, a total en-
ergy that is higher than the average total energy of an electron in the semiconductor. On
the contrary, if ®@,, is greater than @, the average total energy of an electron in the semi-
conductor is higher than it is in the metal. For the sake of discussion, we consider the
latter case where ®@,, > ®;. When an intimate contact is established, the disparity in the
average energies can be expected to cause the transfer of electrons from the semiconductor
into the metal.

Another way of looking at the establishment of equilibrium for this case where
®,, > P is to make use of the concepts developed in Section 3.1. The left-hand side
of Equation 3.1.5 in that section is proportional to the flow of electrons from state-
system 1 to state-system 2 while the right-hand side of the same equation is proportional
to the inverse flow. The net flow is easily seen to be in the direction 2 to 1 if fj, > fj,
or, therefore, if E;, > E;. The charge transfer continues until equilibrium is obtained,
and a single Fermi level characterizes both the metal and the semiconductor. At equi-
librium, the semiconductor, having lost electrons, is charged positively with respect to
the metal.

To construct a proper band diagram for the metal and the semiconductor in thermal
equilibrium, we need to note two additional facts. The first is that the vacuum level E,
must be drawn as a continuous curve. This is because E, represents the energy of a “just-
free” electron and thus must be a continuous, single-valued function in space. If it were
not, one could conceive of means to extract work from an equilibrium situation by emit-
ting electrons and then reabsorbing them an infinitesimal distance away where E, had
changed value. Second, we note that electron affinity is a property associated with the
crystal lattice like the forbidden-gap energy. Hence, it is a constant in a given material.
Considering these three factors: constancy of E, continuity of E,, and constancy of X in
the semiconductor, we can sketch the general shape of the band diagram for the metal-
semiconductor system. The sketch is given in Figure 3.4a for an n-type semiconductor for
which ®,, > Pq.

We see from Figure 3.4a that there is an abrupt discontinuity of allowed energy
states at the interface. The magnitude of this step is g¢ electron volts with

qdp = q(Py — X) (3.2.1)

Figure 3.4a indicates that electrons at the band edges (E, and E,) in the vicinity of the
junction in the semiconductor are at higher energies than are those in more remote re-
gions. This is a consequence of the transfer of negative charge from the semiconductor
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Before considering the electrical properties of the metal-semiconductor junction we ‘
note that our development thus far has relied on the important idealization that the basic ‘
band structures of the two materials are unchanged near their surfaces. We shall gain some
useful results by working with this idealized model, but it will be necessary to consider
conditions at the surfaces more carefully later, and then to construct a nonidealized band
picture.

Charge, Depletion Region, and Capacitance

The charge and field diagrams for an ideal metal-semiconductor junction are sketched ‘ 3
in Figures 3.4b and 3.4c. To the extent that the metal is a perfect conductor, the charge
transferred to it from the semiconductor exists in a plane at the metal surface. In the
idealized n-type semiconductor, positive charge can consist either of ionized donors or
(@ of free holes while electrons make up the negative charge. We have made several as- I
sumptions about the semiconductor charge in drawing Figures 3.4b and 3.4c. First, the ‘
free-hole population is assumed to be everywhere so small that it need not be consid-
in d ered; second, the electron density is much less than the donor density from the inter-
face to a plane at x = x,. Beyond x,, the donor density N, is taken to be equal to . L]
These assumptions make up what is usually called the depletion approximation. Al- 1
though they are not precisely true, they are generally sufficiently valid to permit the de-
w velopment of very useful relationships. We will reconsider the space-charge distributions

at a junction in equilibrium in Chapter 4 and consider the depletion approximation in 0
more detail there. ]

()] Under the depletion approximation, the extent of the space-charge region is exactly g | b

x,4 units, and the magnitude of the field (for this case of a constant doping in the semi- ‘:ug \

€, * ., conductor) is a decrez}sing linear function of positign (Figure 3.4¢). The maximum field :z"‘ ‘
: * Gmax 18 located at the interface and, by Gauss’ law, its value is given by ;ui ‘-’(

i —gN,x . 8 H

i G, = 7(15 atd (3.2.2) i’;. h‘*?){

s
i
o where €, is the permittivity of the semiconductor. The voltage across the space-charge re- [ 148

© gion, which is represented by the negative of the area under the field curve in Figure 3.4c, !
is given by i r
L
1 1 qux?, 1 LA
i = T Xd = T 323 L
o——d / / Metal Semicond uctor pP——o° ¢ 2 L) €, ( ) ‘ [
* il It is also frequently useful to express x, in terms of ¢;. From Equation 3.2.3, we can write ‘ ‘

( Area=A x; = V2¢e€,/gN,. From Figure 3.4a, the built-in voltage ¢; is also seen to be ®,, — O =

(d) &, — X — (E, — Ep/q. The space charge Q, (per unit area) in the semiconductor is w

FIGURE 3.4 (a) Idealized equilibrium band diagram (energy versus distance) for a metal- N =
L Lo = x, = V2 ) 9.
semiconductor rectifying contact (Schottky barrier). The physical junction is at x = 0. O = gNgx4 q€;N P 3.2.4)

(b) Charge at an idealized metal-semiconductor junction. The negative charge is approxi- ; :
mately a delta function at the metal surface. The positive charge consists entirely of ionized Applied Bias. Up to this point, we have been considering thermal equilibrium con- t
donors (here assumed constant in space) in the depletion approximation. (c) Field at an ditions at the metal-semiconductor junction. Now we add an applied voltage and consider
idealized metal-semiconductor junction. the resulting nonequilibrium condition. We saw in Figure 3.44 that there is an abrupt step
in allowed electron energies at the metal-semiconductor interface. This step makes it more

into the metal. Because of the charge exchange, there is a field at the junction and a net
increase in the potential energies of electrons within the band structure of the semicon-
ductor. The free-electron population is thus depleted near the junction, as indicated by the
increased separation between E, and E; at the surface compared to that in the bulk.

-

difficult to cause a net transfer of free electrons from the metal into the semiconductor
than it is to obtain a net flow of electrons in the opposite direction. There is a barrier of
q¢; electron volts between electrons at the Fermi level in the metal and the conduction-
band states in the semiconductor near its surface (Figure 3.4a). To first order this barrier
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height is independent of bias. Referring to Figure 3.4¢, we see that the voltage drop acrosg
the near delta function of space charge in the metal (equivalent to the area between the
€-field curve and the axis) is effectively zero in equilibrium,; that is, no voltage drop can
be sustained across the metal. The total voltage drop across the space-charge region (¢,)
occurs within the semiconductor, as can be seen in Figure 3.4a. An applied voltage is sim-
ilarly dropped entirely within the semiconductor and alters the equilibrium-band diagram
(Figure 3.4a) by changing the total curvature of the bands, modifying the potential drop
from ¢,. Thus, electrons in the bulk of the semiconductor at the conduction-band edge are
impeded from transferring to the metal by a barrier that can be changed readily from its
equilibrium value g¢; by an applied bias. The barrier is reduced when the metal is biased
positively with respect to the semiconductor, and it is increased when the metal is more
negative. Energy-band diagrams for two cases of bias are shown in Figures 3.5a and 3.5b.
Because these diagrams correspond to nonequilibrium conditions, they are not drawn with
a single Fermi level. The Fermi energy in the region from which electrons flow is higher
than is the Fermi energy in the region into which electrons flow. Currents, of course, move
in the direction opposite to the electron flow.

To investigate bias effects on the barrier, we consider the semiconductor to be
grounded and take forward bias to correspond to the metal electrode being made positive.
The applied voltage is called V,, and the bias polarity is indicated in Figure 3.5¢. Under
reverse bias the metal is negatively biased (V, < 0). If the metal-semiconductor junction
is placed under reverse bias so that the voltage drop across the space-charge region

V,>0 V,<0

(@) (b)

Metal Semiconductor

+

o)~
(© =

FIGURE 3.5 |Idealized band diagrams (energy versus distance) at a metal-semiconductor

junction (a) under applied forward bias (V, > 0) and (b) under applied reverse bias (V, < 0).

The semiconductor is taken as the reference (voltage ground) as shown in (c). The vacuum
levels for the two cases are not shown.

3.2 IDEALIZED METAL-SEMICONDUCTOR JUNCTIONS 147

increases to (¢; — V), then the space-charge density in the semiconductor increases from
its equilibrium value [Equation (3.2.4)] to

0, = V2qe N, (¢, — V,) (3.2.5)

With a small-signal ac bias added to the fixed dc bias V,, the junction shows a capacitive
behavior that can be calculated by using Equation 3.2.5:

qesNd €
=\t == 3.2.6
z(d)z - Va) Xd ( )

where C in Equation 3.2.6 represents capacitance per unit area. The last form of Equa-
tion 3.2.6 is a general result for small-signal capacitance C. Because C represents the ra-
tio of a differential charge (hence a charge with limited linear extent) to differential volt-
age, it can always be expressed by the ratio of the permittivity to the total space-charge
width. This result is discussed further in Chapter 4.

Solving Equation 3.2.6 for the total voltage across the junction, we obtain

90,
av,

c-|

quNd

Yo 327

(¢i - Va) =
The form of Equation 3.2.7 indicates that a plot of the square of the reciprocal of the
small-signal capacitance versus the reverse bias voltage should be a straight line, as
sketched in Figure 3.6. The slope of the straight line can be used to obtain the doping in
the semiconductor, and the intercept of the straight line with the voltage axis should equal
¢,. Measurements of small-signal capacitance as a function of dc bias and the subsequent
construction of plots similar to Figure 3.6 from the data are often used to study semi-
conductors. In practice, the most serious inaccuracy comes from obtaining ¢; from the in-
tercept with the voltage axis. The slope of the curve usually gives an accurate indication
of the semiconductor doping.

Measurements of the small-signal capacitance are useful even in cases where the
semiconductor doping varies with distance. In that circumstance, the space-charge picture
is altered from the one shown in Figure 3.4b to that sketched in Figure 3.7. For a given
dc (reverse) bias (V, < 0), the space-charge layer is of width x,. A small increase in the
magnitude of V, causes a small increase in Q; where

0,=q j dN(x) dx (3.2.8)

0

s FIGURE 3.6 Plot of 1/C? versus
applied voltage for an ideal metal-

Applied voltage (V,) ——> semiconductor junction.
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gN(x)

-

g

X4

Metal Semiconductor

FIGURE 3.7 Schematic
representation of space charge at

dQ,, a metal-semiconductor junction
with nonuniform doping in the
semiconductor.

[T

Consequently, an increment in voltage dV, results in an increment in Q, of value

dQ, = gN(x;) dx = —C dV,
or
<
q (dx/dV,)
where x, is the depletion-region width that corresponds to the applied dc voltage V, at
which the small-signal capacitance C is to be measured. We can rewrite Equation 3.2.9

by noting that because the small-signal capacitance C is given by C = €,/x,, the deriva-
tive (dx/dV,) can be written dx/dV, = (dx/dC)(dC/dV,) = —(e,/C") dC/dV,. Thus,

N(xd) = — (329)

C3
Nxy) =———7= 3.2.10
(x2) qe(dC/dv,) ( )
Equation 3.2.10 can be placed in a more useful form by recognizing that
d(1/c? _ _(i)d_c
dv, ct/av,
so that
N(x,) —2 (3.2.11)
B ) B e — L
T geld(1/C)/av,]

The result that we have derived in Equation 3.2.11 shows that the slope of a plot of 1/C*
versus reverse-bias voltage directly indicates the doping concentration at the edge of the
space-charge layer. This slope, when divided into (2/ge,), gives N(x,) directly. Several
commercial “semiconductor profilers” use this technique to determine the dopant con-
centration as a function of position. Some have direct-reading outputs that convert the
slope to its equivalent doping concentration.

EXAMPLE Schottky Barrier Diode

A gold Schottky blocking contact is made to n-type silicon at the plane x = 0. The silicon has a
surface layer extending from x = 0 to x = x, (x, = 20 nm) with doping N,, = 5 X 10" cm™.
Below this layer (x > x,) the silicon is n-type with a higher doping density (N,; cm™?) as shown in
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the accompanying sketch. The built-in potential across the metal-silicon junction ¢, is 0.50 V. Assume
that the work function for gold ¢®,, is 4.75 eV.

(a) What is the value of N, the dopant density in the interior of the silicon?

(b) Sketch the charge density and the electric field in the diode at thermal equilibrium (V, = 0).

(¢) Calculate the maximum field assuming that the voltage AV, across the thin surface layer
is negligible. Using this calculated maximum field, estimate the voltage between x = 0 and
x = x, to determine if AV, is negligible.

Dopant Concentration (cm™)
<
T

3% 10]4 ‘,IJNIO

[é

1 L L 1 i
0 x) X —>
20 nm

Solution The surface layer is thin and very lightly doped. We assume that it is fully depleted
and that the space-charge region extends into the bulk of the silicon crystal. If this assumption is
incorrect our calculations will reveal it. From Figure 3.4,

q(®, — O5) = g¢;, = 0.50eV
Hence,

q®Ps =475 — 050 = 4.25eV
Again, from Figure 3.4,

q®s =gX + (E. — Ep

or

(E. — E;) =425 —4.05=020eV
and

(E;— E) = (E. — E) — (E. — Ey)
so that

(E;— E;) = 0562 — 0.20 = 0.362 eV
(a) Using Equation 1.1.26, we calculate

0.362
0.0258

n=Nyu=mn exp( ) =18 X% 10"%cm™?

The calculated density N,; is much higher than N, supporting our assumption that the sur-
face layer is fully depleted.
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(b) The charge and field diagrams should appear as sketched below.
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(c) If we neglect the voltage drop across the surface layer, we have, from Equation 3.2.3, £, =
—2¢,/x; where x;, = V2¢€,/gN, = 190 nm. Hence, é(x = 0) = €., = —5.27 X 10*
V cm™'. To estimate the voltage across the thin surface layer, we note that the change in the
field in this region can be found from Gauss’ Law.

N,
A€ =T Ay = %x = 0) — €x,) = 154 Vem!

Et
Thus the field can be considered essentially constant across the surface layer, and we can
calculate AV, = —%_.. X x; = 0.105 V. Thus, AV, is about 20% of ¢,, sufficiently high to
make it reasonable to consider redoing the problem without assuming that the voltage drop
is negligible across the surface layer. |

Schottky Barrier Lowering.! We now reconsider our earlier statement that the
barrier to electron flow from the metal into the semiconductor is “to first order” unchanged
by an applied bias. The small dependence on applied voltage of this barrier height can be
observed particularly under reverse bias. The dependence corresponds to an effect that was
explained many years ago by Walter Schottky when electron emission into a vacuum was
studied.

In our derivation we consider that within the semiconductor close to the interface it
should be possible to approximate the electron energy by using the free-electron theory
and by treating the metal as a plane conducting sheet. In this model we take account of
the semiconductor in two ways: (1) by assigning the electron an effective mass m}, and
(2) by using a relative permittivity that differs from unity (e, = 11.7 for Si). A sketch of
the appropriate energy picture is given in Figure 3.8 under equilibrium conditions and also
for the case of an applied field that tends to move electrons away from the metal surface.
The function E(x) that represents electron energy in the figure is derived by the classical
technique; the conducting metal plane has the same effect on the electron as an image
charge of opposite sign placed equidistant behind the plane x = 0. In the presence of a
field —% tending to move electrons away from the metal surface into the semiconductor,
the electron energy E,(x) is

2

—-q
= — 4% 3.2.12
167mex aex ( )

2

i .
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FIGURE 3.8 Classical energy diagram for a free electron near a plane metal surface
at thermal equilibrium [E;(x)], and with an applied field —%,[E,(x)].

From studies of metal-vacuum systems, Equation 3.2.12 has been shown to be
accurate for distances greater than a few nanometers. The plane at which E, is a maximum
is easily found, as is the energy gA¢ in Figure 3.8:

q'¢
4re,

qgAd = (3.2.13)
According to this model the height of the barrier g¢; to electron flow out of the metal de-
creases as gA¢ increases. The current flow depends exponentially on this height because
only that fraction of the Boltzmann-distributed electrons in the metal with energies above
the barrier maximum can pass across it. We therefore expect the current emitted from the
metal under reverse bias to vary as

V ¢*€/4me,

T (3.2.14)

J = Jyexp

Using the depletion approximation, we can relate the field % to the bias V, and built-in

potential ¢; by
29N,
g=/iq@_m (3.2.15)

Equations 3.2.14 and 3.2.15 show that, because of Schottky barrier lowering, the current
emitted over a reverse-biased blocking contact depends exponentially on the fourth root
of voltage at higher biases. Although this type of an exponential dependence is some-
times observed in practice, reverse currents that result from the generation of free carri-
ers in the space-charge region may be larger than the component of current that we have
considered here. In that case, the dependence on bias is more gradual. We will consider
generation as a source of reverse current when we discuss current flow in pn junctions
in Chapter 5.
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CURRENT-VOLTAGE CHARACTERISTICS

The basic dependence of current on voltage in a Schottky-barrier diode can be deduced
from qualitative arguments. These arguments provide fundamental insight into the nature
of the equilibrium behavior of the metal-semiconductor system, and we therefore consider
them before calculating the I~V characteristic more rigorously.

The band diagram at thermal equilibrium shown in Figure 3.4 is the starting point for
the derivation. At equilibrium, the rate at which electrons cross over the barrier into the semi-
conductor from the metal is balanced by the rate at which electrons cross the barrier into
the metal from the semiconductor. From the discussion of diffusion in Chapter 1, we know
that free carriers in crystals are constantly in motion because of their thermal energies. In
Problem 1.13, for example, this fact was used to show that a density n, of free carriers in
thermal motion can be considered to cause a current density equal to —gnyv,,/4 in an arbi-
trary direction. At thermal equilibrium, of course, this current density is balanced by an equal
and opposite flow, and there is zero net current. Applying this concept to the boundary plane
of the band diagram in Figure 3.4, we see that there is a tendency of electrons to flow from
the semiconductor into the metal and an opposing balanced flux of electrons from the metal
into the semiconductor. These currents are proportional to the density of electrons at the
boundary. In the semiconductor, this density n, (from Equation 1.1.21) is

q%s
=N. = 331
s o
which can be written in terms of the bulk density n = N, by applying Equation 1.1.21 in
the bulk of the semiconductor and noting from Figure 3.4 that g = g, + E. — E;in

the semiconductor.

q;
=N, - 332
n, f exp( kT) ( )
Thus, equilibrium at the junction corresponds to
q¢;
Vusl = Msul = KNy exP(‘TT) (3.33)

where J,;s and Jg,, are the thermally induced current densities (current per area) directed
from the metal toward the semiconductor and vice versa, and X is a proportionality factor.

When a bias V, is applied to the junction as in Figure 3.5, the potential drop within
the semiconductor is changed, and we can expect the flux of electrons from the semi-
conductor toward the metal to be modified. If we assume that the surface and the bulk of
the semiconductor remain nearly at thermal equilibrium under bias, then the equation for
n, is modified from Equation 3.3.2 to

M] (3.3.4)

n, =N, exp{ - %

The current arising from the electron flow out of the semiconductor is therefore altered
by the same factor. The flux of electrons from the metal to the semiconductor, however, is
not affected by the applied bias because the barrier (g¢ ;) remains at its equilibrium value.

Subtracting these two components, we obtain an expression for the net current from
the metal into the semiconductor under applied bias:

J=Jus — Jsu

i — Va —qPi
= KN, exp[—q(d)Tz} — KN, exp(kif) (3.3.5)
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which can be written
J = Jy[exp(gV./kT) — 1] (3.3.6)

where J, = KN, exp(—qd¢,;/kT) is a new constant.

Equation 3.3.6 is often called the ideal diode equation. As this derivation makes
clear, the ideal diode equation applies when a barrier to electron flow affects the thermal
flux of carriers asymmetrically. Although more detailed analysis modifies the current
equation slightly, the essential dependence of current on voltage for metal-semiconductor
barrier junctions is contained in Equation 3.3.6. The ideal diode equation predicts a sat-
uration current —J,, for V, negative and a very steeply rising current when V, is positive
(Problem 3.10).

We will again meet the ideal-diode behavior (Equation 3.3.6) when we consider
currents across junctions made between p- and n-type semiconductor regions in Chap-
ter 5. To build the arguments for the pn junction, we will find it useful to consider the
interrelationships between energy bands, voltages, and doping levels in semiconductors
as is done in Chapter 4. Readers may wish to go from this point directly to Chapter 4
and to complete Chapters 4 and 5 before returning to finish our discussion of metal-
semiconductor junctions in the remainder of Chapter 3. Neither logic nor text continuity
will be interrupted by this seemingly circuitous route; it merely provides an alternative
path that may better accomodate specific reader interests.

More detailed consideration of the /-V characteristics at metal-semiconductor bar-
rier junctions shows that the saturation current J, is not completely independent of
applied voltage. Analyses that lead to this result are carried out in the remainder of this
section.

Schottky Barrier'

The dependence of current on applied voltage in a metal-semiconductor junction can be
obtained by integrating the equations for carrier diffusion and drift across the depletion
region near the contact. This approach, which was first used by Schottky [1], assumes that
the dimensions of this space-charge region are sufficiently large so that the use of a dif-
fusion constant and a mobility are meaningful—basically, that the width of the region is
at least a few electronic mean-free paths and that the field strength is less than that at
which the drift velocity saturates. An alternative physical approach, adopted first by
Bethe [2a,b] and based on carrier emission from the metal, is valid even if these constraints
are not met, and it leads to the same J-V dependence [3].

If we refer to the metal-semiconductor contact under bias as shown in Figure 3.9
and consider one-dimensional electron flow through the barrier region, then (as shown by
Equation 1.2.21) we can write

d
Jo= q[nun%x + D, —n} (3.3.7)
dx
If we denote potential in the region as ¢, then by using €, = —d¢/dx and the Einstein
relation (Equation 1.2.20), we can write
—qndd dn
J.= gD —_— 4+ — 3.
4 [ KT dx dx] (3.3.8)

Figure 3.9b is a sketch of ¢ with the metal taken as ground.
We next rewrite Equation 3.3.8 in an integrated form that can be evaluated at the
two ends of the depletion region (x = 0 and x = x, in Figure 3.9). Mulitiplying both sides

’“wh"ﬁm?
N /

)
v
L
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FIGURE 3.9 (a) Band diagram of a rectifying metal-semiconductor junction under
forward bias. The applied voltage V, displaces the Fermi levels: qV, = E,, — E;,.. (b) The
potential across the surface depletion layer is decreased to ¢; — V,.

of Equation 3.3.8 by an integrating factor exp(—g¢/kT) permits direct integration of the
right-hand side. Using the limits of the depletion region, we obtain

Y oo 298 4y = —ad)\[*
JXL cxp( T >dx = an[n exp( T )L (3.3.9

In writing Equation 3.3.9 we have assumed that the particle current represented by J, is
not a function of position and can be placed outside the integral. This assumption has
wide validity. Since the reference for potential is adjacent to the metal, the boundary con-
ditions on voltage for use in Equation 3.3.9 are

#0)=0 and  &(x,) = (¢ — V) (3.3.10)
As we see from Figure 3.9a, ¢(x,) can also be written as
bxg) = (bp = &, — Vo) (3.3.11)

where q¢, is (E, — Ej) in the semiconductor bulk. Boundary conditions for n are also
necessary in order to evaluate Equation 3.3.9. Using Equation 1.1.21, we can express these

boundary conditions as
n(0) = N.exp( 222

kT
and

n(x;) = Ny = N, exp( _g) ) (3.3.12)

Substituting the boundary values into Equation 3.3.9, we find

J. = ¢qD,N. exp(_Z;)B> {exp (i—‘;') - 1]/[: exp(_qkd;(x)>dx (3.3.13)

To obtain current as a function of voltage, the functional dependence of ¢ on x must
be inserted into the integrand in the denominator of Equation 3.3.13 and the integration
must be carried out. This functional dependence of ¢ on x is determined by the doping
profile in the semiconductor near the contact.

The contact that we have been considering, a barrier to electron flow from a metal
into a semiconductor of constant doping, is called a Schottky barrier in recognition of its
initial analysis by Walter Schottky [1]. For the Schottky barrier we can use the depletion
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approximation, as in Sec. 3.2, to derive an expression for the potential in the depletion
region.

N
qf dx(xd - %) 0 < x<x) (3.3.14)

b(x) =

When Equation 3.3.14 is inserted into Equation 3.3.13 and the integration is performed,
an explicit solution for J, as a function of V, is obtained.

_ qV,
J, = Js| exp ) | (3.3.15)

where

5 , 2 -V N 172 —
~ qD,,N¢[ q(d; — V) d:| exp< ‘ld’B) (3.3.16)

J =
s kT €, kT

Equation 3.3.16 shows that Js is not independent of voltage; hence, some of the voltage
dependence in Equation 3.3.15 is implicit in Js. The square-root dependence of J; on volt-
age is, however, weak compared to the term that depends exponentially on voltage in
Equation 3.3.15. We can, therefore, approximate the current-voltage characteristic by writ-
ing, instead of Equation 3.3.15:

- qV,
Jo=Jsjexp{ o | = 1 (3.3.17)

where J; is independent of voltage and n is taken to be a parameter having a value that
is usually found experimentally to be between 1.02 and 1.15. (See Problem 3.9). Exper-
imental measurements for a forward-biased, aluminum-silicon Schottky barrier are shown
in Figure 3.10. The good fit between the measured data in Figure 3.10 and Equation 3.3.17
with n = 1.07 is typical.

The analyses that we have just carried out have made use of a number of assump-
tions, several of which have been explicitly noted. One important implicit assumption,
however, should be mentioned before proceeding because it is very frequently used in
first-order device analysis. This is the assumption that the system is in quasi-equilibrium
(that is, almost at thermal equilibrium) even though currents are flowing. Quasi-equilibrium
was implicitly invoked at a number of points in our analysis; for example, in writing Equa-
tion 3.3.4 and in using the Einstein relationship to write Equation 3.3.8. Logically we ex-
pect quasi-equilibrium to be more valid under low-bias conditions when currents are
small—and, in fact, this is the case. Often, a quasi-equilibrium analysis suffices or else
the analysis can be extended to cover all currents within the range of interest by making
slight modifications to the theory. The ultimate test of any assumption is, of course, good
agreement between measurements and predictions, as seen in Figure 3.10.

Mott Barrier'

Our derivation thus far has been for a metal-semiconductor junction in which the semi-
conductor doping is constant throughout the space-charge region; that is, for a Schot-
tky barrier. To derive the current-voltage characteristic for other dopant profiles, we
can use the equations through 3.3.13, but we must modify the expression for voltage
in the depletion region (Equation 3.3.14). One case of doping that is useful for some
metal-semiconductor junctions is known as the Mott barrier after N.F. Mott, who an-
alyzed it in connection with studies of diodes composed of oxide compounds [4].
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FIGURE 3.10 Measured values of current (plotted on a logarithmic scale)

versus voltage for an aluminume-silicon Schottky barrier. Values for Is = J3A
and n are obtained from an empirical fit of the data to Equation 3.3.17.

In the Mott-barrier approximation, the semiconductor is characterized by an abrupt
change in doping from a low value near the metal interface to a high value a very short
distance from the surface. The distance is short in the sense that essentially no field lines
terminate in the lightly doped region. (This condition can be discussed by saying that the
distance is much shorter than a Debye length Lj, where L, is discussed in Sec. 3.4.) An
electron-energy diagram for this situation is sketched in Figure 3.11. Because the length
of the lightly doped region is very short, the electric field can be assumed to be constant
throughout it. The field lines are assumed not to penetrate into the highly doped region
because the donor density there is so high. This condition might model a case in which
the doping near the contact is altered during the fabrication of the junction. It might also
represent the situation in which the metal contact is made to a thin, lightly doped, epi-
taxial film above a highly doped region in the crystal; this latter case is encountered in
the design of bipolar integrated circuits.

To obtain the dependence of current on voltage for the Mott barrier, we proceed as
for the Schottky barrier, first expressing the potential ¢ as a function of x and then per-
forming the integration indicated in Equation 3.3.13. Because the field in the lightly doped

3.3 CURRENT-VOLTAGE CHARACTERISTICS 157

T 993
>
o0
B
2 .
o Semiconductor
o
g Metal
Q
2
m
f X
0
(a)

T F

= .

5 - - (¢1 - Va)

S ="

~ ==

X

®

FIGURE 3.11 Electron-energy diagram for a Mott barrier (near-insulating
region at the surface with a sharp transition at x = x4 to a highly conducting
region). The solid line indicates thermal equilibrium; the dotted line, a forward
bias of V, volts with the metal held at ground potential. (b) Potential diagram
for the Mott barrier.

region is constant, ¢ depends linearly on x:
() = (& — v[,)xi 0 < x < x) (3.3.18)
d

Using Equation 3.3.18 in 3.3.13, we obtain a result that can be written in the form of

Equation 3.3.15
J. = |: < a) 1] (3 3 19)
x M| €Xp kT e

where J,, depends more strongly on V, than does the parameter Js, derived for the Schottky
barrier (Equation 3.3.16)

kT

—q(dzT— Va):|}

qunNc(d)i - Va)exp( - q¢B)

Iy = (3.3.20)

xdkT{l - exp[
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Mott and Schottky barriers represent idealized metal-semiconductor rectifiers. In
many cases, these idealizations suffice. To derive the J-V characteristic in cases for which
they are not adequate, an accurate representation for potential throughout the barrier re-
gion must be found and used in place of Equation 3.3.14 or 3.3.18. In general, the major
dependence on voltage is contained in an exponential form, as we derived in both Equa-
tions 3.3.15 and 3.3.19. An empirical fit to measured data is generally possible using a
form similar to Equation 3.3.17 with a value of n that is nearly unity.

Both equations that have been derived for saturation current (Jg in Equation 3.3.1¢
and J,, in Equation 3.3.20) become physically unreasonable as V, approaches ¢,. In prac-
tice, if V, were to equal ¢,, there would be no barrier at the junction and very large currents
could then flow. However, when a large forward bias is applied to a practical diode, a sig-
nificant fraction of the voltage is dropped across the resistance of the semiconductor
regions in series with the junction so that the actual forward voltage applied to the Schottky
barrier is never as large as the built-in voltage. The effect of series resistance will be
discussed in more detail when currents in pn junctions are described in Chapter 5.

NONRECTIFYING (OHMIC) CONTACTS

In our discussion of metal-semiconductor contacts, we have thus far considered cases in
which the semiconductor near the metal has a lower majority-carrier density than the bulk
and in which there is a barrier to electron transfers from the metal. In such cases any ap-
plied voltage is dropped mainly across the junction region, and currents are contact lim-
ited. The inverse case, in which the contact itself offers negligible resistance to current
flow when compared to the bulk, defines an ohmic contact. Although this definition of an
ohmic contact may sound awkward, it emphasizes one essential aspect: when voltage is
applied across a device with ohmic contacts, the voltage dropped across the ohmic con-
tacts is negligible compared to voltage drops elsewhere in the device. Thus, no power is
dissipated in the contacts, and the ohmic contact can be described as being at thermal
equilibrium even when currents are flowing. An important and useful consequence of this
property is that all free-carrier densities at an ohmic contact are unchanged by current
flow; the densities remain at their thermal-equilibrium values.

Tunnel Contacts

The metal-semiconductor contacts that we have considered in the previous section can,
for example, be made ohmic if the effect of the barrier on carrier flow can be made neg-
ligible. In practice this is accomplished by heavily doping the semiconductor so that the
barrier width x, is very small. To see this, we refer to Equation 3.2.4 and solve for x,:

2 .
5, = 250 (3.4.1)
N,

The space-charge region, therefore, narrows as N, increases. When the barrier width ap-
proaches a few nanometers, a new transport phenomenon, tunneling through the barrier,
can take place.

Figure 3.124 is a schematic illustration of the tunneling process through a very thin
Schottky barrier. When the barrier is of the order of nanometers and the metal is biased
negatively with respect to the semiconductor, electrons in the metal need not be energetic
enough to surmount the barrier (g¢; units above the Fermi energy) to enter the semicon-
ductor. Instead, they can tunnel through the barrier into the conduction-band states in the
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FIGURE 3.12 Metal-semiconductor barrier with a thin space-charge region through
which electrons can tunnel. (a) Tunneling from metal to semiconductor. (b) Tunneling
from semiconductor to metal.

semiconductor. Likewise, when the semiconductor is biased negatively with respect to the
metal, electrons from the semiconductor can tunnel into electronic states in the metal
(Figure 3.12b). Many electrons are available to take part in these processes and currents
rise very rapidly as bias is applied. Hence, a metal-semiconductor contact at which tun-
neling is possible has a very small resistance. It is virtually always an ohmic contact.
Ohmic contacts are frequently made in this way in practice. To assure a very thin barrier,
the semiconductor is often doped until it is degenerate (i.e., until the Fermi level enters
either the valence or the conduction band).

In modern devices the conductivity of the semiconducting regions is higher than in
previous device generations. Consequently, ohmic contacts must have even lower resist-
ance so that no appreciable voltage drop occurs across them.

Schottky Ohmic Contacts'

Another method of obtaining an ohmic contact is to cause the majority carriers to be more
numerous near the contact than they are in the bulk of the semiconductor. An ohmic con-
tact of this type results if the semiconductor surface is not depleted when it comes into
equilibrium with the metal, but rather has an enhanced majority-carrier concentration.
Using the ideal Schottky theory that we described in Sec. 3.2, we see that this condition
occurs in a metal-semiconductor junction between a metal and an n-type semiconductor
with a larger work function than that of the metal. In this case, electrons are transferred
to the surface of the semiconductor and the metal is left with a skin of positive charge.*
The relevant energy diagram is sketched in Figure 3.13a, and the corresponding charge
and field diagrams are given in Figures 3.13b and 3.13c. There is a qualitative similarity
between these figures and Figures 3.4a to 3.4c¢ that referred to a rectifying contact; the
important distinction between the two situations is that the semiconductor charge consists
of free electrons in the case of the ohmic contact, but it is fixed (on positive donor sites)
in the barrier case. The charge distribution, field, and potential for such a contact can be
calculated using techniques similar to those employed for the rectifying contact[5]. Details
of this procedure are considered in Problem 3.11. The results are summarized as follows.

To find a solution for the distribution of the space charge in the semiconductor, we
take the reference for potential ¢ in the metal. We assume that the excess electrons in the

* For an ohmic contact to a p-type semiconductor, the relative sizes of the work functions in the two regions
need to be reversed to achieve a net positive charge in the semiconductor and, thereby, an enhanced hole
density near the contact.
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FIGURE 3.13 (a) ldealized
equilibrium energy diagram
for a Schottky ohmic contact
between a metal and an n-type
semiconductor. (b) Charge at
an ideal Schottky ohmic
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semiconductor surface region (denoted as n’) are Boltzmann-distributed in energy so that
n' = n, exp(—q|d|/kT) where n, represents the excess concentration in the semiconduc-
tor at the metal-semiconductor interface. We can write an integrable form of Poisson’s
equation if we represent the space-charge density in the semiconductor by gn’ (which neg-
lects the space charge contributed by donor ions). This approximation is reasonable for
the major extent of the space-charge region (until the potential is within a few kT/q of
the built-in value ¢;). Solving Poisson’s equation, we find p(x) the space-charge density.

x \2
p(x) = —qn‘,,/<1 + V§L0> (3.4.2)
where
€kT\/?
L, = (‘2) (3.4.3)
qn

is known as the Debye length at the surface. We will discuss the Debye length in more
detail after completing our analysis of the contact.
The field varies with distance according to the equation

V2kT -
%, = 1+ —= (3.4.4)
Lpq V2L,
and the space-charge layer extends into the semiconductor a distance
qldnl) }
= V2L -1 345
X = V2. D{exp< AT (3.4.5)

The built-in voltage ¢; is seen from Figure 3.13a to be
il = ¢, — (Py — X) (3.4.6)

where g¢, = (E, — E)) in the bulk. The condition ®,, — X = ¢, defines what can be
called a neutral contact: that is, a contact with no built-in voltage and a surface that has
the same density of free electrons as the bulk. In Problem 3.12 we show that a neutral
contact can be considered to be “ohmic” for currents less than gnyv,,/4 where n, is the
electron density and vy, is the thermal electron velocity. For ®,, — X # ¢,, the current
limit for ohmic behavior at the contact differs from gnyv,/4 by a factor exp {gq[(®,, —
X) — ¢,]1/kT}. Thus, contacts to n-type material are properly divided into ohmic behav-
ior for cases in which the surface bands bend down and into blocking behavior for cases
in which the bands bend up. The inverse conditions apply for contacts to p-material.

In summary, we repeat the essential condition for ohmic behavior: an unimpeded
transfer of majority carriers between the two materials forming the contact. At ohmic con-
tacts there are generally built-in potentials. Unless penetrable barriers exist, majority car-
riers must be more numerous at an ohmic contact than they are in the bulk.

Debye Length. The expressions that we derived for charge density (Equation 3.4.2),
field (Equation 3.4.4), and space-charge-layer width (Equation 3.4.5) all contain the char-
acteristic length L,. Figures 3.13a through d show that L, is an appropriate qualitative
measure of the spatial extent of electrical effects at the boundary. The result of Problem
3.13 confirms this quantitatively by showing that 50% of the space charge in the semi-
conductor lies within \/2L,, units of the surface.

Considering a wider scope than this particular problem, we find that the solution of
Poisson’s equation in the presence of free charges always leads to a characteristic Debye
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length. If the charge configuration differs from the example given, the Debye length ig
still defined by Equation 3.4.3 except that n; is replaced by the free-charge density ap.
propriate to that configuration. We will see an example of this in Chapter 4. The genera]
result that L, qualitatively measures the spatial extent of space charge is always true. Prob-
lem 3.14 shows that a relationship exists between L, in a given region and the dielectric
relaxation time in the same region. This relationship can be interpreted physically in termg
of a balance of two transport mechanisms for free carriers: diffusion (thermally induced
motion), and drift (field-induced motion).

SURFACE EFFECTS

When we began our consideration of metal-semiconductor contacts in Sec. 3.2 and made
use of Fermi-level equality to infer an equilibrium energy-band picture, we made an im-
portant idealization. We considered that both the semiconductor and the metal had allowed
energy states (energy bands) at the surface that were no different from those in the bulk.
The real situation is more complicated, and we will need to develop the theory further to
derive a more practical physical model. The most important correction needed is to ac-
count for the effects of surface states. Although these effects modify some conclusions,
we will be able to retain most of the ideas that were developed in previous sections.

Surface States

To begin, we should clarify the term surface states. Surface states are extra allowed states
for electrons that are present at the semiconductor surface, but not in the bulk. These extra
states arise from a number of sources. First, consider an absolutely clean surface composed
purely of atoms of the host lattice. There are extra states on this surface because the en-
ergy field of the crystal is one-sided; that is, electrons in the surface region are bonded only
from the side directed toward the bulk (Figure 3.14). We expect the characteristic energies

Si — Si o — S = Si ==
| | | |
9 Si — S — Si —/— Si =—
23
=2 (| I | |
<
Si — Si — S — Si ==
FIGURE 3.14 Bonding diagram
. ’ || ‘ ‘ ‘ ‘ for a silicon crystal near its surface
(straight lines indicate coupled
S§i — S —— Si —— Ssi —— pairsof bonding electrons). The
bonds at a clean semiconductor
( ‘ ’ ” H ‘ ‘ surface are anisotropic and, conse-
quently, the allowed energy levels
Surface Bulk differ from those in the bulk.
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Energy

.

v FIGURE 3.15 Approximate distribution of Tamm-
Shockley states in the diamond lattice [8]. The distribution
appears to peak sharply at an energy roughly one-third of
the bandgap above E,.

Relative density of
surface states =3

for electrons at such sites to differ from the characteristic energies in the bulk.* Surface
states of this type are called Tamm or Shockley states after original investigations by these
scientists [6,7]. The density of the Shockley-Tamm states in a particular semiconductor
is of the order of the density of atoms at the surface, or roughly N33 (cm™2) where N, is
the bulk atomic density (atoms cm™?). For silicon, N; is 5 X 10** cm™* (see Table 1.3)
and the density of the Tamm-Shockley states is about 10'> cm™2. The energetic distribu-
tion of these states is not well established although studies on the diamond lattice [8] in-
dicate their density to be peaked about one-third of the forbidden-gap energy above the
valence band, as sketched in Figure 3.15.

Bonded foreign atoms at the surface and crystal defects are sources of other types
of surface states. An example is oxygen, which is virtually always found at a silicon sur-
face. Oxygen can produce surface states spread over a range of energies depending upon
the nature of the specific bonds it shares with silicon atoms. Other surface complexes of
metals, hydroxyl ions, etc., can also be expected on any processed silicon surface. The
net effect of all of these sources is a density of available electronic surface states that is
not zero at any energy, although there may be pronounced peaks at specific energies.

Besides varying in energy, surface states also vary in type and may be classified ac-
cording to the charge they carry at equilibrium. For example, states that are neutral when
occupied by electrons and positively charged when unoccupied are classified as donor
states. States that are negative when occupied but neutral when empty are classified as
acceptor states in a manner analogous to the bulk dopant atoms discussed in Sec. 1.1.

One other classification of surface states (sometimes called interface states) arises
from the properties of real interfaces between solids. On an atomic scale (a fraction of a
nanometer), such interfaces are not abrupt but consist rather of zones of intermediate ma-
terials and impurities that are several to tens of atomic layers in thickness. Within these
intermediate zones some surface states are physically close to the bulk semiconductor, and
they remain in thermal equilibrium with bulk states even when the potential is changed
fairly rapidly. These are called fast surface states because the electrons occupying them
come into equilibrium quickly. In contrast to these are so-called slow states, which are
states situated more remote from the bulk semiconductor within the intermediate layer.
These states take relatively longer times to reach thermal equilibrium with the bulk states.
Although the demarcation between these categories of states is vague, general usage sets
the boundary at a response time corresponding to about 1 kHz.

* In terms of quantum mechanics, the wave functions for the electrons are perturbed by the termination of the
crystal potential; hence, the allowed energy states are different at the surface than in the bulk.
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CHAPTER 3 METAL-SEMICONDUCTOR CONTACTS

Surface Effects on Metal-Semiconductor
Contacts’

The presence of surface states can modify the contact theory that we have presented. If the
semiconductor surface states are not neutral or if they change their charge state when
the contact is formed, then the charge configurations that we obtain by applying Schottky
theory are not valid. A theory for metal-semiconductor systems with interface states has
been developed [9]. We will not discuss this theory in detail, but rather give a summary
and show the agreement of theory with experimental results.

To account for interface effects, the metal-semiconductor contact is treated as if it
contained an intermediate region sandwiched between the two crystals. The intermediate
region ranges from several to about ten atomic dimensions in thickness. This layer con-
tains the impurities and added interface states. It is too thin to be an effective barrier to
electron transfer (which can occur by tunneling), but it can sustain a voltage drop. Extra
allowed electronic states are postulated to be distributed in energy at the assumed planar
boundary between the interfacial layer and the semiconductor. The band structure and the
surface states are sketched in Figure 3.16. In the figure, the states are assumed to be ac-
ceptor type and to have a density D, states cm > eV ~'. Note in Figure 3.16 the thin layer
of width 8, which sustains a voltage drop of A volts. Because this layer is thin enough
for electron tunneling, the metal-semiconductor barrier height is measured between the
Fermi level and the conduction band at the semiconductor surface. A surface layer should
be associated with the semiconductor even when the metal is not present (Figure 3.17).
When acceptor surface states are present as in Figure 3.17, the n-type semiconductor is
depleted of electrons near its surface, and negative charge exists in the acceptor surface
states.

Consider the formation of a blocking contact to a semiconductor with surface
states such as that shown in Figure 3.17. Such a contact has an energy diagram simi-
lar to that in Figure 3.16. To draw this diagram we note that from Schottky theory a
blocking contact is formed if contact is made to a metal having ®,, greater than @,
because electrons are transferred from the semiconductor into the metal. Transfer of
electrons from the semiconductor bends the conduction band away from the Fermi level.

E, |
q
Tunneling possible here FIGURE 3.16 Band
qPy structure near a metal-
semiconductor contact
q9; according to the model
E of Cowley and Sze [9].
———————————————————————— E; The model considers a
thin interfacial layer of
thickness § that sustains
a voltage A at equilib-
rium. Acceptor-type sur-
face states distributed in
E, energy are assumed
—— 8 to be described by a

\ distribution function
Interfacial layer D, states cm~2 eV~

D, surface states cm™2 eV~

L
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Vacuum
\
E

~>’

NN

q%o D; surface states cm™2 eV~
Nl FIGURE 3.17 Band diagram for
a semiconductor surface showing
\ a thin surface layer containing
‘ E,  acceptor-type surface states distrib-
— uted in energy. A surface-depletion
\ region is present because of charge
Surface layer in the surface states.

For the semiconductor in Figure 3.17 this removes charge from some of the surface
states by lifting them above E;. The larger is D,, the greater is the charge removed for
each incremental energy increase in E, near the contact. If D, is large, therefore, a neg-
ligible movement of the Fermi level at the semiconductor surface transfers sufficient
charge to equalize the Fermi levels. In this case, the Fermi level is said to be pinned
by the high density of states. Note that pinning of the Fermi level is not exclusively
associated with the surface states being acceptor type. Any electronic states clustered
near the Fermi energy cause the Fermi level to be pinned when the state density be-
comes very large because slight changes in the Fermi energy result in very sizable
charge transfer.
When the Fermi level is pinned, the barrier height g¢; becomes [9]

9% = (E; — q¢y) (3.5.1)

where g¢, is (E; — E,) at the surface when the semiconductor is not covered by metal,
as shown in Figure 3.17. As D; approaches zero, the barrier height q¢p approaches the
height predicted by the basic Schottky theory given in Equation 3.2.1 and repeated here
for reference.

qds = q(Py — X) (3.5.2)

Whether a metal-semiconductor barrier height is predicted by Equation 3.5.1 or by Equa-
tion 3.5.2 or has an intermediate value depends on the magnitude of D, at energies near
the Fermi level and also on specific properties of the boundary layer, such as its precise
thickness and permittivity [9].

In practice, most Schottky barrier heights for important semiconductors are pre-
dicted more accurately by Equation 3.5.1 than by Equation 3.5.2; there is only a small
dependence on the metal work function. This is true for silicon, germanium, and espe-
cially for gallium arsenide and other III-V semiconductors. For silicon, as for germa-
nium, gallium arsenide, and gallium phosphide, the quantity g¢, is found experimentally
to be about equal to %Eg so that the barrier height q¢, from Equation 3.5.1 is typically
close to 3 of the band gap or roughly 0.75 eV for silicon. The reason for this consistency
may be the characteristic very high density of states that appears to be common to the
diamond-type lattice and which pins the Fermi level at this energy (Figure 3.15). Some
measured barriers for various metals contacting n- and p-type silicon crystals are shown
in Table 3.1.
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TABLE 3.1 Schottky Barriers to Silicon [10]
(gX for Silicon = 4.05 eV)

Silicon Type Metal qdyleV) q¢gleV)

n Al 4.1 0.69
p Al — 0.38
n Pt 5.3 0.85
P Pt — 0.25
n W 4.5 0.65
n Au 4.75 0.79
P Au — 0.25

3.6 METAL-SEMICONDUCTOR DEVICES:
SCHOTTKY DIODES

The industrial use of metal-semiconductor barrier devices, generally designated as
Schottky diodes, is widespread. The area of greatest application is that of digital logic cir-
cuits, that is, circuits that perform binary arithmetic. Schottky diodes are often used in
these circuits as fast switches that can be made on integrated-circuit chips within very
small dimensions on the surface. There is also an increasing interest in Schottky-diode

e power rectifiers because large-area devices with an excellent thermal path through the con-

;-23*‘ tact metal allow operation at high currents. These high currents flow with lower voltage
drops across the junction than in the diffused pn junction diodes to be discussed in Chap-
ters 4 and 5.

% Schottky diodes are also used as variable capacitors that can be operated effi-

o ciently in the microwave region of the spectrum. For variable capacitance applications,

the diode is continuously kept under reverse bias. Voltage changes across it are then
able to modulate the depletion-region width and capacitance in the manner discussed
in Sec. 3.2.

Another application that makes use of modulation of the depletion width is the
Schottky-barrier, field-effect transistor* also called the MEtal-Semiconductor Field-Effect
Transistor (MESFET). This device, pictured in Figure 3.18, consisis of a barrier junction
at the input that acts as a control electrode (or gate), and two ohmic contacts through
which output current flows (described as the source and drain electrodes). The output cur-
rent varies when the cross section of the conducting path beneath the gate electrode is
changed. This device is a special form of a junction field-effect transistor (JFET), an am-
plifying device in which the control electrode is usually made from a reverse-biased pn
junction. Substituting a Schottky barrier for the pn junction is especially useful with semi-
conductor materials in which the fabrication of pn junctions is not practical. The major
application of Schottky barriers to MESFETs is to make high-frequency, gallium-arsenide
devices. We will discuss the operation of JFETs and MESFETS in more detail after we
have considered prn-junction operation in Chapter 4.

* Since this is the first point at which we meet the term transistor, it is appropriate to point out that the word
is an amalgamation of the descriptive terms transfer resistor. It was coined by W. Shockley and co-workers
at the Bell Telephone Laboratories where the junction field-effect transistor and the bipolar transistor, to be
discussed in Chapters 6 and 7, were both invented.

A
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Vg
Schottky—barrier gate (under reverse bias)
Source Drain
I +Vp
|
= I 00
LLLL .1. B Lightly doped n™ type region

Conducting region
FIGURE 3.18 Schottky-barrier-gate, field-effect transistor. Current f, flowing
from drain to source is modulated by gate voltage V;; that controls the dimen-
sions of the depletion region. This, in turn, modulates the cross-sectional con-
ducting area for I,. The source and drain contacts are ohmic because they are
made to highly doped material.

Schottky Diodes in Integrated Circuits

Two fortuitous designers’ choices, made for reasons having nothing to do with Schottky
barriers, combine to allow very simple fabrication of Schottky diodes in silicon digital in-
tegrated circuits. These choices are the use of high resistivity n-type silicon in which to
build npn bipolar transistors and the use of evaporated aluminum metal to form the “wire”
interconnections in integrated circuits. The aluminum forms a blocking contact to the
lightly doped, n-type silicon if the silicon surface has been thoroughly cleaned. It is only
necessary that the doping of the silicon be sufficiently low so that the barrier cannot be
penetrated by tunneling electrons, as was described in Sec. 3.4. Practically, this limits the
doping to less than about 10'7 cm™* (Problem 3.7).

The barrier height between n-type silicon and aluminum is about 0.70 eV, and
diodes made by depositing aluminum onto the silicon surface in a vacuum have charac-
teristics that approximate theoretical predictions quite well (Figure 3.10). Because of the
concentration of electric-field lines near the corners, however, reverse breakdown is not
an abrupt function of voltage and occurs at a relatively low bias (~15 V). Several tech-
niques, such as the use of diffused guard rings (Figure 3.19a) or field plates (Figure 3.19b),
have been developed to improve the reverse characteristics. Because they complicate cir-
cuit processing, however, these techniques are avoided unless especially needed. Excel-
lent Schottky diodes with high barriers can be made using refractory metals; platinum,
in particular, is frequently employed. Because of their high vaporization temperatures,
refractory metals are difficult to deposit by evaporation, and they are often deposited by

Depletion
region

(@) Depletion region ®)

FIGURE 3.19 Special processing techniques improve the performance
of Schottky diodes shown here in cross section. {(a) The diffused p-type
guard ring leads to a uniform electric field and eliminates breakdown at
the junction edges and corners. (b) The metal field plate is an alternative
means for achieving the same effect.
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Thus, from the designer’s point of view, V, depends most strongly on Ji. For diodes
designed to pass currents in the milliamp range, aluminum Schottky diodes fabricated on
n-type silicon typically have a V, of about 450 mV. Because this number is about 200 mV
smaller than V, for a comparable pn junction (Chapter 5), a Schottky diode placed in par-
allel with a pn-junction diode will not permit the forward bias to rise sufficiently for the
| mA scale junction diode to conduct. In the case of a Schottky-clamped collector junction, the bipo-
lar transistor is kept out of a condition called saturation, in which switching transients are
inherently slowed. Thus, digital circuits using Schottky clamps are faster by several
nanoseconds than are unclamped circuits.
The only penalty paid in electrical performance for using the Schottky diode is the
small amount of extra capacitance with which the reverse-biased Schottky diode loads the

A scale
| — u

Diode current ——=

i S —

) . circuit. The clamped transistor takes up only slightly more surface area on the silicon chip
,ﬂ/ l FIGURE 3.20 Linear plot of current than does the unclamped transistor, a big advantage for an integrated-circuit device. There
v versus voltage for a Schottky diode is, however, generally some loss in fabrication yield when Schottky processing is used be-

illustrating the concept of a diode

cause metallization and surface preparation are more critical than in circuits that do not

Diode voltage —— “turn-on voltage.”

sputtering.* More easily deposited metals are also frequently deposited by sputtering
because of the high deposition rates possible. If sputtering is included in the manufac-
turing process, the silicon surface can be cleaned thoroughly by bombarding it with high-
energy ions (sputter-etching). After sputter-etching, the subsequent sputter-deposition of
platinum forms an excellent Schottky diode. Although Schottky diodes can be made to
p-type silicon, the barrier heights are inherently smaller (roughly % of the band gap or
0.36 V), and the yield and electrical performance are correspondingly poorer.

Designers who use Schottky diodes for digital logic circuits often call them clamps
because they fix or clamp the voltage across one junction of a transistor and improve circuit
performance. We will see the reasons in Chapter 6, but at this point we merely assert that
the speed of a digital logic circuit can be substantially improved if clamps are put between
the collector and base of a switching transistor to keep its collector-base junction from be-
ing forward biased. Schottky diodes are nearly ideal for this purpose.

To place this topic in context, we first discuss the concept of a turn-on voltage. This
term refers to the forward voltage drop that must be placed across a diode to “turn-it-on”;
that is, to cause it to pass substantial current. The current-voltage equations for metal-
semiconductor barriers (Equations 3.3.17 and 3.3.19) show, however, a continuous de-
pendence of current on voltage with no abrupt change of characteristics to identify as a
turn-on voltage. From an engineering point of view, however, there is a threshold for con-
duction that becomes apparent when we plot the current-voltage characteristics of a Schot-
tky diode using linear scales (Figure 3.20 ). The linear current scale permits only a small
range of current to be plotted meaningfully. The strong dependence of current on voltage
allows the data to be fit fairly well by two straight lines, one nearly horizontal at J = 0
and one nearly vertical. The intersection of the nearly vertical line with the voltage axis
defines a turn-on voltage V,. When digital circuits are designed, V,, is a good approxima-
tion to the voltage drop across any diode that is conducting. From Equation 3.3.17, at a
given forward current density J;, V, is given by

kT (7
v, =X (—f + 1) 3.6.1)
q Js

* Sputtering is a technique for laying down thin films of materials in which a source, or target, is bombarded
with high-energy gaseous ions (often argon).

use Schottky barriers.

SUMMARY

An ensemble of electrons at thermal equilibrium is
characterized by a single Fermi energy. The Fermi
energy is therefore the appropriate reference for a
diagram of allowed energy states versus position. It
is particularly useful in drawing the appropriate
thermal-equilibrium diagram for an inhomogeneous
material and for systems of materials in intimate con-
tact. If two materials, characterized by different Fermi
energies (and therefore not in thermal equilibrium
with each other) are brought sufficiently close to in-
teract with one another, electrons will be transferred
from the material with the higher Fermi energy to the
material with the lower Fermi energy. Application of
these principles to metals and semiconductors, under
the idealized conditions that the bulk energy-state
configuration continues to the surface and that the
semiconductor is homogeneous, is the basis for
Schottky, metal-semiconductor contact theory. This
theory predicts blocking contacts and rectifying be-
havior for n-type semiconductors if the metal work
function ®,, exceeds the semiconductor work func-
tion & and ohmic behavior if @y is greater than ®,,.
The inverse is true for metal contacts to p-type semi-
conductors. Diagrams for ideal Schottky contacts are
shown in Figure 3.21. If the space-charge regions at
a Schottky barrier become thin enough for substan-
tial electron tunneling (resulting from highly doping
the semiconductor), the contacts are also ohmic.

To develop a theory of metal-semiconductor con-
tacts, it is necessary to make use of Poisson’s equation

in conjunction with the thermal-equilibrium band di-
agram. Simplifying assumptions such as the deplet-
ion approximation and quasi-equilibrium make the
theory tractable. Basic Schottky theory predicts a
number of observed properties successfully. Among
these are the major dependences of the current-
voltage characteristics and the reverse-bias capaci-
tance behavior of the Schottky barrier. Contacts to a
semiconductor having a high-resistivity region on top
of a low-resistivity bulk are analyzed by the same
techniques to give results for a Mott barrier. A sim-
ilar analysis applied to the Schottky ohmic contact in-
troduces the Debye length, a characteristic measure
of the extent of electric-field penetration in a region
having significant free charge. Although basic Schot-
tky theory provides much useful information about
metal-semiconductor contacts, it does not success-
fully predict barrier heights to silicon. A major inad-
equacy of the theory lies in the treatment of surface
effects. Surface states originate from the termination
of the lattice and from imperfect and impure surfaces.
Theory for metallic blocking contacts to real silicon
surfaces is based upon the assumption of a thin in-
terfacial layer of imprecise composition, but of well-
specified electronic behavior. The applications of
metal-semiconductor contacts in the form of Schott-
ky diodes are widespread. Schottky diodes have spe-
cial relevance to integrated circuits because they are
relatively easy to obtain using standard silicon planar
technology.
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@
FIGURE P3.2 (continued)

3.3 Consider metal-semiconductor junctions that
behave according to simple Schottky theory.

(a) Draw the theoretical energy-band diagram for
copper (work function 4.5 eV) in contact with silicon
having a work function of 4.25 eV.

(b) If light were to shine on this junction and create
hole-electron pairs:

(1) Which way would current flow within the device
if the junction were connected into a circuit?

(i1) What would be the maximum voltage that could
be measured across the junction (zero output current)?

(c) Draw the energy-band diagram for copper in con-
tact with silicon having a work function of 4.9 eV.

(d) Compare the electrical behavior of the metal-
semiconductor systems described in (a) and (c).

3.4 The accompanying data were obtained on metal
contacts to silicon of equal area (Figure P3.4). If
Schottky theory applies, which metal probably has
the higher work function? Which data were taken on
1 £)-cm silicon and which on 5 Q)-cm silicon? Justify
your answers and explain the use of “probably.” (Con-
sider Sec. 3.5.)

3.5% (a) Calculate the small-signal capacitance at
zero dc bias and at 300 K for an ideal Schottky bar-
rier between platinum (work function 5.3 eV) and sil-
icon doped with N, = 10'® cm™>. The area of the
Schottky diode is 1075 cm?.

{(b) Calculate the reverse bias at which the capaci.
tance is reduced by 25% from its zero-bias value,

3.6" (a) Find the location x,, of the plane at whicy
the barrier to emitted electrons [E,(x) in Figure 3.8]
is a maximum and prove Equation 3.2.13.

(b) For an applied field of 10° V ecm™, calculate x,
and gAd¢.

3.7*% Consider an aluminum Schottky barrier made to
silicon having a constant donor density N,. The barrier
height g¢pp is 0.65 eV. The junction will pass high cur-
rents under reverse bias by tunneling from the metal if
the barrier presented to the electrons is thin enough, as
described in the following. We assume that the onset
of efficient tunneling occurs when the Fermi energy in
the metal is equal to the edge of the conduction band
(E,) at a distance 10 nm into the semiconductor.

(a) If this condition is reached at a total junction bias
(¢, — V,) of 5V, what is the maximum value of N,?
(b) What limit does this place on the resistivity of the
epitaxial layers used in Schottky-clamped circuits?
(c) Draw a sketch of the energy-band diagram under
the condition of efficient tunneling.

3.8" Carry through the steps needed to derive Equa-
tion 3.3.13.

3.9" Consider Equation 3.3.16 under conditions of low
forward bias. Show that Equation 3.3.17 can be derived
by using (1 — V,/¢)"* = exp[3 In(1 — V,/¢,)] and by
approximating the resultant expression for J;. This
approach leads to Equation 3.3.17 with n = (1 +
kT/2q¢;), which is generally smaller than observed
values. Other effects such as rounding of the barrier
contribute to values for n in Equation 3.3.17 that are
somewhat higher than those found from the expression
derived in this problem.

3.10 Using linear scales, plot [ versus V, for a diode
that obeys the ideal-diode law (Equation 3.3.6) under
the condition that:

(@ Iy=1pA and T = 150K
(b)y I =1nA and T = 300K.
(cyIy=1pA and T =450K.

Metal 1
/ 2.0
Metal 2 1.0 1/C% (x 107'8)
\ (farads)™2
e
0
-2.0 -1.0 0 1.0 2.0

Metal—silicon voltage (volts) —=

FIGURE P3.4

(@ Considering the discussion in Section 3.6, state
an appropriate value for the turn-on voltage V, for
each plot of I versus V..

For clarity in the diagrams, use a scale change at
v = 0. Show the forward characteristic through 5 mA.

3,117 Use the equations in Sec. 3.4 to represent the
space charge in a Schottky ohmic contact between a
metal and an n-type semiconductor and set up Poisson’s
equation. The equation form will be d’¢/dx* =
K exp(¢/V,), where V, = kT/q. It is convenient to con-
vert this function of voltage ¢ and position x to a func-
tion of field € and voltage ¢. This can be done by mak-
ing use of d’/dx’* = € d€/d¢. The resultant equation
can be solved to find € = V2nkT/e, exp(¢/2V)).

(a) Carry through the steps which have been outlined
in this problem.

(b) Derive Equations 3.4.2, 3.4.4, and 3.4.5 by con-
tinuing with this analysis.

3,127 Draw the band diagram for a “neutral” contact,
as described in Sec. 3.4. Consider the results of Prob-
lem 1.13, which express the random thermal flux of
free electrons in a semiconductor as gnyv,/4 where
ng is the electron density and v, is the thermal ve-
locity. If currents drawn from the metal into the semi-
conductor are less than this value, the contact will not
limit the flow and can be regarded as ohmic.

(a) Show that a contact is ohmic for fields in the semi-
conductor less than v,,/4u,.

(b) Calculate the limiting ohmic current in a neutral
contact made to a semiconductor having N; = 10'°
em®and A = 10 ° ecm? Take v,, = 10’ cm s~ %,

(c) What is the limiting ohmic current if the bands
are bent such that g(®,, — X — ¢,) = 0.65 eV?
3.13" Using Equations 3.4.2 and 3.4.5, show that half
of the space charge in the Schottky ohmic contact
exists within V2L, of the surface.
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3.14 Show that the dielectric relaxation time 7, =
€, /o (discussed in Problem 1.12) can be related to the
Debye length L, by L, = (Dr,)"/? where D is the dif-
fusion constant in the material.

3.15 Assuming that basic Schottky theory applies,
sketch the energy-band diagram for (a) an ohmic con-
tact between p-type silicon and a metal at equilibrium,
and (b) a blocking contact between p-type silicon and
a metal under 2 V reverse bias.

3.16* Both Schottky-barrier diodes and ohmic con-
tacts are to be formed by depositing a metal on a
silicon-integrated circuit. The metal has a work func-
tion of 4.5 eV. For ideal Schottky behavior, find the
allowable doping range for each type of contact. Con-
sider both p- and n-doped regions and comment on
the practicality of processing the integrated circuit
with the required doping.

3.17" A back-biased Schottky diode made to silicon
is to be used as a tuning element for a broadcast-band
radio receiver (550 to 1650 kHz). For ease of opera-
tion, it is desirable to have the resonant frequency
(1/27VLC) of a tuned circuit change linearly with
voltage when a dc voltage applied to the circuit
changes from O to 5 V. If the tuning inductance L is
2 mH, we can readily calculate that the capacitance
at the two extremes of bias to achieve this behavior
should be 41.8 and 4.65 pF, respectively. Consider
that the diode area is 10™* cm?® and find the desired
dopant variation for N,,. (Calculate the numerical val-
ues and sketch a semilogarithmic plot of the results.)
Hint. To attack this problem note that

df 1 1dC
g 8% 52 MHZV
AV 4mVIC Cadv 2/

from the information given. Use Equation 3.2.10
together with C = Ae,/x, to find N(x,).
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CHAPTER 4

pn JUNCTIONS

4.1 GRADED IMPURITY DISTRIBUTIONS

4.2 THE pn JUNCTION
Step Junction
Linearly Graded Junction
Heterojunction

4.3 REVERSE-BIASED pn JUNCTIONS

4.4 JUNCTION BREAKDOWN
Avalanche Breakdown'
Zener Breakdown'

45 DEVICES: JUNCTION FIELD-EFFECT TRANSISTORS
pn Junction Field-Effect Transistor (JFET)
Metal-Semiconductor Field-Effect Transistor (MESFET)
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We discuss in some detail the transition region at a pn junction and the barrier
associated with this transition region. We next consider the influence of an applied
reverse voltage on the transition region and show that changes in this applied voltage
lead to capacitive behavior. We then extend the concepts to a system containing two
different semiconducting materials. Limitations on the magnitude of the reverse bias
imposed by two important breakdown mechanisms are then discussed. Because most
semiconductor devices contain one or more pn junctions, our results are directly appli-
cable to the analysis of practical devices. As examples of the use of the concepts devel-
oped for a reverse-biased pn junction, we conclude this chapter by discussing junction
field-effect transistors.

Our focus in this chapter is on pn junctions at equilibrium and under reverse bias.
We consider currents to be negligible except when junction fields are large enough to
lead to breakdown. Current flow in pn junctions is discussed in Chapter 5.

4.1 GRADED IMPURITY DISTRIBUTIONS

In this section we consider equilibrium in a semiconductor with a dopant concentration
that varies in an arbitrary manner with position (Figure 4.1a). We assume that initially the

SUMMARY majority-carrier concentration equals the dopant concentration at every point in the
material—a nonequilibrium condition. Then, we investigate the means by which the system —
PROBLEMS approaches thermal equilibrium. From Equation 1.2.17 we note that a gradient in the 330 fgg
=)
=
1
&
s We saw in Chapter 3 that a system of electrons is characterized by a con- fz ‘
Nt stant Fermi level at thermal equilibrium. This principle was initially used to deduce the NN ;; ;l 3’
d ~Va -y

energy-band diagram of a semiconductor having two doping levels. Systems that are

initially not in thermal equilibrium approach equilibrium as electrons move from
regions with a higher Fermi level to regions with a lower Fermi level. The transferred

charge causes the buildup of barriers against further electron flow, and the potential @
a

drop across these barriers increases to a value that just equalizes the Fermi levels.
These concepts were the foundation for an extensive analysis of metal-semiconductor
contacts.

In this chapter we consider similar phenomena in a single crystal of semicon-
ductor material containing regions having different dopant concentrations. We will
find it useful to employ two important approximations that are frequently encoun-
tered in device analysis. One, the depletion approximation, has already been intro-
duced in Chapter 3. The second, the quasi-neutrality approximation, serves the same

simplifying purpose as the depletion approximation; it makes complicated problems
tractable by focusing on the dominant physical effects in a given region of a device.

(O]

The quasi-neutrality approximation is employed in a region of a semiconductor con- ) . N
FIGURE 4.1 (a) Net dopant concentration as a function of position

in an arbitrarily doped semiconductor. (b) Corresponding energy-
useful in the important case of a semiconductor containing adjacent p- and n-type band diagram versus position, indicating the potential ¢. Locations
regions. a, b, and c are discussed in the text.

taining a slowly varying dopant concentration, while the depletion approximation is
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mobile carrier concentration leads to diffusion of carriers from regions of higher concep.-
tration to regions of lower concentration. As the carriers move from their initial locations,
they leave behind uncompensated, oppositely charged dopant ions. This separation of pos-
itive and negative charges creates a field that opposes the diffusion flow. Equilibrium ig
eventually reached when the tendency of the carriers to diffuse to regions of lower den-
sity is exactly balanced by their tendency to move in the opposite direction because of the
electric field created by the charge separation. Thus, the equilibrium situation is charac-
terized by a mobile carrier distribution that does not coincide exactly with the fixed dopant
distribution, and also by a built-in electric field that keeps the two charge distributions
from separating further. The space charge resulting from the mechanism just described is
typically a small fraction of the dopant density,* but the field arising from it can signifi-
cantly influence device behavior.

We next consider how the built-in electric field affects the energy-band diagram.
Because the system is at thermal equilibrium, the Fermi level is constant throughout the
system. However, the variation of the dopant density and carrier concentration with posi-
tion causes the separation between the Fermi level and the valence- and conduction-band
edges to vary with position. Figure 4.1b shows the energy-band diagram corresponding
to the dopant distribution of Figure 4.1a. The separation between the Fermi level and the
band edge is less in regions of high carrier density than in regions of lower density, and
the intrinsic Fermi level E; crosses the Fermi level E; where the net dopant concentration
N; — N, is zero.

Potential. The presence of an electric field can be seen directly from this energy-
band diagram, as well as from the particle model discussed above. Since Figure 4.1b rep-
resents the energy-band diagram of an electron, the energy of an electron is measured by
its distance above the Fermi level on the band diagram. The separation of the conduction-
band edge from the Fermi level represents the potential energy of an electron while the
energy above the conduction-band edge represents kinetic energy. Because the electric po-
tential ¢ at any point is related to the potential energy by the charge —g, the potential can
be written

1 1
.= ——(E, — E) = —(E, — E. 4.1.1
b=~ (E~E)= (E~E) @10

where the subscript ¢ implies reference to the conduction-band energy. The reference for
potential energy is arbitrary, however, and we may shift it from E, to E, Because E; is
usually used for the reference, we will not subscript the symbol ¢ for potential which now
is written

1 1

¢ = ——(E, — E)=—(E;— E) 4.12)

q q
as shown in Figure 4.1b. According to this definition the potential is positive for an n-type
semiconductor (E; > E;) and negative for p-type material (E; < E)).

Field. Because the electric field is the negative of the spatial gradient of the potential,
the field €, is found from Equation 4.1.2 to be
_d¢ _1dE;

% —_ —_—
* dx q dx

4.13)

* This assertion is considered further in an example in Section 4.2.
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Thus, a spatial variation of the band edges (and the intrinsic Fermi level) implies that a
non-zero electric field exists in the semiconductor. At point b of Figure 4.1b, dE;/dx is
negative, and the field is directed toward the left. The resulting force on negatively charged
electrons is toward the right; consequently, the field provides a force that opposes the
tendency of electrons to diffuse from the high-concentration region at c¢ to the low-
concentration region at a. The situation in a p-type semiconductor is analogous, with the
proper changes in signs and notation.

We now try to relate the electric field to the graded impurity distribution. Once the
system is in thermal equilibrium, no current flows at any point in the semiconductor. In
addition, because thermal equilibrium requires that every process and its inverse are in
balance, the electron current and the hole current must each be zero at thermal equilibrium.
In Sec. 1.2 we found that the total electron current is given by

dn
J, = qu.né, + gD,— 4.1.4)
dx
This expression is applicable both in n-type material, where the electrons are majority
carriers, and in a p-type semiconductor, where they are minority carriers.

The first term of Equation 4.1.4 represents the drift current, and the second, the diffusion
current. When the total electron current is zero, the two terms are exactly balanced. No current
actually flows; the drift tendency balances the diffusion tendency at each point. Because
J, = 0, we can solve for the field in terms of the electron concentration and its gradient

€ = _&ld_n= K Ldn (4.1.5)

M, n dx q ndx
where we have used the Einstein relation defined in Equation 1.2.20. Similarly, the field
can be expressed in terms of the hole concentration by either considering the expression
for hole current (Equation 1.2.22) or using the mass-action law (Equation 1.1.13) in
Equation 4.1.5:

kT 1 dp

€, 4 p dx (4.1.6)
Equations 4.1.5 and 4.1.6 show that, if we can find the mobile carrier concentrations and
their gradients, we know the fields in the semiconductor.

In developing this concept we can gain some physical insight by considering the
relation between the electron density and the position of the band edge (or equivalently
the intrinsic Fermi level) with respect to the Fermi level. Consider an electron at x, in Fig-
ure 4.2a with an energy E. A portion E — E, of this energy is kinetic energy; the remainder
is potential energy. The electron can move freely in the region between x; and x, because
it has energy greater than the potential energy associated with this region. The electron
would require more potential energy than its total energy to enter the region to the left of
x; or to the right of x,. Consequently, it is classically forbidden to enter these regions, and
there is a potential barrier to the motion of the electrons.

We can relate the number of carriers at any two points in the material to the energy-
band structure. We know that the electron density at x, is less than that at x; because the
separation between the conduction-band edge and the Fermi level is greater at x,. We can
relate the carrier densities to the potential ¢ through the use of Equation 4.1.5. Because
€, = —d¢/dx, we have

dp = —2" “.1.7)




178 CHAPTER 4 pn JUNCTIONS

logn
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0 100 nm
®)
FIGURE 4.2 (a) Energy-band diagram of an arbitrarily doped semiconductor, showing
that an electron with energy F is constrained to remain in the region between x; and x,
where E > E.. (b) Energy-band diagram for a p-type material with position-dependent
bandgap E, and corresponding electron concentration.

at any point in the semiconductor. Integrating this equation between any two points—for
example, from x, to x;—we obtain

¢y — ¢y =—In~ (4.18)
Rewriting Equation 4.1.8 in exponential form, we find

s _ 44 (4.1.9)
The ratio of the carrier densities depends on the potential difference ¢ = b3 — ¢, be-
tween the two points. Physically, we can consider that a fraction exp(—g¢/kT) of the
electrons at x; has enough energy to reach x,.

Poisson’s Equation. Equation 4.1.9 is often useful when the variation of carrier
concentrations with position must be found. As is often the case, we start such an analysis
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by writing Poisson’s equation:*

¢ p q

Y _ _F_ 4 L +N, - 4.1.10

de Es E; (p n N d N a) ( )
where p is the space-charge density and the dopant atoms are assumed to be completely
ionized. Using our definition of potential (Equation 4.1.2) in Equation 1.1.26, we can
relate the carrier concentration n to the potential function ¢:

99
= n, (4.1.11)
n=n exp< kT)
Poisson’s equation can then be rewritten in the form
¢ _qf . qd
e = E_x 2n, Slnhﬁ + N, — N, (4.1.12)

Equation 4.1.12 is the differential equation for the potential distribution in an arbitrarily
doped semiconductor. Unfortunately, this equation cannot be solved in the general case,
and approximations must be made to obtain analytical solutions appropriate to specific
situations; alternatively, numerical techniques can be used.

To proceed, we consider two special cases. In the first, the dopant concentration varies
gradually with position as, for example, the donor distribution within a diffused n-type region.
The second case is just the opposite and involves abrupt spatial variations of dopant con-
centration as, for example, in the junction between p-type and n-type semiconductor regions.

Quasi-Neutrality. For the gradual-variation case we consider n-type silicon in which
the dopant concentration varies from about 10'® to 10'® cm * within several hundred
nanometers, as for a typical dopant diffusion. This change in dopant concentration corre-
sponds to a potential difference of about 0.1 V and a field (Equation 4.1.5) of the order
of 10* V.ecm™ or less. If we take a specific case in which the field varies from zero to
10*V ecm™! in 0.5 wm, the average field gradient is 2 X 10® V cm ™2 Using this value in
Poisson’s equation (Equation 4.1.10) and neglecting the minority-carrier density p, we
find that the difference between n and N, must be less than about 10'° cm 3. Because this
number is only a small fraction of the donor concentration over most of the region under
consideration, it is reasonable to approximate n by N, in order to proceed with the analysis.
In essence the approximation means that the majority-carrier distribution does not differ
much from the donor distribution so that the semiconductor region is nearly neutral or
quasi-neutral. This quasi-neutrality approximation is more valid for slowly varying dopant
densities. Under the assumption of quasi-neutrality, the field in the n-type semiconductor
is found directly from the donor concentration by using Equation 4.1.5:

é, = KT L dNy (4.1.13)
X q Nd dx 1.
In a p-type semiconductor under quasi-neutral conditions, the field is similarly
€ _ KT 1 dN, (4.1.14)
Y g N, dx o

* Because much of semiconductor device analysis is concerned with the spatial variations of carriers and
potentials from one region of a device to another, Poisson’s equation is often encountered, as we have
already seen in Chapter 3. Together with approximations that place it in mathematically tractable form, it
is one of the most useful principles in semiconductor device analysis.
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Because Equations 4.1.13 and 4.1.14 depend on the quasi-neutrality approximation, they
are not valid if the dopant concentration has a steep gradient.

One frequently considered case in which the quasi-neutrality approximation is useful
is that of an exponential dopant distribution

—x
N, =N, exp(T> (4.1.15)

where A is the characteristic length describing the decrease of donor atoms away from the
semiconductor surface at x = 0. Typical Gaussian or complementary-error-function dif-
fusion profiles (Sec. 2.5) are often approximated by exponential distributions for mathe-
matical simplicity. Because of the relationship of an exponential function and its derivative,
the field has a constant value k7/gA throughout the region of exponential doping. As we
will see in Chapter 6, the approximation of a constant field simplifies some useful cases
of device analysis. The exponential approximation may, however, obscure important im-
plications of real diffusions that become apparent when more detailed dopant distributions
are considered.

EXAMPLE The Quasi-Neutrality Approximation

Investigate the assumption of quasi-neutrality for n-type silicon with nonuniform doping by con-
sidering the density of space charge present in a region where the dopant density N,(x) changes
from 10'° to 10" cm > over a length A = 1 wm. Assume that the dopant varies as

N,(x) = 10' X exp{ln(lOO)[% - isin(%ﬂxﬂ} (0 < % < 1)

(This mathematical form is a smooth differentiable function with the proper end values.) [1]

x
Calculate the field and charge distribution in the region 0 < 2 <1

Solution Because the donor-dopant density increases with increasing x, we expect the free-
electron density gradient to be positive. Hence, electrons tend to diffuse in the negative x direc-
tion. At thermal equilibrium, this diffusion tendency must be balanced by an electron drift tendency
toward positive x, requiring a built-in field in the negative x direction. Associated with this field
is a space charge so that the graded-dopant region is not truly charge neutral. In this example we
calculate the density of charge present to investigate quantitatively the departure from charge
neutrality.
Using Equation 4.1.8, we calculate the total potential difference across the region A¢ as

kT
Ad = &A= 7111(100) =012V

where €, = —1.19 X 10° V ecm™! is the average field in the variable doping region. The field as
a function of x is (from Equation 4.1.13)

%=—EL%=% <l—f‘052—ﬂx>
g N, dx we T

To find the charge density we use Poisson’s equation p(x) = €, d%€/dx. Normalizing p(x) by
the electronic charge, we have
p(x) Ex%uvg |i . (277' ):l
— =——|2msin|l —x
q gA A
3

The maximum charge density (|p/g|), occurring at x/A = 1/4, and x/A = 3/4,is 4.8 X 10" cm ",
which is appreciably smaller than the minimum dopant density (N, = 10'® cm*). Hence, we
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conclude that quasi-neutrality is a reasonable approximation in the region over which the dopant
density varies. The accompanying figures show the dopant density, field, and charge density in the
region of the doping gradient. |

Heterogeneous Material. Up to this point, our analysis has assumed that the ba-
sic properties of the semiconductor material itself do not vary with position. However, in
some cases the composition (and bandgap) of the semiconductor can be purposely varied
with position to enhance device performance. Even when the dopant concentrations are
constant throughout the system, the variation of the bandgap creates an electric field that
can aid or retard movement of free carriers.

As an illustration, we consider a p-type semiconductor with a bandgap that varies
linearly from 1.1 eV to 0.9 eV over a distance of 100 nm, as shown in Figure 4.2b. The
hole and electron concentrations can be written as

—(Ef - Ev)
=N = (4.1.16)
p » €XPp kT
and
—(Ec - Ef)
=N _ 4.1.17)
n L exp T

where N, and N, (Equations 1.1.23 and 1.1.24) can be functions of position. However, if
the band structures of the materials involved are not too different from each other, N, and
N, do not vary significantly with composition or position.

For p-type material, p =~ N,. Because E; — E, =~ (kT/q) In(N,/N,), the valence
band edge is approximately parallel to the constant Fermi level. However, the conduction
band edge and, consequently, the electron concentration, varies with position because of
the varying bandgap. Using Equations 4.1.16 and 4.1.17 in our example with a bandgap
variation of 0.2 eV, we find that

0.2eV X x
- 02eV _ X 4.1.18
7 No€Xp <0.026 eV 100 nm) Mo ex"( 13 nm) (*-1.18)

where n, is the electron concentration at the point where E, = 1.1 eV. As expected, the
electron concentration is higher where the bandgap is smaller.

Analogous to doping gradients, the bandgap gradient introduces an electric field that
balances the tendency of the electrons to diffuse from regions of higher electron concen-
tration to regions of lower concentration. The field is in the direction that pushes elec-
trons back toward regions of higher concentration and therefore must be negative. This
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electric field can have important effects on any excess electrons injected into the mate-
rial. Because the field is negative, an excess electron injected at the left is accelerated by
the electric field. It traverses the region of graded composition more rapidly than it would
travel through a region of uniform composition. The implications of this accelerating field
on the speed of transistors will be discussed in Sec. 7.6.

THE pn JUNCTION

In the analysis of the previous section we restricted our discussion to material of one con-
ductivity type with carrier and dopant concentrations that varied gradually with position,
These limitations permitted a solution for the electric field in a quasi-neutral region hav-
ing a spatially varying dopant concentration or composition. Now, we consider the other
extreme: a semiconductor with a dopant concentration that has a steep gradient. In this
case there can be significant departures from charge neutrality in localized regions of the
semiconductor. We consider the junction between a p-type and an n-type semiconductor
and find that we can treat the transition region as if it were depleted of mobile carriers.
This depletion approximation is the opposite extreme of the quasi-neutrality approxima-
tion. When analyzing device structures, it is frequently useful to divide them into regions
assumed to be quasi-neutral and other regions considered to be completely depleted of mo-
bile carriers. Although an idealization, this simplification is adequate for many calcula-
tions. For more accurate analysis that avoids making this assumption, numerical techniques
are generally required.

To build a model for the pn junction, we begin by considering initially separated
n- and p-type semiconductor crystals of the same material (Figure 4.3a). When these are
brought into intimate contact as shown in Figure 4.3b, the large difference in electron
concentrations between the two materials causes electrons to flow from the n-type semi-
conductor into the p-type semiconductor and holes to flow from the p-type region into the
n-type region. As these mobile carriers move into the oppositely doped material, they leave
behind uncompensated dopant atoms near the junction, causing an electric field. The field
lines extend from the donor ions on the n-type side of the junction to the acceptor ions
on the p-type side (Figure 4.3¢). This field creates a potential barrier between the two
types of material. When equilibrium is reached, the magnitude of the field is such that the
tendency of electrons to diffuse from the n-type region into the p-type region is exactly
balanced by the tendency of electrons to drift in the opposite direction under the influence
of the built-in field.

Potential Barrier. The magnitude of the potential barrier associated with the built-
in field can be found by considering the difference in the Fermi levels of the initially
separated materials (Figure 4.3a) as was done for the metal-semiconductor system in Chap-
ter 3. When the combined semiconductor regions are at equilibrium, the Fermi level must
be constant throughout the entire system. Consequently, the energy barrier that forms be-
tween the two materials must equal the difference between the Fermi levels in the separated
pieces of semiconductor. This difference is equivalent to the difference in work functions
of the separated semiconductor regions because the work function of a semiconductor is
defined as

q(b: = qX + (EC - Ef) (421)

where gX is the electron affinity.
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FIGURE 4.3 (a) n-type and p-type semiconductor regions separated
and not in thermal equilibrium. (b) The two regions brought into inti-

mate contact allowing diffusion of holes from

the p-region and elec-

E()

trons from the n-region. (c) Transfer of free carriers leaves uncompen-

sated dopant ions, which cause a field that opposes and balances the

diffusion tendencies of holes and electrons.
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Far from the junction, the carrier concentrations have the same values as in the iso-
lated semiconductor crystals. The electron concentration in the n-type material is equal to
the donor concentration, and the hole density is given by n?/N,. Similarly, in the p-type

material far from the junction, the hole concentration is equal to N, and the electron con-

. . . 2 . .
centration is given by n;/N,. Because we know the carrier concentrations far from the

junction, we can solve for the potential defined in Equation 4.1.2 by using Equation 4.1.11.
Close to the junction, we cannot readily specify the free-carrier concentrations. However,
Figure 4.3¢ shows that [¢| is small in this region. From Eq. 4.1.11 we see that the carrier
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concentrations decrease rapidly as ¢ becomes small and are, consequently, much less ip
the transition region than in the neutral regions. Thus, the transition region is often de-
scribed as a depletion region in which the space charge is overwhelmingly made up of
dopant ions.

In the depletion approximation we assume that the semiconductor can be divided
into distinct zones that are either neutral or completely depleted of mobile carriers. These
zones join each other at the edges of the depletion or space-charge region, where the
majority-carrier density is assumed to change abruptly from the dopant concentration
to zero. The depletion approximation appreciably simplifies the solution of Poisson’s
equation (Equation 4.1.10).

Because the carrier concentrations are assumed to be much less than the net ionized
dopant density in the depletion region, the second derivative of the potential is proportional
to the net dopant concentration in the depletion region:

d? -

z$=:%M—NQ 4.2.2)
In the general case, N, and N, may be functions of position, and we cannot solve Equation
4.2.2 explicitly. However, considering several idealized dopant configurations for which
Equation 4.2.2 can be solved provides useful insight into the behavior of real pn-junctions.
We first consider the step junction. Step junctions (sometimes called abrupt junctions) are
characterized by a constant n-type dopant density on one side of the junction that changes
abruptly to a constant p-type dopant density at a certain position. An abrupt junction can
be formed, for example, by epitaxial deposition of a constant-doped n-type region on a
p-type substrate, as was described in Chapter 2.

Next, we consider a linearly graded junction, in which the dopant concentration varies
linearly with position between an n-type region with constant dopant concentration and a
p-type region with constant dopant concentration. Over a limited range, some junctions
formed by diffusion can be approximated as linearly graded junctions.

The final junction type we consider is a heterojunction between an n-type region
of one semiconductor material and a p-type region of a semiconductor with a different
energy gap. Heterojunctions are important in high-speed transistors and in optical devices.
They can be formed between different column I'V materials or between different compound
semiconductor materials composed of column III and column V elements. Heterojunc-
tions are usually formed by epitaxial deposition of one semiconductor material onto a dif-
ferent semiconductor material with a similar lattice constant (to allow epitaxial growth of
unstrained layers), as discussed in Sec. 2.8.

Step Junction

Approximate Analysis. We can solve Equation 4.2.2 for the step junction shown
in Figure 4.4, where the dopant concentration changes abruptly from N, to N, at x = 0.
Using the depletion approximation, we assume that the region between —x, and x, is to-
tally depleted of mobile carriers, as shown in Figure 4.4b, and that the mobile majority-
carrier densities abruptly become equal to the corresponding dopant concentrations at the
edges of the depletion region. The charge density is, therefore, zero everywhere except in
the depletion region, where it equals the ionized dopant concentration (Figure 4.4¢). In
the n-type material (x > 0) Equation 4.2.2 becomes
d2_d> _ dé gN,

e 4.2.3)
dx? dx €, (
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FIGURE 4.4 Properties of a step junction as functions of position using the
complete-depletion approximation: (a) net dopant concentration, (b) carrer densities,
(c) space charge used in Poisson’s equation, (d) electric field found from first
integration of Poisson’s equation, and (e) potential obtained from second integration.

which can easily be integrated from an arbitrary point in the n-type depletion region to
the edge of the depletion region at x,, where the material becomes neutral and the field
vanishes. Carrying through this integration, we find the field to be
N,

8= -l —x) 0<x<y, @.2.4)
The field is negative throughout the depletion region and varies linearly with x, having its
maximum magnitude at x = O (Figure 4.4d). The direction of the field toward the left is
physically reasonable because the force it exerts must balance the tendency of the nega-
tively charged electrons to diffuse toward the left out of the neutral n-type material. The
field in the p-type region is similarly found to be

ﬂﬂ=—§mu+%) —x, <x <0 4.2.5)

The field in the p-type region is also negative in order to oppose the tendency of the pos-
itively charged holes to diffuse toward the right.
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At x = 0, the field must be continuous, so that concentration on one side of the junction is much higher than that on the other side, the
N,x, = N 4.2.6) depletion region penetrates primarily into the lightly doped material, and the width of the
“r ! - depletion region in the heavily doped material can often be neglected. The charge, field,
Thus, the width of the depleted region on each side of the junction varies inversely with and potential at this type of junction, called a one-sided step junction, are identical to the
the magnitude of the dopant concentration; the higher the dopant concentration, the nar- results obtained for the ideal Schottky barrier, and the sketches of these quantities shown
rower the space-charge region. In a highly asymmetrical junction where the dopant in Figure 4.4 reduce to the equivalent sketches in Figure 3.4. The properties of one-sided,
abrupt, planar junctions are so frequently used that it is worthwhile to collect them as a
TABLE 4.1 Nomograph for silicon uniformly doped, one-sided, step junctions nomograph in Table 4.1.
(300 K). (See Figure 4.15 to correct for junction curvature.) (Courtesy Bell The expressions for the field can be integrated again to obtain the potential variation i
Laboratories). across the junction. In the n-type material i
N, i
otal reverse epletion apacitance onizes esistivity (ohm cm| reakdown = q d 2 1
1l-)i:slvollage d[t)ep‘::\t(xd) (plfonra;scm”Z) imDu'fiﬁesli‘m_J ? ;ft;yo(e(:n) ) Bvo:(l:ge ¢(x) - ¢)n 2 ( ) 0 < X < Xn (42‘7) '
(Vg = ¢;— V,) (micrometers) (C = €/x4) (Ngor Ng) p—type (p,) (BV) s |
- 3 - a as shown in Figure 4.4¢, where ¢, is the potential at the neutral edge of the depletion \ ‘
3 El N | = 500 region obtained from Equation 4.1.11: “:!
7 T 2 nk-100 [ KT = Ny N
] + 50 ~:5 x 10 - i ¢, = ;1 o (4.2.8) C
4 -; :_; i :: 50 | L. . _ . |
1000 —| 100 F— 100 10 2 Similarly, in the p-type material | ! |
3 - - _ — 100 gN '
- T = a 2 ;
7 7 L s e x) = x+ x —x, <x <0 4.2.9a |
500 s0 3 L = - | ¢ = &, €, ( 7) P ( ) !
- 3 L A F 50 1000 N,
] nll " 2 E —
n T - r E =——mh— 4.29b
1 ¥ Fsx w010 - & K i ( :
I Example -+ 500 r = I - 500 . . . . .
1v 20 v n-10tems - 2 o where ¢, < 0 is the potential at the neutral edge of the depletion region in the p-type
R~ V= e PPNY J S U SR I .
100 ] x4 = 5 um 10__M -] 10 - r material.
= € = 2050pF cm~2 3 > - o 10 L The total potential change ¢; from the neutral p-type region to the neutral n-type o
- Pn = 4980—cm J - - - 3 - ion i - < 0) and depends on the dopant concentration in each region: ./ |
50 3 pr- 13 —cm 5.3 I i - region is ¢, — ¢, (¢, < 0) and depend dop trati g oy L'f.:&'ﬁ‘ M ;
Jav=3s0v _--7 1T n L 2 " kT = N, kT N, kT N,N, H
] le I o i bi=¢d,—,=—In—+"In—t="In""2 (4.2.10) Sl
1 _-- I8 C 5 x 1005 — — 100 9 m~ 49 m 4 n; |
-+ £ 5,000 o E - 3 |
. I = = ~ a Note that the built-in potential ¢, is positive (that is, the n-side is at a higher potential than the :
vo —] 1 " F 10000 —10'e | - - p-side), which is proper to obtain a balance between drift and diffusion across the junction. \
B . - E 03 - S0 The major portion of the potential change occurs in the region with the lower dopant con- n
s 3 TJ - - E B centration, and the depletion region is wider in the same region. Note that the potential at the ‘ |
] 05 4 r B - = junction plane (x = 0) is not exactly zero unless the junction is symmetrical (i.e., N, = N,). ol
] 4 - -~ - |
] T o B o5 ‘
] T £5 x 108 - B EXAMPLE Built-In Voltage at a pn Junction 1
T E = o7 01 B I A lightly doped, n-type sample of silicon has a resistivity of 4 {)-cm. It is used to make a pn junc- :
1— 0.1 —f— 100,000 ! - i 10 tion with a p-region in which the dopant density N, is 1000 times higher than that in the n-type
7 E_ - E o silicon. What is the built-in voltage ¢; of the junction? ‘
05 3 0.05 o :_— oos F n Solution Equation 4.2.10 expresses ¢; as a function of the dopant densities N, and N, on either ‘
] T 3 e N side of the junction. From Figure 1.15, for a resistivity of 4 (}-cm, N, = 10'> cm ™. Because }
] E oo F 5 x 107 o1 | the p-region dopant density is 1000 times higher, N, = 10" cm >, ‘
] E - L F . kT (N,N,\ kT (10" X 107
— :1018 L - ¢i=_ln 2 =—In 1.45 X 10102
0.1 001 —-— - i 1 K 4 (L. )
: i o [ 005 | é = 0753V
Pn Pp
This voltage, equivalent to roughly 2/3 of E,/q, is a typical value for ¢, in many IC pr junctions. W
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At very high dopant concentrations, Equation 4.2.10 is no longer valid because it jg
based on Maxwell-Boltzmann statistics (e.g., Equation 4.2.8). When the dopant density
approaches the effective density of states N, or N, (= 10" cm™?), Fermi-Dirac statistics
should be used in any derivations. When calculating the potential at a pn junction, however
we do not need to consider Fermi-Dirac statistics in detail because at high dopant corl:
centrations the Fermi level lies very near the band edge, and the potential in the heavily
doped silicon is approximately equal to E,/2g or 0.56 V. Thus, the built-in potential across
a pn junction composed of heavily doped p-type silicon (usually denoted as p* silicon)
and lightly doped n-type silicon is

kT . [N,
;| =0.56 + 71n<—d)

n;

A similar result with N, in place of N, applies to junctions between n™ silicon and lightly
doped p-type silicon.

For the step pn junction with arbitrary dopant concentrations, the total depletion-
region width is found from Equations 4.2.6 through 4.2.10 to be

€, 1 1 172
x, +x, = ngh N N, 4.2.11)

From Equation 4.2.11, we see that the depletion-region width depends most strongly on
the material with the lighter doping, and varies approximately as the inverse square root
of the smaller dopant concentration.

EXAMPLE Reverse-Biased Step Junction

Consider a pn junction with constant doping concentrations N, on the p-type side and N, on the
n-type side.

Derive an expression for the percentage P, of the total reverse-bias voltage that is dropped
across the n-type region if an external voltage V, = —5 V is applied. Evaluate P, for N, = 10'” cm™
in the following three cases: (a) N, = 107! N, (b) N, = 107> N, and (c) N, = 107> N,,.

Use a modified form of Equation 4.2.11 to obtain the total depletion-layer width for each of
these cases. Compare the calculated depletion-layer width x, to values obtained by using Table 4.1
for a one-sided step junction having a dopant density N, in each of these three cases.

Solution A plot of the field for this problem is shown in Figure 4.4d. If we designate the max-
imum field by ¢,,,,, the voltage V, dropped across the p-region is

1
V, = =€ X

4 2 max “*p
while that dropped across the n-region V, is

1
Vv €

n = E max Xn

From these two equations, we have V,/V, = x,/x,. The total reverse-bias voltage is Vzy = V, + V.
Therefore, the required percentage P, is

p= " X 100
"V, Y, LYY,

P

X 100

1
=—x
1 + x,/x, 100

e
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Using Equation 4.2.6, we obtain

P, =——— X 100
"~ 1+ NN,

The percentages (P, values) for the three junctions described above are
(a) N,=10" P, =91%
®) N,=10 P, =99%
(¢) Ny=10% P, =999%

Hence, we see that an order-of-magnitude ratio in dopant density between the two sides of
a step junction results in more than 90% of the total reverse bias being dropped across the more
lightly doped region. As the dopant ratio increases, the junctions becomes more and more one-sided.

In the second part of this example, we consider the total depletion-layer width when the junc-
tion is at 5 V reverse bias. To apply Equation 4.2.11 we replace ¢,, the built-in potential, with the
total reverse voltage Vr = ¢, + |V,| (measured in the p-region with respect to the n-region). From
Equation 4.2.10, we find ¢, for cases (a), (b), and (c) to be

(@) ¢, =0.753V forN, = 1077, N, = 10 em™?
() ¢; = 0.694V for N, = 10", N, = 10" cm™?
(©) ¢; = 0.634V for N, = 10", N, = 10"* cm™*
Because V, = =5V, Vp, = 5.753, 5.694, and 5.634 V for cases (a), (b), and (c), respec-

tively. Using these values in the modified form of Equation 4.2.11, and also in Table 4.1, we find
for x,

Equation 4.2.11 Table 4.1

(a) 0.91 pm 0.85 pm
(b) 2.73 pm 2.7 pm
(c) 8.54 pm 8.6 pm

From this example, it is apparent that one-sided behavior is observed in a reverse-biased pn
junction, even with relatively small ratios of the dopant densities. Table 4.1 can be useful for rough
estimates of the depletion-layer width even when dopant densities differ by only one order of
magnitude. n

The analysis of the abrupt pn junction has employed the depletion approximation
to solve Poisson’s equation and to specify the boundary conditions. Before proceeding
further we briefly discuss the more exact solution and consider the consequences of the
depletion approximation. We again look at a junction with a step-function change in dopant
concentration at x = 0 (Figure 4.5a). However, we no longer assume an abrupt change
from neutral regions to completely depleted regions at x, and —x,; instead, we consider
transition regions that are only partially depleted near these boundaries (Figure 4.5b). Be-
cause the net charge densities in the transition regions (Figure 4.5¢) are less than the dopant
concentrations, the fields change more gradually than predicted by the depletion approx-
imation. The solid line of Figure 4.5d indicates the field found from the more exact so-
lution, while the dashed line represents the field found using the depletion approximation.
In the more exact analysis the field extends further into the semiconductor interior and
the space-charge region is wider.

Debye Length.! Although an exact solution of the step junction can be obtained
without making use of the depletion approximation, we will not carry out this more detailed
analysis, but rather consider an analytical approximation for the potential near the edges
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FIGURE 4.5 Properties of a step junction as functions of position considering a
gradual transition between neutral and depleted regions: (a) net dopant concentra-
tion, (b) carrier densities, (c) space charge, (d) electric field, (e) potential. (Compare
with Figure 4.4).

of the space-charge region (near x, and —x,) to investigate the validity of the depletion
approximation. If we consider only small variations of potential from ¢, near x = x,, we

can rewrite Equation 4.1.10 by neglecting the minority-carrier concentration p and letting
¢’ = ¢, —¢ in Equation 4.1.11:

d2 ’ - ’
d: = i(Nar —n)= Ei[Nd -n CXP<q(¢ ¢ )>]

dx* € kT

NS R G
—esNd[l exp( kTﬂ (4.2.12)

Because we are restricting ¢’ to be small, we can expand the exponential term in Equa-
tion 4.2.12 in a Taylor series, retaining only the first two terms so that the equation
reduces to
dZ ’ ’ ’
¢ _a dﬂ _ ‘iz (4.2.13)
d* € kT L}
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where Lp, the extrinsic Debye length given by

[e kT}l/2
L,=|—= (4.2.14)
v a Ny

is a characteristic length associated with the spatial variations of potential.* We met a sim-
ilar form for the Debye length in Equation 3.4.3 in our discussion of Schottky ohmic con-
tacts. The solution of Equation 4.2.13 is of the form ¢’ = B exp(x/Lp) with B a constant
of integration. Hence, the potential ¢’ varies exponentially with distance near the edges
of the space-charge region with a characteristic length equal to the extrinsic Debye length.
Because the carrier concentration itself depends exponentially on the potential, the car-
rier concentration changes rapidly from the dopant concentration to essentially zero within
a few Debye lengths. Therefore, the depletion approximation is questionable only within
a few extrinsic Debye lengths of the edges of the space-charge region, x, and —x,. For
symmetric junctions with typical dopant densities of 10'® cm >, L, equals 40 nm while
x, is found from simultaneous solutions of Equations 4.2.6 and 4.2.11 to be approximately
210 nm. Consequently, for this case the depletion approximation is reasonable, but clearly
still an approximation.

Linearly Graded Junction

Frequently, the step or abrupt junction is not an adequate representation for a pn junction
made by diffusion. It is especially inapplicable to most practical cases of double-diffused
Jjunctions, that is, junctions formed by two successive diffusions of opposite type dopant
atoms. A general analytical solution of Poisson’s equation (Equation 4.1.12) is not possible,
but approximate analytic solutions can be obtained by making simplifying assumptions
for the form of the dopant profile. If more accurate results are needed, numerical techniques
are used.

One approximation to a diffused pn junction than can be treated exactly is the linearly
graded junction.

In a linearly graded junction the net dopant concentration varies linearly from the
p-type material to the n-type material. This type of junction is characterized by a constant
a, which is the gradient of the net dopant concentration (with units of cm™*). The net
dopant concentration can be written

Ny — N, = ax (4.2.15)

throughout the space-charge region (Figure 4.6a). The field and potential are readily found
from Poisson’s equation by using the depletion approximation. Because the space

* More rigorously, the Debye length L;, describes the screening of electric fields by the rearrangement of
mobile carriers and depends on the total (hole and electron) free-carrier concentrations in the region.

[ kT ]1/2
L | —_—_—
" g+ p)

For an extrinsic n-type semiconductor, the minority-carrier density is negligible and L, takes the form of
Equation 4.2.14. The Debye length increases as carrier density decreases. The maximum length is the intrin-
sic Debye length L, given by the expression
€kT /2
Ly = { ‘ }

2g°n;

At room temperature, L, = 24 um.
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FIGURE 4.6 Properties of a linearly graded junction using the depletion approxima-
tion: (a) net dopant concentration: N, — N, = ax, (b) space charge, (c) electric field,
(d) potential.

charge varies linearly with position in the depletion region, the field varies quadratically
and the potential varies as the third power of position in the space-charge region (Figure
4.6). (The details of the analysis are considered in Problem 4.6.)

Although linearly graded junctions are not realized physically, many practical cases
can be approximated by a linearly graded junction over at least a limited voltage range.
If an abrupt junction is heated so that the dopant atoms diffuse across the junction, the
junction becomes less abrupt and can be approximated by a linearly graded junction as
long as the space-charge region is narrow compared to the diffusion length of the impu-
rity atoms. Even diffused junctions are sometimes approximated by linearly graded junc-
tions over a limited distance as shown in Figure 4.7a for an n-type diffusion into a p-type
wafer. On the other hand, a diffusion into a uniformly doped wafer can be approximated
by a one-sided step junction if the diffusion length is short compared to the width of the
space-charge region (Figure 4.7b) or if nonideal diffusion behavior produces a profile that
is “box-like.”

Exponential Doping. Although more realistic junctions cannot be treated ana-
lytically, we can make some qualitative comments about their behavior. We can ap-
proximate either a complementary-error-function or Gaussian diffusion profile by an
exponential function over a considerable distance. Within this approximation the net
dopant concentration after an n-type diffusion into a uniformly doped p-type wafer can
be written

N;— N, = Nye™/* = N, (4.2.16)

as shown in Figure 4.8a. In Equation 4.2.16, A is the characteristic length associated
with the diffusion, and N, is the dopant concentration in the p-type wafer. As we saw in
Section 4.1, an electric field exists in the exponentially doped, quasi-neutral, n-type side
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FIGURE 4.7 (a) A diffused junction can be approximated by a linearly graded
junction if the diffusion length 2V/Dt is much longer than the space-charge
region. (b) A “one-sided” step junction is more appropriate if the space-charge
region is much greater than the diffusion length 2V Dt.
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of the junction to balance the tendency of carriers to diffuse to regions of lower carrier
density. There is no field in the uniformly doped p-type neutral region. The absence of
mobile carriers in the depletion region on the n-type side of the junction requires that the
field there be higher than in the quasi-neutral n-type region; the field throughout the struc-
ture is indicated schematically in Figure 4.8b. The space charge is found by differentiat-
ing the field. Because the field is constant in the quasi-neutral region, the space charge
there is zero, although there is a sheet of charge at the surface (Figure 4.8c). The remainder
of the space charge is confined to the depletion region.
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FIGURE 4.8 Properties of an exponential junction as functions of position: (a) net
dopant concentration (semilogarithmic scale), (b) electric field, (c) space charge.
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FIGURE 4.9 Energy-band diagrams for a
heterojunction: (a) Separated regions of a
wider bandgap, n-type material and a nar-
rower bandgap p-type material. (b) The sys-
tem after the regions are brought into inti-
mate contact and charge flows to bring the
system to equilibrium. The vacuum level re-
mains continuous, but the conduction-band
and valence-band edges can be discontinu-
) ous. {c) The energy bands when X; = X,.
Heterojunction

In advanced semiconductor devices, junctions between two different semiconductor
materials can be formed to improve device performance. We will briefly consider some
of the characteristics of these heterojunctions as we continue our discussion of diodes
and bipolar transistors, although a thorough analysis is beyond the scope of this book
[2]. Some of the same concepts will also apply when we consider the Si-SiO, interface
in Chapter 8.

For our analysis of the heterojunction system, we consider two pieces of semiconduc-
tor material 1 and 2, each with uniform composition and doping. Analogously to the #omo-
Junction® shown in Figure 4.3, we can draw the energy-band diagram of the two isolated
pieces of semiconductor (Figure 4.9a). In the heterojunction case, however, E,; # E,, and
the electron affinities X of the two materials can also be different. We consider the case where
material 1 is n-type with a dopant density N,;, a bandgap E,;, and an electron affinity X;;
material 2 is p-type with a dopant density N,,, a bandgap E,,, and an electron affinity X,.

We consider only the “straddling” band alignment shown in Figure 4.94, in which
the conduction-band edge of the wider-gap material is at a higher energy than that of the
narrower-gap material and the valence band edge of the wider gap material is at a lower
energy than that of the narrower bandgap material. Although interesting properties of an
isotype junction (same conductivity type in the two materials) can be explored, we discuss
only a pn heterojunction. In particular, we consider the heterojunction formed betweenla
wide gap n-type material on the left and a narrower gap p-type material on the right. T hl.s
combination of materials is especially relevant to the technologically important heteroj-
unction bipolar transistors to be discussed in Chapters 6 and 7.

In our analysis we draw on our discussion of the pn homojunction formed between
p- and n-type regions of the same semiconductor material. Now, assume that we can bring

* A homojunction contains the same material on both sides of the junction.

-
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the two pieces of semiconductor into intimate contact with no interface states forming at
the junction between the two materials. As for a homojunction, when we bring the two
materials together (Figure 4.9b), charge flows to establish equilibrium, and potential bar-
riers form to create electric fields that oppose the diffusion of carriers to regions of lower
concentration. At equilibrium, the Fermi level is constant throughout the system. How-
ever, the conduction- and valence-band edges, E. and E,, are not necessarily continuous
at the boundary between the two materials. Because E, # E,, at least one of the band
edges must be discontinuous. The relative positions of the band edges across the bound-
ary depend on the magnitude of the electron affinities and the bandgaps.

For the case we are considering, a “spike” and a “notch” appear in the conduction
band. The importance of these features depends on the magnitude of AE, and the doping
in the two semiconductors. For example, free charge can accumulate in the notch,
degrading both the dc and ac performance of a device. However, for the case shown in
Figure 4.9b, the bottom of the notch is well above the Fermi level, so little charge is stored
there, and we will neglect it in our discussion.

We make the usual assumption that the vacuum level is continuous across the junc-
tion. Then the change in the vacuum level, which we define as the built-in potential by
can be found from the material properties in the neutral regions on the two sides of the
junction as the difference in the work functions ®,, of the two semiconductors:

O, = Dy, — Dy, = (-&;IZ;E/’) - (W) (4.2.17)
where
E - E= len@;:) (4.2.18)
and
Ey—E=E,— (E—Ep) =E, — len@:) (4.2.19)
Then,
o= 2 =) - ()
=X, - X, + -i’iz - kq—T 1{—5\%) (4.2.20)

In our analysis we need to remember that two separate material properties are changing:
The band gaps (which relate minority- and majority-carrier properties in each separate piece
of semiconductor) and the electron affinities (which relate properties across the junction). To
help understand the influence of each of these two factors, we introduce them one at a time
in the following discussion. We first consider the electron affinities to be the same in the two
pieces of material (X, = X,) so that the conduction band is continuous, as shown in Figure
4.9c. In this case the valence band must be discontinuous at the interface because E, # E,.

With X, = X,, Equation 4.2.20 becomes

E, kT N,
;= In— n
q q NaZ q Ndl
Eg2 kT (NCINUZ)
—In

4221
NuN,s (42:21)
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Thus, the built-in potential of a heterojunction has the same general form as for a homg.
junction except that the bandgap included in the expression is that of material 2 with the
smaller bandgap (for the particular case we consider here of a wider bandgap, n-type
material and a smaller bandgap p-type material).

With X, = X,, ¢; = ¢p,. the barrier to electron flow from the material with the
larger bandgap (material 1) into the material with the smaller bandgap (material 2). Fropy
either inspection of Figure 4.9c¢ or a derivation similar to that above, we find that the bar-
rier to hole flow from material 2 to material 1 is

Egl kT (NC]N’U2>
= In

g g

4.2.22
Nlea2 )

similar to the expression for a homojunction of material 1. From Equation 4.2.22,
b5, = 5, + E;y — E;, = ¢p, + AE,. The different barriers to majority-carrier and mi-
nority-carrier flow will be important when we consider current flow across a hetero-
junction in Chapter 5 and especially when we discuss heterojunction bipolar transistors
in Chapter 6.

Now, let’s relax our constraint that the two materials have the same electron affinity
to see the additional effect of varying this parameter. We keep the other material proper-
ties the same as before so that we can focus on the effect of the change in electron
affinity. To analyze the problem, we continue assuming that the vacuum level is continu-
ous at the interface even though the electron affinity is not. For the vacuum level to re-
main continuous at the interface, the conduction band must be discontinuous there, with
a discontinuity AE, = X, — X,. The discontinuity in the valence band generally also
changes. (Note that in our notation AE, is the difference in electron affinities and there-
fore the discontinuity in the conduction-band edge at the interface. E,, — E,, is the dif-
ference in the conduction band energies in the neutral regions far from the interface.)

The discontinuities at the interface affect the nearby space-charge regions. In the
neutral region of each material, the separation between the conduction band edge and the
Fermi level is determined by the doping in that material (Equations 4.2.18 and 4.2.19).
Therefore, the total difference in the conduction band edge between the neutral regions
in the two pieces of material does not depend on the difference in electron affinities and
remains from Equations 4.2.18 and 4.2.19

Nc]Nv2
EC2 - Ecl = Eg2 — kTln| ———

(4.2.23)
N(llNa2

even when X, # X,. To retain the same value of E., — E,, between the neutral regions
with nonzero AE, at the interface, the total bending of the energy bands must increase by
AE_ (when AE, > 0, as shown in Figure 4.9b). The change in the vacuum level (which
we defined as the built-in potential ¢;) also increases when AE, > 0 because @y, or @y,
changes. However, because of the discontinuity of the band edges in the heterojunction,
it no longer equals the difference in the conduction band energies of the two materials far
from the junction and is, therefore, a less useful quantity than in a homojunction.

The greater bending of the energy bands when X, # X, implies that the depletion
region widens for the heterojunction shown in Figure 4.9b, compared to a heterojunc-
tion with X, = X,. The width of the depletion region can be found from Poisson’s equation.
Within each piece of semiconductor, the analysis is identical to that for the homojunction;
the differences arise from the different boundary conditions at the interface. From Gauss’
law, we obtain the electric field in the depletion region within each piece of material. The
solutions are identical to Equations 4.2.4 and 4.2.5 with the exception that the permittivities
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in the two materials can be different; we denote the permittivities as €, and ¢,. At the interface
the @-field is continuous (assuming that no sheet charge exists there), and

€,€,(0) = €,%,(0) 4.2.24)

Consequently, when €, # ¢,, the electric field is not continuous at the interface. Let x,,
and x, be the widths of the depletion regions on the two sides of the junction. Then, us-
ing the expressions €,(0) = (g/€))N,x, and €,(0) = (9/€)N,x, in Equation 4.2.24, we
obtain the expression N x,, = N,x,,, as in the case of a homojunction (as required by charge
neutrality).

As for the homojunction, the potentials can be obtained by integrating the fields on
each side of the heterojunction and adding the potential changes on each side of the junc-
tion to obtain

$i(—») — di(x) = iNd(\xl - x,) (4.2.25)
and
Ba(x) — () = Z%Na(xp —x) (4.2.26)

With our definition of ¢,, the sum of the band bending in the two materials is simply ¢;.
From

¢ = di(—%) — dy(*) (4.2.27)
and
$1(0) = ¢,(0) (4.2.28)
we find that
_ gN,x; n qNaxp2

(4.2.29)
25] 262

&
As we noted before, ¢, increases when AE, > 0, implying that the depletion region widths

also increase.
Solving for the potential drop on each side of the junction, we obtain

€2Na
1= 0 4.2.30)
d)ll d)l E1Nd + GzNa (
and
€Ny
n =0 ———— 4.2.31
d)t2 d)telNd + ezNa ( )

As in a homojunction, more of the built-in voltage is dropped across the material
with the lighter doping, with the exact fraction being modified by the different permittiv-
ities. However, the fraction of the built-in potential ¢; dropped across each semiconduc-
tor is more important for a heterojunction than for a homojunction. Because the band
edges E, and E, can be discontinuous, irregularities, such as the spike shown in Figure
4.9b, can impede the flow of carriers across the junction. The importance of the spike as
a barrier to electron flow from material 1 to material 2 depends on the fraction of the
potential dropped on each side. If the acceptor concentration in material 2 is low com-
pared to the donor concentration in region 1, the majority of the band bending occurs in
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(a) (®)
FIGURE 4.10 The barrier to electron injection from the n-type semiconductor to the
narrower-bandgap, p-semiconductor depends on the discontinuity in the conduction-band
edge and the doping in the p-type region. (a) Lightly doped p-type region. (b) Heavily
doped p-type region with conduction-band spike impeding electron injection.

material 2; little occurs in material 1; and the top of the spike is lower than the conduc-
tion-band edge in the neutral region of material 2 (Figure 4.10a). The barrier ¢, to elec-
tron flow from material 1 into material 2 is then just the difference in the conduction band
edges in the neutral regions of the two materials. However, if the doping in material 2 is
high compared to that in material 1, the majority of the band bending occurs in region 1
(Figure 4.10b), and the top of the spike can be higher than the conduction-band edge in
the neutral region of material 2. In this case the barrier ¢, to electron flow from material
1 into material 2 can be considerably greater than the difference in the conduction-band
edges in the neutral regions, significantly changing the physics of any device containing
such a junction. In a more detailed treatment the notch adjacent to the spike must also be
considered because free carriers can accumulate there and affect the device performance.

4.3 REVERSE-BIASED pn JUNCTIONS

In Sec. 4.2, we used the depletion approximation to simplify our consideration of elec-
trical effects at pn junctions in thermal equilibrium. To discuss the junction under bias,
we again use the depletion approximation, together with several assumptions about the
applied bias. We assume that ohmic contacts connect the p- and n-regions to the external
voltage source so that negligible voltage is dropped at the contacts. We also consider that
the voltage drops in the neutral regions are small, the n-region is grounded, and voltage V,
is applied to the p-region. With these approximations, the entire applied voltage appears
across the junction. Furthermore, when these assumptions hold, the solutions of Poisson’s
equation that we found for thermal-equilibrium conditions in the last section also apply
to the junction under bias. Only the total potential across the junction changes from the
built-in voltage ¢; to ¢, — V,.

If V, is positive, the barrier to majority carriers at the junction is reduced and the
depletion region becomes narrower. A conceptionally useful way of visualizing the re-
duction in depletion-layer width is that the applied voltage moves majority carriers to-
ward the edges of the depletion region where they neutralize some of the space charge.
This reduces the overall depletion-region width. The total potential barrier across the
junction is é; — V, with V, > 0, and the junction is forward biased. Under forward bias,
appreciable current can flow even for small values of V,. We defer further consideration
of forward bias until Chapter 5.
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If negative voltage is applied to the p-region, the barrier to majority-carrier flow in-
creases. Again the total potential drop can be expressed as ¢; — V, except that now V, is
negative and the junction is reverse biased. Under reverse bias, majority carriers are pulled
away from the edges of the depletion region, which therefore widens. Very little current
flows because the bias polarity aids the transfer of electrons from the p-side to the n-side
and holes from the n-side to the p-side. Because these are minority carriers in each region,
their densities <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>