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INTRODUCTION

Most of the advances in medicine today are related to medical technology. On
one hand, we have the pharmaceutical companies with their efforts to develop
new drugs and treatments for many kinds of diseases. These efforts have been
for the most part very lucrative since pharmaceutical and biotechnology com-
panies have for many years enjoyed considerable investments, even when the
stock market has gone through difficult times. On the other hand, we have the
medical devices industry, also trying to provide medical technology products
for the diagnosis and treatment of diseases and anomalies. The financial situa-
tion of such medical devices companies has fluctuated more than that of those
in the pharmaceutical–biotechnology fields but for the most part they have held
their own, even in turbulent financial times.

In the realm of medical devices, companies involved in the design, devel-
opment, manufacturing, testing, and FDA approval of medical electronic
devices are at the forefront of medical technology. Over the last 30 years, such
technological advances as magnetic resonance imaging, nuclear radiation, opti-
cal diagnostical devices, EKG and EEG measurement devices, pacemakers,
defibrillators, hearing aids, and portable diagnostic meters (glucose, oximetry,
pulse analyzers) have made the diagnosis and treatment of medical ailments a
much more productive endeavor, saving millions of lives and postponing death
for many millions more.

The boundary between human and machine is disappearing. In science
fiction and films such as those in the Star Trek series the boundary has almost
completely disappeared. For example, in Star Trek episodes the sick bay of the
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2 INTRODUCTION

starship Enterprise is full of gadgets that make the boundary between human
and machine irrelevant. One of the most common devices used by the doctor
is a “sensor,” which is floated around a person’s body and is capable of iden-
tifying the person’s ailment. Another often used device is a syringe with no
needles; the medication is directly absorbed by the skin and clothing does not
seem to be a barrier. Although these medical advances may not happen in our
lifetimes, it is possible that many of us will find ourselves wearing or carrying
one type or another of electronic medical device at some point in our lives.
Products derived from nanotechnology and micromechanical systems (MEMS)
have already become a reality in many laboratories and research facilities, and
one day soon may become the state of the art of the medical device market.

Today, many millions of people have some kind of medical device
implanted in their bodies. Implantable electronics are now competing with or
complementing pharmaceutical and other treatments for such ailments as tachy-
cardia, Lou Gehrig’s disease, Parkinson’s disease, muscle spasticity, irregular
breathing, diabetes, and deafness. Implantable electronic products include drug
pumps, monitors, and delivery systems; cochlear implants; and neurostimula-
tors. Among the nonimplantable electronic devices that have revolutionized
medicine are diagnostic machines such as EKGs, EEGs, MRIs, PET scans,
x-rays, CT scans, and optical devices and treatment machines such as, for
example, radiation, particle accelerators, heart-lung bypass, and dialysis.

This book attempts to address the design of some of these electronic devices
using an engineering approach but with sufficient introductory science. Not all
existing devices can be addressed, but a sufficient number have been treated to
provide the flavor of general design approaches. This material is most useful
for engineers involved in the design of medical electronics, but it is also useful
to those in the biomedical field with limited electronic background, since the
approach is generally at the system level.

The book is divided into eight chapters. Power electronics is considered
first because of the importance of proper power design for the overall perfor-
mance of an electronic medical device. Considerable effort is spent addressing
sensors in several chapters because sensors are the most important component
of an electronic medical device. The art of data acquisition and digital signal
processing is also considered extensively using a practical approach. In all of
the discussions, examples of medical electronic devices are included.



1
PROPER DESIGN OF POWER
SUBSYSTEMS IN MEDICAL
ELECTRONICS

1.1. ELECTROMAGNETIC INTERFERENCE REQUIREMENTS

The safety and reliability of a switching-mode power supply (SMPS) for
medical equipment depend basically on the design of power supplies with
stringent requirements so as to minimize the possibility of failures. There-
fore, it is important to balance as many necessary requirements as possible
to achieve confidence that the medical device will perform according to the
prescribed objectives. Failure to mitigate the potential for failure and satisfy
such requirements in the early stages of design could completely negate the
design approaches used in SMPS design.

1.2. TRANSIENT VOLTAGE PROTECTION

Many power supplies are exposed to stress conditions in the power bus in the
form of transient voltages and currents that can reach 6000 V and 3000 A. The
IEEE findings presented in Table 1.1 show the typical amplitudes and wave
shapes at various locations that result from a variety of sources. The findings
in this table are published in IEEE standard 587-1980 (or ANSI C6H.1-1980).

The IEEE standard shows that for indoor systems (ac lines less than 600 V),
the transient waveform has an oscillatory shape as shown in Figure 1.1. These
transients can excite natural resonance frequencies in the power bus system.
Therefore, many of the transients become oscillatory in nature with different
amplitudes and wave shapes at different locations in the power bus. According
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TABLE 1.1 Surge voltages and currents deemed to represent the indoor environment and recommended for use in designing
protective systems

IEEE Std. 587 Comparable Waveform Medium exposure Type of specimen Energy (J) deposited in Energy (J) deposited in
location category IEC 664 (impulse) amplitude (impulse) or load circuit a suppressor with a a suppressor with a

category clamping voltage clamping voltage
of 500 V (120-V system) of 1000 V (240-V system)

A. Long-branch II 0.5 �s 6 kV High impedance — —
circuits and outlets 100 kHz

200 A Low impedance 0.8 1.6

B. Major feeders, III 1.2/50 �s 6 kV High impedance — —
short-branch circuits,
and load center

8/20 �s 3 kA Low impedance 40 80

0.5 �s 6 kV High impedance — —

100 kHz 500 A Low impedance 2 4
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FIGURE 1.1 Proposed 0.5-�s, 100-kHz ring wave (open circuit voltage).
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FIGURE 1.2 Unidirectional wave shapes (ANSI/IEEE Standard 28-1974).

to the IEEE standards, the frequencies of these surges and transients range from
5 to 500 kHz. For locations close to a service entrance (category B) much larger
transients can be encountered, of the types shown in Figure 1.2.

The transient protection for these types of surges must be able to with-
stand the energies specified in Table 1.1. Furthermore, ring wave oscillatory
conditions can also be observed and their voltage can reach 6 kV with a current
of 500 A.



6 1 PROPER DESIGN OF POWER SUBSYSTEMS IN MEDICAL ELECTRONICS

There is a variety of transient suppression devices. For the lower stress, cate-
gory A locations, silicon varistors, transient suppression diodes, filter inductors,
and capacitors are usually employed. Under the higher power of category B
locations, these protection devices are supplemented with higher current rated
gas discharge tubes on spark gaps.

Varistors display a voltage-dependent resistance characteristic. There is
a turnover voltage in a metal-oxide varistor (MOV). At voltages below the
turnover voltage, these MOVs have high resistance and low circuit loading.
When the terminal voltage is greater that the turnover voltage, the resistance
decreases rapidly and the surge current will flow in the shunt-connected varistor.

The MOV has the advantage of its high transient energy absorption capa-
bility, but its main disadvantage is its progressive degradation with repeated
stresses and large slope resistance. Therefore, high slope resistance means that
the MOV clamping action is quite poor for high current stress conditions,
and as a result high voltages can be let through to the equipment to be pro-
tected. MOVs should be used in combination with other suppressor devices. In
Figure 1.3 we see the MOV performance characteristics.

Transient protection diodes, which may be unidirectional or bidirectional,
can also be used for general transient suppression. These are basically avalanche
voltage clamp devices with high transient capability. In a bipolar protector,
these junction diodes are placed in series “back to back.”

Transient suppression diodes have the advantage of very high speed
clamping actions (avalanche conditions). Another advantage is the low slope
resistance in the conduction range. In the active region, the slope resistance is
low, with the terminal voltage increasing by only a few volts at the transient
currents of hundreds of amperes. Therefore, clamping diodes do a good job
up to diode’s maximum capabilities. Transient suppression diode performance
characteristics are shown in Figure 1.3.

Transient suppressor diode performance characteristic line filters are one
of the most effective methods for transient suppression. A typical line filter that
can be found in category devices is shown in Figure 1.4. The inductors L1 and
L2 and the capacitors C1 through C4 form the normal noise filter network. At
the input to the filter network, varistors MOV1 through MOV3 provide the
first level of protection from transients in the bus line. The inductances and
varistors protect against small transients. For larger transients, the currents in
L1 and L2 will eventually conduct charge to capacitors C1 through C4, reaching
a voltage at which the suppressing diodes begin to prevent the output voltage
from exceeding their rated clamp values, up to the current level at which the
diodes will fail. This filter setup also protects the external power source from
being affected by transients generated within the equipment power supply. This
filter design protects against the differential mode (live to neutral) and against
the common mode (live and neutral to ground), which although rare, is possible
and very dangerous—hence the need for protection against it.

For category B transient suppression, the filter design of Figure 1.5 should
be used. In the figure, we have an additional common mode inductor L3. The
inductors and capacitors C1 through C5 provide a good filter for common mode
and series mode line conducted transients and radio frequency interference
(RFI) noise. In addition the filter contains the varistors and a gas discharge
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FIGURE 1.3 MOV performance characteristics.
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FIGURE 1.4 Line-to-line and line-to-ground transient overvoltage protection circuit with a noise
filter, using MOV protection devices (low to medium power applications).
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FIGURE 1.5 Line-to-line and line-to-ground transient protection circuit with a noise filter, using
MOVs and transient protection diodes (for medium- to high-power applications).

arrester tube (G). In a gas discharge arrester, two or more electrodes are spaced
within a sealed high-pressure inert gas environment. When the large voltage
transient exceeds the voltage of the gas tube, an ionized glow discharge is first
developed between the electrodes. As the current increases, an arc discharge
is produced, providing a low-impedance path between the internal electrodes.
The performance of the filter design in Figure 1.4 is similar to that of Figure 1.5
except that when a really large transient occurs, the gas arrester will reach
the striking voltage, effectively short-circuiting all the lines and sending the
transient to ground.

1.3. ELECTROMAGNETIC INTERFERENCE

Most switching mode power supplies (SMPSs) are capable of providing a con-
siderable amount of conducted interference. The electromagnetic interference
(EMI) is caused by the fast rectangular switching action, which is required for
good efficiency.

1.3.1. Electromagnetic Interference Requirement

Most SMPSs are capable of providing a considerable amount of conducted
interference. The EMI is caused by the fast rectangular switching action, which
is necessary for good efficiency. Good design practices require the minimization
of the RFI transmitted into the power supply itself or the output lines (from
the power supply). Some of the RFI can also be radiated. Therefore federal
and international regulations limit the amount of either conducted or radiated
interference.

The power supply designer must study the regulations mandated by the
United States and the European Common Market (the FCC and IEC regula-
tions, respectively). Since June 1998, all medical devices have been required
to comply with the Medical Devices Directive. With respect to electromagnetic
compatibility (EMC), EN 60601-1-2: 93 is the standard. EN 60601-1-2 is iden-
tical to IEC 60601-1-2 and is the collateral standard to the IEC 60601-1, which
is the general safety standard for medical electrical equipment. IEC 60601-1-2,
the IEC 60601 standard was first published in April 1993 (Medical Electrical
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TABLE 1.2 The proposed interference tests for medical equipment

IEC 60601 (to be updated in mid 2001)

Emissions EN 55011 privilege class B (only for special units class A); EN 55014 for click noise

Immunity ESD (IEC 61000-4-2): 2 + 4 + 6 kV contact, 2 + 4 + 8 kV air.

Radiated Field (IEC 61000-4-3): 3 V/m, 80 to 2500 MHz, AM: 80%, 1 KHz or 2 Hz,
modulation frequency; 10 V/m from 80 to 2500 MHz for life-supporting systems.

Burst (IEC 61000-4-4): 2 kV, all kinds of power supplies; 1-kV input/output lines
>3 m; patient cables are excluded.

Surge (IEC 61000-4-5): 0.5- and 1-kV differential mode; 0.5, 1, and 2 kV
common mode.

Conducted RF Immunity (IEC 61000-4-6): 3 V, 80% AM, 0.15 to 80 MHz, 1-kHz
or 2-Hz modulation frequency; 10 V for life-supporting frequencies at the
ISM frequencies.

Magnetic Fields (IEC 61000-4-8): 50 to 60 Hz, 10 A/m; special units can have less.

ac Variations (IEC 61000-4-11): For systems with input power less than 1 kW,
voltage test levels 0, 40, and 70% duration (periods) 0.5, 5, 25; voltage
interruption 5 s.

Harmonics (IEC 61000-3-2/3/4/5): TBD.

Failure Criteria: Clinical utility is maintained; performance criteria and special tables
with information for the user must be included.

Equipment: Part 1: General Requirements for Safety; Part 2: Collateral Stan-
dard: Electromagnetic Compatibility — Requirements and Test). The collateral
standard EN 60601-1-2: 93 contains the emissions and immunity requirements.
The emissions tests are specified in EN 55011 Group I, II, Class A,B. The
immunity requirements are identified in EN61000-4-3 and EN 61000-4-5. The
tests described in EN 60601-1-2: 93 are well known to most medical device
manufacturers and are shown in Table 1.2.

Of the two types of interference, conducted interference is the most sig-
nificant since such conducted interference can be a major (if not the greatest)
contributor. Techniques to decrease conducted EMI will likewise decrease radi-
ated EMI. The two major aspects of conducted interference are differential
mode interference and common mode interference. Differential mode con-
ducted interference is the RF noise that exists between any two supply or output
lines. In the case of SMPSs, this would be the live and neutral ac supply lines or
the positive and negative lines in the dc supply lines. The interference voltage
is shown in Figure 1.6.

There are really several sources of both conducted and radiated interfer-
ence. An illustration of this is shown in Figure 1.7. The failure to screen the
switching devices (i.e., switching field-effect transistors [FETs]) and failure to
RF screen the transformer are principal causes of conducted common mode
interference. Common mode interference is also the most difficult to eliminate
using filters because of the limited decoupling capacitor size.
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FIGURE 1.6 Representation of differential and common mode noise.
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FIGURE 1.7 Sources of conducted and radiated interference.

In Figure 1.7, the differential noise is easily suppressed by the storage capac-
itors and the large decoupling capacitors C3 and C4, which are located across
the supply lines.

Common mode RF current is introduced into the local ground by insulation
leakage and parasitic capacitive coupling, as shown by Cp1 through Cp4 in
Figure 1.7. The return path of these noise currents will be near the input supply
lines through decoupling capacitors C1 and C2. These noise currents become
a constant current source to capacitors C1 and C2 because the source voltage
and source impedance are very high. The noise voltage across C1 and C2 is

Vnh = In× 1
jωC1(2)

where

Vnh = harmonic interference voltage
In = interference noise current at the harmonics frequency
ω = harmonic frequency.
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The voltage source Vnh will drive the noise current into series inductors
L1, L2, and L3 and into the output lines to return via the ground plane. This
external RF current causes EMI, and hence it is covered in EMI regulations for
the purpose of suppression and reduction of Rd current in the ground plane of
the source as the best method for EMC compliance. Once the common mode
current gets into the ground plane, it is very difficult to eliminate it and even
more difficult to predict the path it will take. All high-voltage ac components
should be isolated from the ground plane. Transformers should have faraday
cages, which should be returned to the input dc lines to divert capacitively
coupled common mode current to the supply lines. The RFI cages are used in
addition to the safety screen that must be returned to the ground plane for
safety reasons.

In Figure 1.7, inductor L1 is known as the common mode choke. It must
have a high common mode inductance and also carry the 60-Hz supply current.
To accomplish both tasks, a high-permeability core material should be used. It
is normal to wind L1 with two windings. The windings carry a long current at
twice the frequency, as the rectifier diodes conduct only at the peak of the input
voltage waveforms. The windings are built such that they provide maximum
inductance for common mode currents but cancel for series mode currents.
This phasing prevents the core from becoming saturated at 60 Hz. Common
mode noise shows up on both supply lines of L1 with respect to ground. The
large shunt capacitor C2 ensures that the noise amplitude is the same on both
lines where they connect to the inductor. The two windings will behave as one
since they will be in phase, hence providing one large common impedance.
To maintain a good high-frequency rejection, the self-resonance frequency of
the choke must be as high as possible. Therefore, the parasitic capacitance of
the coil must be kept as low as possible, which is the reason why single layer
windings are used on insulated high-permeability ferrite toroids.

The inductance provided by a common mode choke is given by

L = N2AL (1.1)

where AL is the inductance factor (in nanohenries) for a given ferrite toroid and
N is the number of turns for the choke. The numbers of turns N is given by

N =
√

Rcu

Ar
(1.2)

Here Rcu is the dc resistance of the copper wire used for winding and Ar is the
copper resistance factor for the chosen ferrite toroid. It was previously stated
that faraday cages may be needed to shield several components in SMPSs that
would decrease or eliminate parasitic capacitances. The easy way to eliminate
undesirable coupling is to place electrostatic screens between the components
and the heat sink. The screen, normally copper, must be insulated from both the
heat sink and the switching transistor or diode so that it capacitively couples the
ac current and returns to a single-point ground in the input circuit. Examples
of faraday cages are shown in Figure 1.8.
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Cp Cp Cp

Cp

FIGURE 1.8 Faraday cage protection of components.

1.4. INRUSH CURRENT CONTROL

In direct-off-line switch mode power supplies, the input power is directly fed
from the ac power lines without using the large 60-Hz isolation transformer
normally found in linear power supplies. In the switching mode power supply,
the input-to-output isolation is provided by a smaller high-frequency trans-
former. To provide a dc input to the converter, a rectification is first performed
using semiconductor power rectifiers and large electrolytic capacitors. The cor-
rect size of the rectifiers, diodes, input fuses, and filter is very important. To
size these components correctly, a full knowledge of the relevant applied stress
is required.

In direct-off-line switch mode supplies, it is common practice to use direct-
off-line semiconductor bridge rectification with a capacitive input filter to
produce a high-voltage dc supply for the converter section. When the line
input is switched directly to this type of rectifier capacitor arrangement, very
large inrush currents will flow. This is highly stressful to the components and
will cause interference when other equipment share a common supply line
impedance. The basic rectifier capacitor input filter and energy storage circuit
is shown in Figure 1.9. The effective series resistance Rs is made up of all the
various series components, including the source resistance, that appear between
the prime power source and reservoir capacitors C1 and C2. To further reduce
peak currents, additional series resistance may be added to provide a final
optimum effectiveness series resistance. The series resistor must be such that
it would withstand initial high-voltage and high-current stress. High-current
surge-rated resistors are best suited for this application, mostly wire wound
types.

A modified inrush circuit in combination with a powerful fast-acting start
system is shown in Figure 1.10. The transistor Q1 is a high-voltage transistor.
In this circuit, R1 and R2 are not only limiting current resistors but are used for
biasing transistor Q1 into a fully saturated region after the initial switch on of
the supply.
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FIGURE 1.10 Modified rectifier capacitor input filter.

1.5. SOFT START

Soft start is different from inrush limiting. Soft start acts on the converter
control circuit to give a progressively increasing pulse width. This progressive
start not only reduces the inrush current stress on the output capacitors and
converter components, but it also reduces the problem of transformer flux
doubling. It is normal for SMPSs to take the line input directly to the rectifier
and a large storage filter capacitor via a low-impedance noise filter. In order for
the input capacitor to fully charge during start-up, it is necessary to delay the
start-up of the power converter so that it will not draw current from the input
capacitors until they are fully charged. To address this principle, a start-up
delay and soft start procedure are usually provided by the control circuit. This
will delay the initial switch-on of the converter and allow the input capacitors to
fully charge. In Figure 1.11, we see the soft start circuit added to the transistor
start circuit.

However, even under this controlled turn-on condition, it is possible for the
output voltage to overshoot as a result of race conditions in the control circuit.
The overshoot can be considerably reduced by making the soft start action
slow. A circuit suitable for decreasing the overshoot is shown in Figure 1.12.
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1.6. OVERVOLTAGE PROTECTION

In case of fault conditions, most power supplies have the potential to deliver
higher output voltages than those normally required. To protect the equip-
ment under these conditions, it is common practice to provide some means of
overvoltage protection within the power supply.

In low-power applications, overvoltage protection may be provided by a
simple clamp action. In many cases, just a shunt Zener diode is all that is needed
to provide the required overvoltage protection (see Figure 1.13a). If a higher
current capability is required, a more powerful transistor shunt regulator can
be used (Figure 1.13b).

Another form of voltage limiting is shown in Figure 1.14. In the circuit,
an optocoupler is energized in the event of a voltage condition. A small-signal
SCR triggers on the primary circuit to switch off the primary converter.

1.7. UNDERVOLTAGE PROTECTION

In most power systems, a sudden rapid increase in load current results in dips in
power supply line voltages. This is caused by the rapid increase in current during
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FIGURE 1.13 Simple overvoltage protection circuits. (a) Shunt Zener diode, (b) shunt regulator.
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FIGURE 1.14 Voltage-limiting circuit with an optocoupler.

the transient demand and the limited response time of the power supply. Even
in cases when the transient performance of the power supply is excellent, the
voltage at the load can still dip when the load is located at large distances and the
inductance and resistances of the lines become significant. If the load variations
are relatively small, it is sufficient to provide a low-impedance capacitor at the
load or of the supply lines to “hold up” the voltage during transient loading.
If the loads are large and hence load variations are also large, large shunt
capacitors are required.

The undervoltage protection circuit should be located as close to the load
as possible, as shown in Figure 1.15.

An example of an undervoltage circuit is shown in Figure 1.16. When Q1,
which acts as a switch, opens capacitors C1 and C2 are charge in parallel from
the supply lines in parallel via resistors R1 and R2. These capacitors will charge
to the supply voltage Vs. In the figure, the circuit in its charged state is connected
to a linear regulator circuit at the input. If during an undervoltage condition Q1

closes and conducts, capacitors C1 and C2 are connected in series and provide
a voltage of 2Vs at the terminals. Because the voltage at the input of the linear
regulator now exceeds the required output voltage V , Q1 can operate as a linear
regulator, supplying the needed transient current and maintaining the output
voltage across the load nearly constant. This will continue until C1 and C2 have
discharged to half their initial voltage.
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1.8. OVERLOAD PROTECTION

Most power supplies must provide full overload protection. This includes short
circuit protection and current limits on all outputs. The purpose of overload
protection is to protect both the power supply and the load. Loads are usually
protected by specifying a requirement that the load current should not be greater
than 20% of the specified current rating for the load.

A very effective method for overload protection is based on foldback output
current limiting. Not only the output voltage of the power supply but also the
output current is decreased as the load resistance moves to zero as the result of
a fault.

In a purely resistive load, the load line will be a straight line, as shown in
Figure 1.17a. As a resistive load changes, the straight line will swing clockwise
around the origin to become horizontal for a short circuit (zero resistance).
It can be observed that a straight resistive load line can cross the foldback
characteristic of the power supply at only one point (e.g., P1 in Figure 1.17a).
When the maximum limiting current Imax has been reached at P2, any further
increase of the load (i.e., reduction of load resistance) results in a reduction in
both output voltage and current.

In nonlinear loads, however, instability (or “lockout”) can occur and a
smooth shutdown will not occur unless the power supply is brought out of
lockout mode. Nonlinear loads are found in most semiconductor circuits. This
nonlinear behavior can be observed in Figure 1.17b.
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FIGURE 1.17 Load current for linear and nonlinear loads. (a) Current overload shutdown
characteristic, (b) overload for linear and nonlinear load lines.

In nonlinear behavior, the load line crosses the power supply foldback
current at three points. Points P1 and P2 are both stable operating points
of the power supply. When the supply load ensemble is first turned on, the
output voltage is only partially established to point P2, and lockout occurs.
This happens because the slope resistance of the load line at point P2 is less
than the slope of the power supply foldback characteristic at the same point.
Since P2 is a stable point, lockout is maintained and the power supply is never
turned on.

1.9. SNUBBER CIRCUITS

Snubber circuits are usually a dissipative combination of a resistor–capacitor–
diode network and are filled across high-voltage switching transistors to reduce
the switching stress and EMI problems during the on–off functions of the
switching transistor. In bipolar transistors, the snubber circuit is required to
give the load line shaping and to ensure that secondary breakdown, reverse
bias, and safe operating limits are not exceeded. In off-line flyback converters,
this is important since the flyback voltage can exceed 800 V.
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Figure 1.18 shows a single-ended flyback converter. The snubber circuit,
composed of components D1, C1, and R1, is placed across the collector to the
emitter of Q1. In Figure 1.18, we also see the voltage and current waveforms
from this circuit. One of the main functions of the snubber circuit is to provide
an alternative path for the inductive current Ip as Q turns off. It is then possible
to turn off Q1 without a significant rise in its collector voltage during the turn-
off. Without the snubber circuit, the voltage on Q1 would be very large, defined
by V = L(dI/dt). Since the snubber reduces the rate of change of the collector
voltage during the turnoff edge, it reduces RFI problems.

In this example, C1 is chosen such that the voltage on the collector Vce is
70% of the Vceo rating of Q1 when the collector current has dropped to zero
at time t2. During the collector current fall time (t1 to t2), the current in C1(Is)

will be increasing linearly from zero to Ip. The near current over the period will
be Ip/2. The value of the optimum snubber capacitor C1 can be determined
from

dVc

dt
= 1

2
Ip

C1
(1.3)
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Hence, if the collector voltage is to be more than 70% of Vceo when the collector
current reaches zero at time t2, then

C1 = Ip[t2 − t1]
2(70%Vceo)

(1.4)

where Ip is the maximum primary current (in amps); [t2−t1] is given in microsec-
onds; the term Vceo is the Vceo rating for that transistor (in volts); and C1 is
the snubber capacitance in microfarads. The power dissipated by the transistor
Q1 during the turnoff period t2 − t1 is given by

PQ1(off) = 1
2 C1(70%Vceo)

2 f in mW (1.5)

where

C1 = the snubber capacitance in microfarads
f = frequency in kilohertz
Vceo = Vce rating of the transistor (70% Vce is the chosen maximum

voltage at Ic = 0)

The snubber resistor value is given by

R1 = 1
2

toff(min)

C1
(1.6)

In the process of measuring the turnoff current, the designer should consider the
effects of the Miller current that will flow into the collector capacitance during
turnoff. It results in an apparent collector current conduction, even when Q1
is turned off. The magnitude depends on the rate of change of collector voltage
dVc/dt and the collector to base depletion capacitance. If there is a sizable
heatsink for Q1, there may be considerable capacitance between the collector
of Q1 and common heat sink, providing an additional path for the collector
current. Maximum collector dVc/dt values are sometimes given in the data
sheets of switching transistors (BJTs or FETs), and this can be satisfied by a
suitable selection of C1 in the snubber circuit.

1.10. OUTPUT FILTERING

High-frequency radiated and conducted ripple noise must be controlled.
Faraday screens can be used in transformers and between high-frequency, high-
voltage components and the ground plane. To reduce conducted noise at the
output, filtering may well also be required.

Normally, to provide a steady dc output with very little ripple noise, LC
low-pass filtering is used. In forward converters, these types of filters carry out
two main functions. The first is to serve as energy storage to maintain a steady
dc output voltage throughout the power-switching cycle. The second objective
is to reduce high-frequency conducted series and common mode output interfer-
ence. However, to maintain a nearly constant dc output voltage, the current in
the output capacitor must also be nearly constant; hence a considerable induc-
tance is required in the output inductor. The inductor, which is relatively large,
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can have parasitic capacitance, giving a relatively low self-resonance frequency.
These inductors will have a low impedance at frequencies above self-resonance
and will not give good attenuation of the higher-frequency components of the
conducted interference. Likewise, the output capacitor will have parasitic resis-
tance and inductance, causing the output capacitor high-frequency attenuation
to be very poor. These parasitic effects can be seen in Figure 1.19.

A more cost-effective wideband filter can be obtained by using a second
stage; much smaller inductance and capacitance values are required in the sec-
ond stage. In Figure 1.20, the first capacitor C1 is selected to be quite large. The
first inductor L1 is designed to carry the maximum load current with minimum
load and without saturation. Suitable core materials such as permalloy or iron-
dust toroids should be used. The second inductor L2 must have the maximum
impedance at high frequency, and requires a low interwinding capacitance.
This provides a high self-resonant frequency. Also L2 can be built from a small
ferrite bobbin, and small iron-dust toroids. Normal ferrite material can be used
for a ferrite rod inductor, and large air gaps prevent dc saturation. The second
capacitor is also much smaller than C1. It is chosen for low impedance at high
frequencies. Capacitor C2 consists of a small electrolytic capacitor shunted by
a low-inductance ceramic capacitor. Since L1 and L2 conduct large dc currents,
the term “choke” has been widely used in the past.

The filter just described will not be effective for common mode noise. The
common mode noise voltages appear between the output lines and the ground
plane. The common mode noise is caused by parasitic inductive and capacitive
coupling between the power circuits and the ground plane. The best approach



POWER FAILURE WARNING 21

ZL

L1(a)

C2

C4

C3

L1(b)

FIGURE 1.21 Filter for common mode noise.

for minimizing common mode noise is to provide the best layout possible for the
power supply. Further reduction of the common mode noise can be obtained by
splitting inductors L1 and L2 into two parts to form a balance filter, as shown
in Figure 1.21. Additional capacitances C3 and C4 are required between each
output line and the ground plane to provide a return path for the common
mode noise current.

1.11. POWER FAILURE WARNING

Protecting medical devices from the consequences of a power failure by the
use of power failure warning circuits is an important consideration. Warning
concerning an imminent power failure is necessary to provide sufficient time for
an organized system shutdown. One of the most normal processes in a power
failure is first a fall in the inline voltage to a value below the normal minimum, a
process called partial brownout. The brownout condition can eventually cause
a permanent failure. An example of a power failure detection circuit is shown
in Figure 1.22.

A small portion of the dc voltage on the power converter capacitors C1
and C2 is compared with a reference voltage by the comparator of A1. If this
voltage falls to a value at which the power supply would provide the prescribed
hold time, then the output of amplifier A1 goes to a high output, the optical
coupler is excited, and a failure warning is generated. This requires that the
power supply provides sufficient holdup time from a minimum defined input
voltage to ensure that the specified warning period is satisfied before the output
voltage fails. The selected warning voltage must be lower than the minimum
dc voltage normally found on C1 and C2 under fully loaded, minimum-line-
input voltage conditions. To provide the needed holdup time in a fully loaded
condition, from this lower capacitor voltage, the dc–dc converter will give
full output for a supply voltage that is even lower than normal; hence larger
capacitors are required and larger current rated input components are required.
This makes the power supply larger and more expensive.

It is possible to detect the imminent failure of the line before it has fully
developed by observing the rectified line input. The circuit can respond to the
reduction in the dv/dt, which occurs at the beginning of a half-cycle of operation
if the peak voltage is going to be low. Therefore, the power supply is able to
give an earlier warning of impending low-voltage conditions. If the dv/dt is
low as the supply passes through zero, failure is assumed, and a warning signal
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FIGURE 1.22 Power failure detection circuit.

is generated before the half-cycle is complete. This can provide a few more
milliseconds of warning. The scenario is shown in Figure 1.23.

1.12. FLIGHTBACK SWITCH MODE POWER SUPPLIES

In flightback converters, secondary regulators are often of linear dissipative
types; however, switching regulators can be used to obtain a higher efficiency.
The closed loop of the main output can minimize the dissipation. The closed-
loop control regulation can also be shared among several outputs. The main
attraction of flightback converters is their simplicity and low cost.

There are basically two modes of operation that are clearly identifiable in
flightback converters: (1) the complete energy transfer in which all the energy
that was stored in the transformer during an energy storage period is trans-
ferred, and (2) the incomplete energy transfer in which a part of the energy
stored in the transformer during the “on” period remains in the transformer at
the beginning of the next “on” period. A flyback power rectifier converter is
shown in Figure 1.24.

When the transistor Q1 is turned on, the start of the winding in the trans-
former T1 goes positive. The output rectifier diode D1 will go to reversed bias
and will not conduct. There will be no current in the secondary S1 while Q1
conducts. In the energy storage phase, only the primary winding is active, and
the transformer in the primary behaves as a series inductor. The current through
the primary increases at the rate

dIP

dt
= Vcc

Lp
(1.7)

where Vcc is the supply voltage and Lp is the primary inductance. The flux
density of the transformer increases from B1 to B2, as shown in Figure 1.25.

When Q1 turns off, the primary current drops to zero. The transformer
cannot change without a change in the flux density ΔB. The change in flux
density goes negative and the voltage will reverse on all windings (flies back).
The secondary rectifier diode D1 will conduct, and the magnetizing current will
now transfer to the secondary. It will continue to flow in the secondary winding.
The secondary current flows in the same direction in the secondary winding as
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the original current flowed in the primary winding, but the magnitude is defined
by the turns ratio.

In a steady state condition, the induced electromagnetic force (emf) (flyback
voltage) must have a value in excess of the voltage in C1 before diode D1 can
conduct. The secondary current is given by IS = nIp (n is the transformer turn
ratio). The secondary current decays at a rate specified by the secondary voltage
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VS1 and the secondary inductance LS1.

dIS1

dt
= VS1

LS1
(1.8)

where VS1 is the secondary voltage of the auxiliary circuit.

1.13. HALF-BRIDGE FLYBACK CONVERTER

The half-bridge converter is also known as the two-transistor FET converter.
This type of circuit is shown in Figure 1.26. The high-voltage dc line is switched
to the primary of the transformer by two power FET transistors FET1 and
FET2. These switches are driven by the control circuit such that both FETs are
either on or off. The flyback action takes place during the off state. A small
drive transformer is used to provide simultaneous drive signals to the two FET
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FIGURE 1.26 Half-bridge flyback converter.

switches. The cross-connected diodes D5 and D6 return excess flyback current
to the supply lines and provide voltage clamping of FET1 and FET2 at a value
of only one diode drop above and below the supply line voltage.

The energy recovery action of diodes D1 and D2 eliminates the need for
an energy recovery winding or large snubber elements. The voltage and current
waveforms are shown in Figure 1.27.

When FET1 and FET2 are on, the supply voltage will be applied across
the transformer primary Lp. The starts of all windings will go positive and
the output rectifier diode D7 will be reverse biased and on–off. This means
that secondary current will not flow during the “on” period and the secondary
leakage inductance can be neglected. During the “on” period, current increases
linearly in the transformer primary defined by the equation

dIP

dt
= Vcc

Lp
(1.9)

The energy E = 1
2 Lp I2

p is stored in the coupled magnetic field of the trans-
former. At the end of the “on” period, transistors FET1 and FET2 will turn off
simultaneously and the primary supply current in the FET will fall to zero. The
magnetic field strength cannot change without a corresponding change in the
flux density, and by flyback action, all voltage on the transformer will reverse.
Diodes D6 and D5 are brought into conduction, clamping the primary flyback
voltage to the supply voltage. Because the polarity is reversed on all windings,
the secondary voltage Vs will also bring the output rectifier diode D7 into con-
duction. The current is increased in the secondary winding. When the secondary
current reaches a value of n× Ip, where n is the turns ratio, the energy recovery
clamp diodes D1 and D2 cease conduction and the primary voltage Vp falls
back to the reflected secondary voltage. The voltage across the primary will
be the voltage across C3. The clamped flyback voltage is less than the supply
voltage Vc; otherwise the flyback energy will be returned to the supply voltage.
In a normal process and in a complete energy transfer, the remaining energy
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stored in the transformer magnetic field is transformed to the output capacitor
and the load while FET1 and FET2 are in the “off” period. A new power cycle
is initiated after the off period.

1.14. FORWARD CONVERTER

A singled-ended forward converter is shown in Figure 1.28, where the output
inductor Ls carries a large dc current component. In the forward converter, the
secondary windings S1 are phased such that the energy will be transferred to the
output circuit when the transistor power is “on.” The power transformer T1
operates as a true transformer with a low output resistance, and the inductance
Ls is required to limit the current flow in the output rectifier D1, the output
capacitor (out and the load).

When the transistor Q1 turns on, the supply voltage Vs is applied to the
primary winding P1. A secondary voltage Vs is developed and applied to the
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rectifier D1 and inductance Ls. The voltage across Ls is about Vs − Vout. The
current in Ls is increasing linearly and is defined by the equation

dI
dt

= Vs − Vout

Ls
(1.10)

At the end of the “on” period, Q1 will turn off and the secondary voltages
will reverse by the normal flyback action of T1. Current T2 continues to flow
in the forward current under the effects of the inductance Ls, and diode D2
conducts. The voltage across the inductance Ls is reversed with a value equal
to the output voltage (if we neglect diode voltage drops). The current in Ls

decreases as defined by the equation

−dI
dt

= Vout

Ls
(1.11)

The voltage applied to Ls in the forward and reverse directions must be equal
for steady state conditions; therefore, when the on and off periods are equal,
the output voltage will be Vs/2. The inductor current is the required output Idc.
When the ratio of the “on” time to the “off” time decreases from the 50% duty
factor, the output voltage will fall until forward and reverse voltage equality is
obtained. The output is defined by the following equation

Vout = Vs × ton

ton + toff
(1.12)

where Vs is the secondary voltage (in volts), ton is the time that Q1 is conducting
in microseconds, and toff is the time that Q1 is “off” in microseconds. The ratio
ton/(ton + toff) is called the duty ratio.

There are several advantages of the forward converter when compared to
the flyback converter.

1. The copper losses in the forward converter transformer are somewhat
lower because the peak currents in primary and secondary will tend to
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be lower than in the flyback case (the inductance is higher). This results
in a smaller temperature increase in the transformer.

2. The reduction in secondary ripple current is sustained. The action of
the output inductor and flywheel diode maintains a constant current
in the output load. Because the energy stored in the output inductor is
available to the load, the output capacitor can be made small with its
main function being to reduce output ripple voltages. The ripple current
rating for this capacitor is much lower than that required by the flyback
case.

3. Output ripple voltages are lower.

The main disadvantages of the forward converter are as follows:

1. Higher cost is incurred due to the extra output inductor and flywheel
diode.

2. In light load situations, when Ls reverts to the discontinuous mode,
excessive output voltage will be produced unless minimum loads are
specified.

In Figure 1.29 we observe a typical multiple-output forward converter sec-
ondary in which all outputs share a common return line. The negative output
is developed by reversing D5 and D6. We also notice that the phasing of the
secondary is such that D3 and D5 conduct at the same time during the “on”
period of Q1.

1.15. HIGH-VOLTAGE DEFIBRILLATORS

Devices such as pacemakers and defibrillators are miniature processors that
use sensitive low-voltage, low-power, application-specific integrated circuits
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(ASICs) to monitor, regulate, and control the delivery of electrical pulses to
the heart. Implantable cardiovascular defibrillators (ICDs) have been in use for
several years. When such devices detect a life-threatening cardiac fibrillation,
the ICD applies a high-voltage pulse between two electrodes connected to the
heart. The pulse can be as high as 800 V, with the resulting current reaching
tens of amperes (during a few milliseconds). The high voltage is generated and
stored on a large capacitor through the usage of a charge pump. Normally,
the shock is delivered to the heart via a two-phase pulse. Figure 1.30 shows
a principal block diagram of a two-phase defibrillator system that features a
typical high-voltage bridge required to generate the biphasic pulse.

The specific application shown in Figure 1.30 contains two identical
bridges, each having two switches: one switch connected to ground and the
other to the high voltage. Insulated-gate bipolar transistors (IGBTs) are used as
the switch elements. These transistors offer the minimum on-resistance (Ron)
relative to the silicon area. The high side of these transistors requires a gate
voltage that is from 10 to 15 V higher than the voltage to be switched. A trans-
former is used for level shifting between the high-voltage controller and the
switch. Figure 1.31 shows a block diagram of the components needed for one
of the bridges. The use of a transformer can cause some problems because such
transformers are bulky and difficult to manufacture.

To overcome the limitations of transformers, a design such as shown in
Figure 1.32 can be contemplated. With a low-voltage interface, the bridge
can be controlled directly using a complementary metal-oxide semiconductor
(CMOS) level controller IC with complete integration of all the necessary com-
ponents for the bridge. Some of the main features include a small form factor
using a ball-grid array (BGA) multichip module package (MCM). The BGA
approach allows for the complete circuits to be packaged at a considerable size
reduction. To obtain the smallest possible form factor and quiescent current, the
bridge design calls for high-side level shifting and charge transfer via capacitive
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coupling achieved by integrated circuits IC1 and IC2 in Figure 1.32. Low-
gate-charge IGBTs enable the use of lower capacitance on the isolation–charge
transfer capacitor.
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2
FUNDAMENTALS OF MAGNETIC
RESONANCE IMAGING

2.1. EARLY HISTORY OF NUCLEAR MAGNETIC RESONANCE

The root of nuclear magnetic resonance (NMR), or as it sometimes is called,
magnetic resonance imaging (MRI), goes back to World War II. In 1938 I.
Rabi perfected a beam-splitting technique and successfully achieved nuclear
magnetic resonance—a term that Rabi coined. The NMR experiments made
use of the spin-state–dependent force that inhomogeneous magnetic fields exert
on an atomic beam of silver atoms directed perpendicular to the gradient fields.
For spin- 1

2 nuclei, the atomic beam splits, but it reconverges when the polarity
of the gradient field reverses. Rabi showed that irradiating the spins at the
transition frequency, which interchanges the m = ± 1

2 states, eliminated the
convergence.

The first detection of NMR in bulk matter was achieved in the mid-1940s
by research groups led by Edward M. Purcell at Harvard University and Felix
Bloch of Stanford University. Purcell used a resonant cavity to study the absorp-
tion of radio-frequency energy in paraffin: at resonance, the cavity output was
found to be slightly reduced. By contrast, Bloch and his colleagues used what
they called “nuclear induction.” Bloch described the experiment as measur-
ing an electromotive force resulting from the forced precession of the nuclear
magnetization in the applied RF field.

When matter is placed in a magnetic field, the nuclear magnetic moments
orient parallel to the field, leading to a paramagnetic polarization in the direc-
tion of the magnetic field—the z direction. If an oscillating magnetic field
is applied in the x or y direction, the polarization vector is deflected from

33
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the z direction once the field approaches the resonance value. The resonance
condition is given by

|γ|B = ω

where B is the amplitude of the applied static magnetic field, ω is the nuclear
precession frequency, and γ is the gyromagnetic ratio, which is a constant for
a given isotope. In NMR, this rotation of the magnetic polarization vector of
the nuclei in a plane perpendicular to the z axis induces an emf in a detector
coil; this is the NMR signal.

Nuclear magnetic relaxation—that is, the return of the spin system to equi-
librium is of great significance to imaging and was conceptualized by these early
investigators. By repeatedly passing the spin system through the resonance con-
dition (by varying the amplitude of the polarizing magnetic field) and observing
the reappearance of a signal, Bloch found that for protons (that is, the hydrogen
nuclei) in liquids the time constant T1 for the return of the longitudinal magne-
tization was of the order of seconds. Further, he concluded from the sharpness
of the resonance that the spins’ phase memory time—the transverse relaxation
time T2—is of the order of hundreds of milliseconds in fluid (and, as shown
later, only slightly shorter in biological tissues). It is clearly thanks to Mother
Nature’s good graces, or God, that NMR in human subjects is possible at all.
If it took, instead of seconds, hours for the spin to repolarize, the technique
would be impractical.

The commonly used detection method during the first two decades of NMR
work exploited the principles of continuous wave excitation, where the field
is swept while the sample is irradiated with RF energy of constant frequency.
An alternative scheme, which is still in use, consists of pulsed RF excitation
followed by the detection of the resultant preprecession signal. Hence, rather
than being simultaneous, in this scheme excitation and detection are performed
sequentially.

A major milestone was the discovery of the chemical shift by Warren
Proctor, F. C. Yu, and W. C. Dickinson. They found that in ammonium nitrate,
two nitrogen-14 resonances could be observed, which they ascribe to the dif-
ferent chemical environments to which the nitrogen nucleus is exposed in the
nitrate and ammonium ions. Similar findings were later made by others for
nuclei such as fluorine, phosphorous, and hydrogen. These observations consti-
tute the basis of modern NMR spectroscopy. A few years later, as the magnetic
homogeneity that determines the frequency resolution achievable in NMR was
improved further, another type of fine structure was discovered. This structure,
which is due to spin–spin coupling, is fundamental to modern high-resolution
spectroscopy, and together with the chemical shift provides the basic ingre-
dients for molecular structure determination. Today, NMR is the preeminent
method for determining the structures of biomolecules with molecular masses
up to 100,000 daltons.

The development of pulse Fourier transform by Richard Ernst and Weston
Anderson was of great importance for NMR. This alternative mode of sig-
nal creation, detection, and processing led to an unprecedented enhancement
in per-unit-time detection sensitivity compared with continuous wave excita-
tion techniques. If N channels are used simultaneously in an experiment, then,
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provided the dominant source of noise is not the excitation, the sensitivity
increases by a factor of N1/2. Ernst and Anderson demonstrated that one can
affect broadband excitation by exciting the nuclear spins with short RF pulses
of a single carrier frequency.

A new breakthrough was added to NMR technology in 1973 when Paul
Lauterbur at the State University of New York at Stony Brook first proposed
generating spatial maps of spin distributions by what he called “NMR zeug-
matography.” The key to this method was the idea of superimposing magnetic
field gradients onto the main magnetic field to make the resonance frequency
a function of the spatial origin of the signal. In the presence of a magnetic
field gradient the frequency domain signal is the equivalent of a projection of
the object onto the gradient axis. By rotating the gradient in small angular
increments, one obtains a series of projections from which an image can be
reconstructed using back projection techniques.

In and around 1980 whole body experimental NMR scanners were in
operation, and by 1981 clinicians began to explore the clinical potential of
magnetic resonance imaging. NMR has several advantages over x-ray comput-
erized tomography (CT). First, it was noninvasive—that is, it did not require
ionizing radiation or the injection of contrast material. Second, it provided
intrinsic contrast far superior to that of x-ray CT. Some of this early work
showed that magnetic resonance imaging was uniquely sensitive to diseases of
the white matter of the brain, such as multiple sclerosis. Further, the contrast
could be controlled to a significant extent by the nature and timing relationships
of the radio-frequency pulses. Third, MRI was truly multiplanar and even three
dimensional—that is, it could provide images in other than the traditional trans-
verse plane without the subject having to be repositioned. This property turned
out to be of great value over x-ray CT for the study of the brain and other organs.

In 1975 Ernst introduced a new class of NMR experiments now known
as two-dimensional NMR, and should be regarded as the parent of modern
NMR techniques. One can understand the principle by reference to Figure 2.1.
Suppose the spins in a point object of spin density ρ(x, y) are excited by an RF
pulse in the presence of a magnetic field gradient of magnitude Gy, which we
call a phase-encoding gradient. These spins will resonate at a relative frequency
ω = γB(y), where B(y) = GyY. If the gradient is active for a period ty, the phase
at the end of the gradient period is φy = γGyyty. Let us then step the time ty in
equal increments, as applied by Figure 2.1b. We readily notice that the phase
at the end of the gradient period varies cyclically with time. At time t = ty,
the gradient Gy is turned off and an orthogonal gradient Gx is applied for a
duration tx, during which the free-induction decay signal is collected. During the
detection period the spins precess at a frequency ωx = γGxx. One thus encodes
spatial information into both the phase and the frequency of the NMR signal,
whose magnitude is proportional to ρ(x, y). Of course, in the case of imaging
a real object, the signal has a multitude of frequency and phase components.

An obvious drawback of stepping the duration of the gradient Gy is the
decrease in signal amplitude due to the irreversible decay (with relaxation time
T2) of the transverse magnetization. Because the phase shift imparted to the
signal by the gradient Gy is a function of the gradient’s duration as well as its
amplitude, one can achieve the same effect by stepping the amplitude of the
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FIGURE 2.1 Fourier zeugmatography principle.

gradient while keeping its duration constant. This important modification of
the technique gave rise to what is called spin-warp imaging. The term refers
to the “warping” of the phase caused by the gradient. Raising the amplitude
of the first gradient incrementally during each excitation and read cycle yields
an N1 × N2 array of raw data, from which one can reconstruct an image
by double Fourier transformation of the signal. The resulting digital image
consists of N1 × N2 picture elements, or pixels, whose values are proportional
to the amplitudes of the detected transverse magnetizations. The process of
incrementally increasing a gradient in amplitude to encode spatial information
into phases of processing spins is called phase encoding.

The basis of the signal and contrast in NMR is the transient nature of the
signal. Spins, following excitation, return to their equilibrium state with char-
acteristic time constants, the spin relaxation times T1 and T2, which for water
in biological tissues are of the order of hundreds of milliseconds or even sec-
onds. This process can be described by the phenomenological Block equations,
which predict the evolution of the spin system in terms of the longitudinal and
transverse components of the complex spin magnetization.
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Consider a typical imaging experiment in which radio-frequency pulses are
applied repeatedly at time intervals τ < T1 for the purpose of spatial encod-
ing. Then the magnetization available for detection is attenuated by a factor
1 − e−τ/T1 . This, in itself, would not be a sufficient mechanism for modulating
the image signal were it not for the large range of relaxation times found for the
water protons in mammalian tissues—from about 100 ms to several seconds.

Though the process of tissue water relaxation is not completely understood,
its rate is related to the extent of binding of water to the surface of biological
macromolecules. Increased binding slows molecular motion. The more closely
the reorientation motion of the magnetic dipoles matches the Larmor frequency,
the greater the transition probabilities between the nuclear energy levels, and
thus the greater the relaxation rates. A case in point is the brain, the majority
of which consists of gray and white matter adjacent to fluid-filled cavities, the
ventricles. Because water is more tightly bound in white matter than in gray
matter, the water molecules in white matter reorient more slowly than those in
gray matter, thus more closely matching the Larmor frequency; hence T1wm
(wm is for white matter) is less than T1gm (gm is for gray matter). By contrast,
spinal fluid, which from the point of view of molecular motion closely parallels
neat water, has much faster molecular motion, and thus T1sf is much greater
than both T1wm and T1gm.

The equilibrium magnetization is proportional to the proton concentration
in the tissues, hence the different plateau values. For short pulse-recycle times
(τ � T1) the signal amplitudes follow the reciprocal of t1, whereas at long
recycle times (τ � T1) they are governed by their equilibrium magnetization—
that is, they follow the proton concentrations. Contrast in MRI is therefore
a continuum, and unlike in x-ray imaging, there is no universal gray scale.
Further, it was recognized early on that in most diseased tissues, such as tumors,
the relaxation times are prolonged. This difference provides the basis for image
contrast between normal and pathological tissues.

2.2. GENERAL REVIEW OF MRI

Protons (hydrogen nuclei) precess when placed in a magnetic field. This phe-
nomenon is the basis for nuclear magnetic resonance. Nuclear precession occurs
with a frequency directly proportional to the strength of the magnetic field, with
a proportionality constant called the gyromagnetic ratio, of about 42.6 MHz
per tesla. Typical frequencies range from 300 to 800 MHz (see Figure 2.2).

The precessional axis lies along the direction of the magnetic field. If an
oscillating magnetic field at the precessional frequency is applied perpendicular
to the static field, the protons will now precess about the axis of the oscillating
field, as well as that of the static field. The condition is known as nutation. The
oscillating field is generated by a tuned RF resonator, or RF coil, which usually
surrounds the sample. The magnetic field of the precessing protons induces, in
turn, an oscillating voltage in the RF coil, which is detected when the RF field
is gated off. This voltage is then amplified and demodulated to baseband, as
in a normal superheterodyne receiver, and digitized using an analog-to-digital
converter (see Figure 2.3).
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Little information of practical use would attach to the demodulated signal
if all the protons exhibit identical precessional frequencies. In fact, very minor
perturbations arise in the proton precessional frequency that reflect the molec-
ular environment of the protons. In an ethanol molecule (CH3CH2OH), for
example, the protons in the CH3 group precess at a slightly different frequency
from those in the CH2 group or the OH group. Spectroscopy can determine
structural information from the Fourier spectrum of the received signal.

To factor out the signal’s dependence on the static magnetic field, NMR
measurements are often given in a unitless quantity called chemical shift, which
is typically measured in parts per million. It is the difference between the pre-
cession frequency of protons that are part of a particular molecular group and
that of protons in a reference compound, that makes NMR possible to be
measured. This application of magnetic resonance is generally referred to as
high-resolution NMR spectroscopy, and is widely used in the pharmaceutical
and chemical industries.

NMR imaging, better known as magnetic resonance imaging, is one of the
most important imaging technologies found in most modern hospitals. In MRI,
it is the protons in the water molecules of a patient’s tissue that are the source
of the signal. The spatial information needed to form images from magnetic
resonance is obtained by placing magnetic field gradient coils on the inside
of the magnet. These coils, constructed from copper wire, create additional
magnetic fields that vary in strength as a linear function of distance along the
three spatial axes (Figure 2.4). This means that the resonant frequencies of the
water protons within the patient’s body are now spatially encoded.

X
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FIGURE 2.4 RF and gradient coils construction.
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The chief use of clinical MRI is for imaging the brain and spine. However,
the recent development of rapid imaging methods has extended its application
to the chest and abdomen where motion previously caused blurring of the
image. The contrast in MRI images arises from differences in the number of
protons in a given volume and in their relaxation times (the time taken for
the magnetization of a sample to return to equilibrium after the RF pulse is
turned off), which are related to the molecular environment of the protons
(see Figure 2.5). Following excitation, each proton within the excited volume
precesses at the same frequency. During detection of the echo, a gradient B0

is applied causing a variation in the frequencies for the protons generating the
echo signal. The frequency of precession ωi for each proton depends upon its
position. Frequencies measured from the echo are mapped to the corresponding
position.

Brain scans are carried out to detect tumors, infarcts, aneurysms, or other
pathological conditions. These are normally easy to detect since both the proton
densities and relaxation times are markedly different from those of healthy
tissue.

2.3. A MORE DETAILED OVERVIEW OF MRI

In clinical practice, magnetic resonance imaging has been a great tool in the
medical community. Over the years, MRI has assisted physicians in diagnosis,
treatment, and presurgical treatments. The main advantage of MRI when com-
pared with other imaging tools (e.g., x-ray computed tomography or CT scan)
is that it does not require exposure of the human body to ionizing radiation;
therefore it is very safe. The MRI signals are also very sensitive to different
parts of tissues.



A MORE DETAILED OVERVIEW OF MRI 41

2.3.1. The Physics of Spin

Spin is a fundamental property of nature like electrical charge or mass. Spin
comes in multiples of 1

2 and can be + or −. Protons, electrons, and neutrons
all possess spin. Individual unpaired electrons, protons, and neutrons each
possesses a spin of 1

2 . In the deuterium atom (2H), with one unpaired electron,
one unpaired proton, and one unpaired neutron, the total electronic spin = 1

2
and the total nuclear spin is equal to 1. Two or more particles with spins having
opposite signs can pair up to eliminate the observable manifestations of spin.
An example is helium. In nuclear magnetic resonance, it is unpaired nuclear
spins that are of importance.

Spin Properties

When placed in a magnetic field of strength B0, a particle with a net spin can
absorb a photon of frequency υ. The frequency depends on the gyromagnetic
ratio γ of the particle.

υ = γB0 (2.1)

For hydrogen, γ = 42.58 MHz/T.
Almost every element in the periodic table has an isotope with a nonzero

nuclear spin. NMR can be performed only on isotopes whose natural abun-
dance is high enough to be detected. However, some of the nuclei that are of
interest in MRI are listed in Table 2.1.

To understand how particles with spin behave in a magnetic field, consider
a proton. This proton has the property called spin. Think of the spin of this
proton as a magnetic moment vector, causing the proton to behave like a tiny
magnet with north and south poles. When the proton is placed in an external
magnetic field, the spin vector of the particle aligns itself with the external field,
just like a magnet would. There is a low-energy configuration of state where
the poles are aligned N-S-N-S and a high-energy state N-N-S-S.

Transitions

A particle can undergo a transition between the energy states by the absorption
of a photon. A particle in the lower energy state absorbs a photon and ends up

TABLE 2.1 Net spin of several nuclei of interest for MRI

Nuclei Unpaired protons Unpaired neutrons Net spin γ (MHz/T)

1H 1 0 1
2 42.58

2H 1 1 1 6.54
3P 0 1 1

2 17.25
23Na 2 1 3

2 11.27
14N 1 1 1 3.08
13C 0 1 1

2 10.71
19F 0 1 1

2 40.08
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in the upper energy state. The energy of this photon must exactly match the
energy difference between the two states. The energy E of a photon is related
to its frequency υ by Planck’s constant

(
h = 6.62 × 10−34 J s

)
.

E = hυ (2.2)

In NMR and MRI, the quantity υ is called the resonance frequency and the
Larmor frequency, respectively.

The energy of the two spin states can be represented by an energy level
diagram. We have seen that υ = γB0 and E = hυ; therefore the energy of the
photon needed to cause a transition between the two spin states is

E = hγB0 (2.3)

When the energy of the photon matches the energy difference between the
two spin states an absorption of energy occurs. In the NMR, the frequency of
the photon is in the radio-frequency (RF) range. In NMR spectroscopy, υ is
between 60 and 800 MHz for hydrogen nuclei. In clinical MRI, υ is typically
between 15 and 80 MHz for hydrogen imaging.

When a group of spins is placed in a magnetic field, each spin aligns in one
of the two possible orientations. At room temperature, the number of spins in
a lower energy level, N+, slightly outnumbers the number in the upper level,
N−. Boltzmann statistics tells us that

N−

N+ = e−E/kT (2.4)

where E is the energy difference between the spin states; k is Boltzmann’s con-
stant, 1.3805×10−23 J/K; and T is the temperature in kelvin. As the temperature
decreases, so does the ratio N−/N+. As the temperature increases, the ratio
approaches one.

The signal in NMR spectroscopy results from the difference between the
energy absorbed by the spins that make a transition from the lower energy state
to the higher energy and the energy emitted by the spins that simultaneously
make a transition from the higher energy state to the lower energy state. The
signal is therefore proportional to the difference between the states. NMR is
a rather sensitive spectroscopy since it is capable of detecting these very small
perturbation differences. It is the resonance, or exchange of energy at a spe-
cific frequency between the spins and the spectrometer, that gives NMR its
sensitivity.

It is worth noting two other factors that influence the MRI signal: the natu-
ral abundance of the isotope and biological abundance. The natural abundance
of an isotope is the fraction of nuclei having a given number of protons and
neutrons, or atomic weight. For example, there are three isotopes of hydrogen:
1H, 2H, and 3H. The natural abundance of 1H is 99.985%. Table 2.2 lists
the natural abundances of some nuclei studied by MRI. The biological abun-
dance is the fraction of one type of atom in the human body. Table 2.3 lists the
biological abundance of some nuclei studied by MRI.
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TABLE 2.2 Natural abundance of iso-
topes of interest to MRI

Element Symbol Natural abundance

Hydrogen 1H 99.985

Hydrogen 2H 0.015

Carbon 13C 1.11

Nitrogen 14N 99.63

Nitrogen 15N 0.37

Sodium 23Na 100

Phosphorus 31P 100

Potassium 39K 93.1

Calcium 43Ca 0.145

TABLE 2.3 Biological elements of
interest to MRI

Element Biological abundance

Hydrogen (H) 0.63

Sodium (Na) 0.00041

Phosphorus (P) 0.0024

Carbon (C) 0.094

Oxygen (O) 0.26

Calcium (Ca) 0.0022

Nitrogen (N) 0.015

Spin Packets

It is cumbersome to describe NMR on a microscopic scale. A microscope picture
is more convenient. The first step in developing the microscopic picture is to
define the spin packet. A spin packet is a group of spins experiencing the same
magnetic field strength. In this example, the spins within each grid section
represent a spin packet.

At any instant in time, the magnetic field due to the spins in each spin
packet can be represented by a magnetization vector. The size of each vector is
proportional to (N+ − N−). The vector sum of the magnetization vectors from
all of the spin packets is the net magnetization. To describe pulsed NMR, it is
necessary to talk in terms of the net magnetization. Adapting the conventional
NMR coordinate system, the external magnetic field and the net magnetization
vector at equilibrium are both along the z axis.

T1 Processes

At equilibrium, the net magnetization vector lies along the direction of the
applied magnetic field B0 and is called the equilibrium magnetization Mz which
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equals M0. We refer to Mz as the longitudinal magnetization. There is no
transverse (Mx or My) magnetization here. It is possible to change the net mag-
netization by exposing the energy of a frequency equal to the energy difference
between the spin states. If enough energy is put into the system, it is possible
to saturate the spin system and make Mz = 0. The time constant that describes
how Mz returns to its equilibrium value is called the spin lattice relaxation time
(T1). The equation governing this behavior as a function of the time t after its
displacement is

Mz = M0
(
1 − e−t/T1

)
(2.5)

Therefore T1 is defined as the time required to change the Z component of
magnetization by a factor of e.

If the net magnetization is placed along the −Z axis, it will gradually
return to its equilibrium position along the +Z axis at a rate governed by
T1. The equation governing this behavior as a function of the time t after its
displacement is

Mz = M0
(
1 − 2e−t/T1

)
(2.6)

The spin-lattice relaxation time (T1) is the time to reduce the difference
between the longitudinal magnetization (Mz) and its equilibrium value by a
factor of e.

If the net magnetization is placed in the XY plane it will rotate about the
Z axis at a frequency equal to the frequency of the photon that would cause
a transition between the two energy levels of the spin. This frequency is called
the Larmor frequency.

T2 Processes

In addition to the rotation, the net magnetization starts to dephase because
each of the spin packets making it up experiences a slightly different magnetic
field and rotates at its own Larmor frequency. The longer the elapsed time, the
greater the phase difference. Here the net magnetization vector is initially along
+Y. For this and all dephasing examples you can think of this vector as the
overlap of several thinner vectors from the individual spin packets.

The time constant that describes the return to equilibrium of the transverse
magnetization Mxy is called the spin–spin relaxation time T2.

MXY = MXY0e
−t/T2 (2.7)

T2 is always less than or equal to T1. The net magnetization in the XY
plane goes to zero and then the longitudinal magnetization grows in until we
have M0 along the z axis.

Any transverse magnetization behaves the same way. The transverse com-
ponent rotates about the direction of applied magnetization and dephases. Time
T1 governs the rate of recovery of the longitudinal magnetization.

In summary, the spin–spin relaxation time T2 is the time to reduce the
transverse magnetization by a factor of e. In the previous sequence, T2 and T1

processes are shown separately for clarity. That is, the magnetization vectors
are shown filling the XY plane completely before growing back up along the
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Z axis. Actually, both processes occur simultaneously with the only restriction
being that T2 is less than or equal to T1.

Two factors contribute to the decay of transverse magnetization:

1. molecular interactions (said to lead to a pure T2 molecular effect)
2. variations in B0 (said to lead to an inhomogeneous T2 effect)

The combination of these two factors is what actually results in the
decay of transverse magnetization. The combined time constant is called T∗

2 .
The relationship between the T2 from molecular processes and that from
inhomogeneities in the magnetic field is as follows.

1
T∗

2
= 1

T2
+ 1

T2 inhomo
. (2.8)

Magnetic resonance imaging is based on the physical principle of nuclear
magnetic resonance. Nuclear magnetic resonance was discovered by Black and
Purcell in 1946. When certain atomic nuclei are placed in a static magnetic field,
it will assume either a higher energy level or a lower energy level (Figure 2.6).
As shown in the figure, the energy between the two states is linearly dependent
on the strength of the applied static field: a physical principle known as the
Zeeman effect. A nucleus in a higher energy state can fall to the lower energy
state. A nucleus will emit a photon when transitioning between these two energy
states. The energy of the photon is equal to the energy difference between the
two states. A nucleus in the lower energy state can jump to a higher energy
state, absorbing a photon with energy matching the energy difference between
the two states. This means that when nuclei under the effect of an applied
magnetic field are irradiated by photons in the form of electromagnetic fields at
a certain frequency by an RF probe, some nuclei in the lower energy states will
absorb the photons and jump to a higher energy state. After the radiated energy
is interrupted, the nuclei in the higher energy state will return to the lower
energy state to recover to equilibrium, emitting photons on electromagnetic
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High Energy State

Low Energy State
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FIGURE 2.6 Energy level of nuclei under a magnetic field.
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fields, which can be detected by an MRI probe. The frequency emitted by
the electromagnetic fields is detected by the energy difference between the two
states of the nuclei. The decay of the signals in time depends on the molecular
environment of the nuclei. Because the energy difference between the two states
of a given nucleus in an external field depends on the strength of the external
field, the energy difference at any point in the body can be made different by
varying the magnetic field strength from point to point. Therefore, the energy
of the photons and the frequency of the electromagnetic fields absorbed and
emitted by the nuclei are also different from point to point. When the signals
from all nuclei are received, their frequency can be used to determine spatial
information about the nuclei.

From quantum mechanics certain atomic nuclei possess what is called spin.
A proton, which has a mass, can be thought of as spinning, as shown in
Figure 2.7 with its own angular momentum. The circulating positive current
creates a small magnetic field.

Neutrons can also be thought of as generating a small magnetic field since
their distributed positive and negative charges are not uniformly distributed.
These small magnetic fields are called magnetic moments M and are given by

M = γJ (2.9)

where J is the angular momentum and γ is known as the geomagnetic ratio.
For nuclei with an odd number of protons or an odd number of neutrons,
there is never a net angular momentum equal to zero because of opposite spin
states (Pauli exclusion principle that the angular momentum of each proton in
a nucleus must assume opposite spin states). Many biological nuclei usually
have odd numbers of protons and spins; example of such are 1H , 13C, 19F,
23N, and 31P. Usually 1H is the most significant nucleus in most MRI imaging
because it is part of the water molecule and it has the highest NMR sensitivity
with a geomagnetic ratio γ/2π = 42.58. Let’s consider a magnetic flux B0 in
the z direction.



A MORE DETAILED OVERVIEW OF MRI 47

B0Z

Y

M

θ

X

FIGURE 2.8 The magnetization vector.

The proton can assume two positions: with its z component of the magnetic
moment aligned with the external field or with its z component of the magnetic
moment opposed to the external field. Both states are stable, but the energy
associated with the latter is higher. This can be observed in Figure 2.8 and the
angle θ0 can be determined by the value of the magnetic moment M and its z
component Mz, which are given by quantum mechanics as

M = γh
√

3
4π

Mz = γh
4π

(2.10)

where h is the Planck constant (h = 6.629 × 10−34 J s). Therefore

θ0 = cos−1
(

Mz

M

)
= cos−1

(
1√
3

)
≈ 54.7◦ (2.11)

The difference in energy between the two states

ΔE = 2MzB0 = hυ (2.12)

Therefore the frequency υ is given by

υ =
[

2Mz

h

]
B0 (2.13)

It can be observed that the frequency is directly proportional to the magnetic
field.

The angular momentum of a nucleus is linearly related to its magnetic
moment

d
→
M

dt
= γ

(→
M ×

→
B0

)
(2.14)
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Representing this equation in terms of scalar components and combining
such equations we obtain

M(t) = ax(Mx cos(γB0)t + My sin(γB0))

+ ay(My cos(γ B0)t − Mx sin(γ B0)) + azMz

This last expression of the magnetic moment has a frequency component
given by

f = υB0

2π
(2.15)

which is known as the Larmor resonant frequency. It can be easily shown that
the frequency of the radiation is the same as the precessional frequency of the
magnetic moment.

When a magnetic field is applied to a bulk mass, each individual magnetic
moment must align itself either with or against the external field. Alignment
with the magnetic field involves a lower energy and is called the parallel state
(α). Alignment against the magnetic field involves a higher energy and it is called
the antiparallel state (β).

Boltzmann’s law is given by

Pα

Pβ

= exp
(

ΔE
KT

)
(2.16)

where Pα denotes the probability that a nucleus is found in the parallel state
(α), Pβ denotes the probability that a nucleus is found in the antiparallel state
(β), K is Boltzmann’s constant (K = 1.3800 × 10−23 J/K), T is the absolute
temperature of the sample. For protons at 20◦C, ΔE is on the order of 10−26

J and KT is on the order of 10−21 J. Therefore the previous equation can be
expressed as

Pα − Pβ ≈ ΔE
2KT

(2.17)

If we estimate, Pα
∼= Pβ

∼= 1
2 . The net magnetic moment per unit volume,

known as magnetization, is given by the expression

M = (Pα − Pβ)nMzâz ≈ ΔE
2KT

nMzâz (2.18)

where n denotes the number of protons per unit volume. Notice that as the
temperature increases the magnetization is destroyed. Since ΔE is linearly
dependent on B0, the net magnetization is proportional to the magnetic field.
In NMR the observation of the precession of this magnetic moment is of great
importance.

The effects of RF radiation on the magnetization of the body sample in a
uniformly applied B0 field needs to be addressed. Under the influence of an RF
magnetic field, directed on a given processes coordinate, the magnetization can
be rotated away from its equilibrium position and the angle θ is given by

θ = VBeffT (2.19)
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where Beff is the value of the effective magnetic field in the rotating frame. The
rotation of M will have an angular frequency

ω = γBeff (2.20)

We can notice that a large gyromagnetic ratio provides a quicker perturba-
tion of the magnetization vector. In practice it rotates M by 90 and 180◦. The
durations of these rotations are given by

T90 = π

2γBeff
(2.21a)

T180 = M
γBeff

(2.21b)

After the initial 90◦ rotation, the magnetization vector M processes in
the transverse plane. The relaxation process is better explained by the Block
equations described next.

dMx,y

dt
= γ(

→
M × →

B)x,y − Mx,y

T2

dMz

dt
= γ(

→
M × →

B)z + M0 − Mz

T1

(2.22)

where T2 and T1 are the transverse and longitudinal relaxation times, respec-
tively, and M0 denotes the equilibrium value of magnetization, which is
assumed to lie in the z direction. The solution of Eqs. (2.22) is given by

Mx(t) = M0 exp
(

− t
T2

)
cos(γ B0t)

My(t) = −M0 exp
(

− t
T2

)
sin(γ B0t) (2.23)

Mz(t) = M0

[
1 − exp

(
− t

T1

)]

The relaxation signal as it returns to equilibrium is shown in Figure 2.9.
When a magnetic field B0 is applied in the z direction, the nuclei precess

about the z axis at the Larmor frequency and with a precessional angle θ. Some
of the nuclei precess around the +z axis protons and others precess around the
−z direction and this results in a bulk magnetization, as shown in Figure 2.10.

Upon the application of an RF pulse phase coherence is accomplished in
both the +z and −z precession. The RF pulse is at the resonant frequency and
it stimulates the flipping between the two sections in the +z and −z precession.
This allows energy to be imparted into the protons and nuclei migrate to the −z
precession. Once the population of nuclei in each +z and −z precession sections
is the same, there will be no net axial magnetization. After a 90◦ pulse, as the
magnetization precesses in the transverse plane, two types of relaxation occur.
The “longitudinal” relaxation causes the axial magnetization to be brought
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FIGURE 2.10 Bulk magnetization illustration.

back to equilibrium and is given by T1 (longitudinal relaxation time). “Trans-
verse” relaxation causes the transverse magnetization to be reduced to zero and
is given by T2 (transverse relaxation time). In most materials T2 < T1, and T1

is usually shorter for liquids than for solids. On the other hand, T2 is generally
greater for liquids than for solids.

2.4. MAGNETIC RESONANCE IMAGING HARDWARE DESIGN

The basic components of MRI hardware are shown in Figure 2.11. The magnet
in MRI is responsible for generating the static magnetic field B0. The gradient
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FIGURE 2.11 Hardware representation of MRI.

coils create a gradient which is superimposed upon the main field B0. A strong
magnetic field provides a better SNR and better resolution in both frequency
spatial domains. Most clinical imaging systems have field strengths around 2 T.
Some functional MRI systems have 3 T or 4 T main magnets.

The primary requirements of the main magnet is that its field be uniform. In
most cases, the magnetic field is not uniform and for this reason “shim” coils are
frequently employed. The shim coils are a set of coils built to produce a field that
is polarized in the same direction as the main field of known spatial dependence.
Therefore, if the main magnet’s nonuniformity is known, the shim coils can
be set to carry gradients that cancel (using superposition) the inhomogeneous
components of the main field.
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Most magnetic fields are generated using permanent magnets. These mag-
nets are simple and affordable. Their fringing fields are also small. Permanent
magnets can also come in different sizes and shapes. In MRI applications with
permanent magnets, the patient is placed between the two poles of the mag-
nets. However, temperature drift of permanent magnets is an issue since the
RF frequency is usually not controlled by any type of feedback and would
therefore not remain at the Larmor frequency if the temperature changes after
calibration.

For magnetic fields greater than 0.5 T, superconducting magnets must be
used. The coil windings are made from an alloy of niobium–titanium and are
cooled to a temperature below 12 K using liquid helium (boiling point of 4.2 K).
These fields are very strong and homogeneous.

The Larmor frequency depends on the strength of the magnetic field B0.
Strong gradients for imaging technique may require the help of gradient pulsing.
The duration of these pulses must be of the order of T2 to be effective. Because
gradient coils have a natural self-inductance, they cannot be switched on or off
simultaneously. Coils that have large inductances can be driven to steady state
quickly at the expense of power by using other driver circuits to compensate for
the power needed. Since the gradient coils can induce eddy currents in the rest
of the magnet structure, to compensate, shielding must be used. Furthermore,
the desired gradients, which are typically linear, must provide detailed spatial
information about the sample. Gradients for most modern imaging schemes can
be produced in any of the three spatial directions without physically rotating
the gradient coils.

The sample under test must be irradiated with an RF field also known
as the B1 field. This is done to tip the magnetization away from the equi-
librium position and generate a detectable NMR signal. The RF fields are
produced by a transmitter and an RF coil. The transmitter determines pulse
shape, duration, power, and timing. The RF coil is responsible for coupling
the energy given by the transmitter to the nuclei. To generate an RF pulse,
the transmitter uses first a frequency synthesizer to achieve the defined fre-
quency. A waveform generator creates a user-defined pulse shape, which is
then mixed with the pure tone and this creates an RF pulse. The pulse or
a sequence of several pulses is repeated at a repetition rate. There are basi-
cally two types of pulses used in NMR machines: the hand pulses, which are
typically broad, and rectangular pulses. The other type of pulse is known as
soft pulses, which are often sinc shaped to provide frequency selectivity. In
soft pulsing, it is important that the center frequency is close to the Larmor
frequency.

To receive a good signal, RF coils are required to couple the energy from
nuclei in precedence to a receiver. The RF coil must be responsive to frequencies
within the general band of the Lamor frequency of interest. In human imag-
ing, the wavelength is generally of the same order of magnitude as the sample.
Often, a coil design known as the “birdcage” is used. This coil combines lumped
capacitors with distributed inductance to form a volume resonator. If the res-
onance of the coil is designed well, it should increase the efficiency of the coil
at the operating frequency. The lumped capacitors provide a method for the
resonator to store energy, as shown in Figure 2.12.
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FIGURE 2.12 Lumped capacitor model for the coil in the MRI resonator.
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FIGURE 2.13 Pulsing RF coils with perpendicular fields.

The coils must generate a very uniform B1 magnetic field. Any inhomo-
geneity will introduce a distortion in the images. The requirement of a uniform
field places a burden on the coil design. Therefore, it is desirable to use a coil
that allows quadrature excitation and detection (two RF coils are needed, one
for transmitting and one for receiving). Quadrature excitation is capable of
generating and receiving circularly polarized fields. To accomplish this, the
transmittal power and received power must be split equally into two channels,
with one of the channels having a 90◦ phase delay. The two channels are then
fed to the two inputs of the RF coil to produce fields that are perpendicular to
each other as shown in Figure 2.13.

2.5. PULSING AND NMR IMAGING

One “pulsing” scheme commonly used today is called “spin echo” sequences.
This sequence provides a 90◦ pulse followed by a time delay Td/2 (Td is time
delay), a 180◦ pulse, and another time delay, as shown in Figure 2.14. The term
Tr denotes the length of a frame.

After the 90◦ pulse, the magnetization lies in the transverse plane if the pulse
of 90◦ is applied along the x axis. It results in a magnetization aligned along
the y axis and coherence has been established. The nuclei under the influence
of stronger fields rotate faster and hence have some net rotation at the mean
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FIGURE 2.16 Nuclei under the influence of a magnetic field.

Larmor frequency. The nuclei under the influence of a weaker magnetic field
will rotate slowly, one lag behind, and experience a negative sensed net rotation
in the frame, as shown in Figure 2.15.

If we now apply a 180◦ pulse, also on the x axis, each individual magnetic
moment will be rotated 180◦ about the x axis (Figure 2.16). Now the faster
nuclei are behind the mean nuclei and the slower nuclei are ahead. This means
that the faster nuclei eventually will cross the path of the slower nuclei and
coherence is again established (Figure 2.16).
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The peak value of the “echo” signal is given by

E0 = (free induction decay) exp
(

−Td

T2

)
(2.24)

from which the value of T2 can be obtained.
The inversion recovery imaging that uses the spin echo is shown in

Figure 2.17, where Gs is the slice selection gradient, Gf is the required readout
gradient, and Gφ is the phase-encoding gradient. The sequence starts with an
RF pulse at 180◦ in conjunction with a slice selection gradient. The remainder
of the sequence after a time Ti is the same as the spin echo imaging sequence.
The spin echo sequences employ 90◦ and 180◦ RF pulses.

The inversion recovery imaging technique can be performed in conjunction
with the two-dimensional (2D) Fourier transform technique. We first define the
slice to be imaged out of a three-dimensional (3D) object by applying a steep
gradient perpendicular to this slice. Next it is necessary to phase encode each
of the longitudinal directions of the 2D slice. This will be accomplished by
applying a gradient pulse along each of those directions. Usually, for the first
acquisition, the pulse is halted once nuclei on the edges of the sample have
accumulated a pulse difference of 180◦. When the cycles are repeated larger
phases shifts are deliberately induced in each cycle in a progressive manner.
This is accomplished to increase the resolution in the longitudinal direction,
which for this method depends on the number of the acquisitions.
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3
PARTICLE ACCELERATOR
DESIGN

3.1. INTRODUCTION

The earliest radiation sources known to humans were provided by gas-filled
x-ray tubes. In and around 1913 W. D. Coolidge developed a vacuum tube
with a hot tungsten cathode as the preliminary work for present-day x-ray
techniques. The earliest tubes of this type, manufactured for general use, oper-
ated at a peak voltage of 140 kV with a 5-mA current. By 1937 x-ray tubes used
in radiation therapy operated at 400 kV with 5 mA of current, but the x rays
generated by these tubes were fairly soft with very little penetration beyond
the skin.

In the early half of the 1950s the era of cobalt sources for radiotherapy
began with cobalt-60. The energies emitted were in the range of 1.17 and
1.33 MeV and this allows for better penetration than x rays (Figure 3.1).

The first of the accelerators for medical therapy was a high-voltage acceler-
ator developed in 1922 by R. Van de Graff. The first hospital-based accelerator
was a 1-MeV air-insulated machine installed in Boston in 1937. The sec-
ond machine, a pressure-insulated 1.25-MeV version, was installed in 1940
at the Massachusetts General Hospital. Eventually 40 such accelerators were
installed, but they were discontinued in 1959 because of their ever-increasing
sizes and their high cost.

A dramatic increase in the photon radiation energy was made possible
in 1943 with the development of a new accelerator known as the betatron.
The first patient was irradiated in 1949 with x rays generated by a 20-MeV
electron gun from a betatron in Urbana, Illinois. By 1977, 45 betatrons were

57
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in operation in the United States alone. Betatrons deliver x rays with such
properties as skin sparing, greater depth dose, and less side scatter than those
of the radiation generated by x-ray tubes and radioisotope sources. In Figure 3.2
we observe a depth–dose distribution that shows that at a given tissue depth, the
dose absorbed using a betatron is much higher than a 200-kV x-ray and 60Co
source. The main disadvantage of the betatron is the relatively low intensity of
the x-ray beam as well as the small treatment field area.
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TABLE 3.1 Some parameters of photon therapy devices

Beam Accelerator Advantage Disadvantage

Superficial x rays Transformer + Low depth dose for High side scatter
(10 to 100 kV) vacuum tube superficial lesions (sloppy beam)

Deep x rays Transformer + Improved depth dose for High skin dose; high
(180 to 450 kV) vacuum tube deeper or thicker lesions side scatter; depth dose

inadequate for deep
lesions of the trunk

1- to 2-MV x rays Van de Graaff Skin sparing; improved Relatively fixed machine;
depth dose; reduced awkward in other than
side scatter; little vertical or horizontal
penumbra treatment

Cobalt-60 teletherapy Radioactive source, Skin sparing; isocentric Large penumbra;
no accelerator mount; depth dose similar decay of source

to 1- to 2-MeV x rays

4- to 16-MV x rays Electron linear Skin sparing; depth dose; Depth dose less than
accelerator isocentric mount; small with higher energies

penumbra; little side
scatter; high dose rate

20- to 35-MV x rays Electron linear Similar to 4- to 16-MV; High cost; neutron
accelerator (linac) greater depth dose production in patient

and treatment room
Betatron Similar to linac Similar to linac; relatively fixed

unit; dose rate may be low

The era of RF linear accelerators began in the mid-1960s and it eventually
became the dominant force in the world market for medical accelerators. The
limitation of betatrons and the capability of RF linear accelerators to provide
a high dose rate have contributed to the rise of linear accelerators and their
dominant role among the world’s radiotherapy machines. The trend to use
even higher photon energies was particularly noticeable in the early 1970s when
production of 45- to 50-MeV accelerators began. This early enthusiasm was
soon revised by unfavorable side effects encountered in this high-energy range,
especially those caused by harmful neutrons generated in the patient’s body.
This eventually led to the use of lower energies not exceeding the 20- to 25-MeV
range. Table 3.1 lists the advantages and disadvantages of generators used in
photon therapy devices.

Electron therapy is a radiotherapy that involves the direct use of accelerated
electrons. The beams are of low energy (5–10 MeV) and have a flat peak and a
fast drop on the depth–dose curve.

Like photon therapy, electron treatment also employs electrons with vari-
ous energies, depending on the treatment. Table 3.2 lists routine applications
of electron beams.
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TABLE 3.2 Routine clinical applications of the electron beam

Type of cancer Tissue/organs affected Application dose

All skin cancers Lip, cheek, temple; lesions 6–8 MeV; if the
critically located; eyelids, nose, lesion is thicker
ear; lymphomas of the dermis, than 2 cm, 10 MeV
sarcomas on the dorsum

Breast and chest wall Lesions on chest wall 8–14 MeV
and lymphatics; after
removal of the primary lesion

Upper respiratory Oral cavity: floor of the mouth; 8 MeV
and digestive tract undersurface of the tongue;

often electrons + interstitial
Intraoral cone: electrons alone;

large lesions of gingival: boost with
electrons after photons (external)

Neck Salivary glands: electrons + photons; 10–18 MeV
lymphatic of the neck: multiple
fields of various energies

Bladder, lungs, cervix, Energies above 18 MeV;
colon and rectum problems with inhomogeneities

3.2. HEAVY PARTICLES

Radiation with heavy particles involves the use of protons, heavy ions, and
alpha particles as well as pi-mesons and neutrons. Heavy particles can provide
much better results when radiating the target area (i.e., corresponding directly
to the tumor tissue), while the energy absorbed by normal tissue around the
tumor is minimized. Neutron and proton therapies are becoming more popular
but the costs are still much higher when compared with photon and electron
therapy.

In radiobiological studies, charged particle accelerators have advantages
over other sources of ionizing radiation for medical treatment of cancer: (1) con-
siderably higher energies can be achieved, (2) easily controlled accelerated
particle energies constitute an additional parameter in some experiments, (3)
the variety of mass numbers of the bombarding ions provides a variety of treat-
ment options, and (4) beams with higher currents eliminate the risks of chemical
contamination.

3.3. PARTICLE ACCELERATORS

Electrical acceleration of charged particles is the basis of RF linear accelera-
tors. These particles can range from electrons to ions. As the mass of the particle
increases, the ratio of the charge (q) to the mass (m), that is, q/m, decreases, and
the efficiency of the acceleration process deteriorates. The fundamental prop-
erties of the charged particles most commonly used in biomedical accelerators



PARTICLE ACCELERATORS 61

TABLE 3.3 Fundamental particles in commonly used
particle linear accelerator

Particles Rest mass (Kg) Rest energy (MeV) Charge ×10−19 C

Electron 9.11 × 10−31 0.511 −1.602
Proton 1.67 × 10−27 938.3 1.602
Deuteron 3.342 × 10−27 1877 1.602
α Particles 6.664 × 10−27 3733 3.204

are given in Table 3.3. Electrons with a high q/m ratio are used in electron or
photon therapy, and they are widely used for sterilization purposes. Protons
are the nuclei of the fundamental hydrogen atom. For biomedical purposes,
they are used directly in biomedical radiation treatment, and after conversion
into mesons they can be used in neutron therapy. In addition, they are the
particles most frequently employed in the production of medical radioisotopes.
Deuterons are the nuclei of deuterium, a hydrogen isotope with a mass of 2.
Deuterons are employed in acceleration because they have a large cross section
for several nuclear reactions, such as those involved in the production of radio
nuclides. Alpha particles are the nuclei of the helium atom 4He.

When a normally electrically neutral atom is subjected to a strong atomic
interaction (i.e., a collision with another atom) it acquires a positive charge
numerically equal to that of the remover electrons and it becomes a positive
ion. The mass of the ion is given by mi = (Z + N)Mn = AMn, where Z is the
atomic number, N = A − Z is the number of neutrons in the nucleus, A is the
mass number, and Mn is the mass of the nucleon. The kinetic energy of the ion
particle is given by

Ei = M0c2√
1 − β2

− M0c2 (3.1)

where β = v/c is the relative velocity, v is the particle velocity, M0 is the
rest mass of the particle, and c is the speed of light. When the velocity of the
particle becomes comparable to that of the speed of light, the particle is said to
be behaving as a relativistic particle with a mass given by

m = M0√
1 − β2

(3.2)

Applications of various charged particles in biomedical applications and their
corresponding typical energy ranges are given in Table 3.4.

From Eq. (3.1) a charged particle acceleration is given by the expression

Ei = M0c2√
1 − β2

− M0c2 = 
E(z) dz (3.3)

where 
E(z) is the electric field, and z is the length of the acceleration path; the
simplest way to accelerate a charged particle is to use two electrodes. A charged
particle in the space between the two electrodes is repelled by the electrode of
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TABLE 3.4 Biomedical applications and typical energy ranges for
various charged particles

Particle Energy range Application

Electrons 6 to 25 MeV Routine electron and photon radiotherapy

2 to 10 MeV Radiosterilization, pasteurization,
food preservation

Several hundred MeV Production of synchrotron radiation for
to several GeV angiography and analysis

Protons 3 to 10 MeV Analytical methods

Several tens of MeV Neutron production in experimental therapy

Several tens of MeV Proton radiotherapy
to 250 MeV

10 to 100 MeV Meson production in experimental therapy
Medical radioisotope production

Deuterons 7 to 20 MeV Medical radioisotope production

5 to 20 MeV Analytical methods

Heavy ions 70 to 700 MeV/nucleon Experimental radiotherapy
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FIGURE 3.3 Basic block diagram of a linear accelerator.

the same sign and is attracted by the electrode of the opposite sign. An example
of such a device is shown in Figure 3.3 as the basic schematic of a high-voltage
linear accelerator.

In a voltage linear accelerator, the kinetic energy of the particle is given by

Ei = qV (3.4)

for an electron q = e and E = eV where 1 eV = 1.6 × 10−19 J on the energy
gained by 1e when a potential difference of 1 V is used.
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3.4. LINEAR RF ACCELERATORS

The great advances in radioengineering, radar, and microwave technology have
established a solid background for charged particle methods based on the elec-
tric field 
E(z). These acceleration methods are suitable for both light particles,
such as electrons, and heavy ions since it is possible to achieve energies between
mega- and giga-electron-volts.

The first of such accelerators was known as the Alvarez structure. It con-
sisted of a set of resonators that have an RF voltage of the same phase applied to
them (see Figure 3.4a). Inside each resonator exists a potential distribution, as
shown in Figure 3.4b. Therefore, the acceleration takes places in the resonator
gaps. The edges of the adjacent resonators are equipped with cylindrical drift
electrodes, also of variable length, matched in such a way as to screen the
particles against the decelerating effect of the field.

The basic schematic of an RF accelerator for electrons is shown in
Figure 3.5. The electron beam is produced in the accelerator gun with a heated
cathode operating in a triode circuit. The anode is powered by several hun-
dreds kilovolts to accelerate the electrons to a velocity of about 0.5c. The grid
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(a)
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Z
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-

FIGURE 3.4 Example of the Alvarez structure accelerator. (a) Overall structure, (b) accelerator
chamber.
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FIGURE 3.5 Schematics of an RF linear accelerator.

to control the electron beam is usually negatively polarized with respect to the
cathode so that the electrons cannot go through it. The pulses that activate the
grid range between 1 and 10 �s at a rate between 500 and 1000 pps. The single
pulse current amplitude can be as high as 10 A.

The RF supply is produced in generators equipped with either magnetrons
or klystrons operating in the S-band (1.55–5.2 GHz). The beam of electrons
produce by the ē gun arrives first at a prebuncher, which is a single, low-Q res-
onator, supplied with about 2 kW of RF power at the fundamental frequency.
The prebuncher modulates the velocity of the electrons. Some RF linear accel-
erators provide an additional buncher system with a transverse electric field
operating as an electric gate, letting through single ē bunches every few nano-
seconds. The electron bunches at its output attain an energy of about 250 keV,
which correspond to a velocity of 0.75c. The beam formed is then directed
to successive accelerating sections. Such sections are very large (thousands of
meters).

3.5. PARTICLES ACCELERATED BY A MAGNETIC FIELD

If a particle with a mass m = Amn and charge q travels with a velocity v in
a direction perpendicular to the lines of the magnetic field of induction 
B, it
is subjected to the Lorentz force F perpendicular to the direction v and 
B (see
Figure 3.6):

F = vBq (3.5)

Since the centrifugal force Fc = mv2/r, we can equate these two quantities
mv2r = vBq and obtain

Bv = MnvA
q

(3.6)

The product B × r is called the particle magnetic rigidity. It follows from this
last equation that the higher the ratio of the charge to the mass number, the
lower is the value of B needed for an orbit with the same radius r. The particle
frequency of revolution is given by

f = v
2πr

= qB
2πAMn

(3.7)



PARTICLES ACCELERATED BY A MAGNETIC FIELD 65

North Pole

South Pole

F

B

V

r

FIGURE 3.6 Particle under the effects of magnetic forces.
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FIGURE 3.7 Focusing and defocusing of beams in magnets.

At room temperature, there are limitations on the materials for magnets and
the product Bv can be increased only up to a certain point without making the
magnets too large and heavy. Therefore, superconducting magnets whose exci-
tation windings operate at the temperature of liquid helium have been used with
a great reduction in weight, size costs, and power supply. Focusing and bending
the beams can be accomplished with different types of magnet constructions,
as shown in Figure 3.7.
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3.6. SYNCHROTRONS

Figure 3.8 shows a schematic diagram of a proton synchrotron. Preacceler-
ated particles are injected into the accelerating chamber, which is equipped
with many electromagnets for bending the protons into a circular path. In syn-
chrotrons, the acceleration is implemented with resonators supplied with an
RF voltage in a way very similar to RF linear accelerators. In an electron syn-
chrotron, the orbital frequency of electrons is approximately constant during
the total acceleration cycle, due to the fact electrons of relatively low energies
achieve velocities near the speed of light. Therefore, the accelerating voltage
frequency can also be kept constant.

In proton synchrotrons, the velocity of protons on heavy ions that slowly
gain speed varies widely during the acceleration cycle, and this requires
frequency modulation in addition to the magnetic field alternating with time.

In a synchrotron, the particles are accelerated in an orbit with constant
radius. As the particle energy arises due to the acceleration, the magnetic field
energy that also arises in the magnetic field that keeps them in a stable orbit
must also increase with time. The magnetic field then remains stable for a while
(about 1 s), known as the waiting period, during which the beam of accelerated
protons is gradually extracted.

In the final stage of the cycle (about 0.5 s) the magnetic field falls from
the maximum to its output value. In large proton synchrotrons, the operation
ranges from several seconds to several tens of seconds. Therefore, the repetition
frequency of the subsequent acceleration cycles is rather small. The synchrotron
method is at present the only one that can afford proton acceleration energies
of more than 100 GeV and can hold great promise for biomedical treatment.

RF Power

Target

RING
MAGNETS

Injector

FIGURE 3.8 Synchrotron diagram.
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For proton therapy, the maximum energy required is about 250 MeV.
Heavy ion therapy can also be conducted with synchrotrons.

3.7. ACCELERATOR HARDWARE

Accelerators used in radiotherapy are powered by an RF energy from
microwave tubes, such as magnetrons and klystrons, and operate in the s-band
with a frequency of 3 GHz. The operating principle of the RF klystron is shown
in Figure 3.9. All the electrons passing the first cavity gap at zero of the gap
voltage (or signal voltage) pass through with unchanged velocity; those pass-
ing through the positive half-cycles of the gap voltage undergo a decrease in
velocity. As a result, the electrons gradually bunch together as they travel down
the drift space. The variation in electron velocity in the drift space is known as
velocity modulation.

The density of the electrons in the second cavity gap varies cyclically with
time. The electron beam contains an ac component and is said to be current
modulated. The maximum bunching occurs around midway between the sec-
ond cavity grids during the retarding phase. Thus the kinetic energy is from the
electrons to the field of the second cavity. The electron energy from the second
cavity is reduced in velocity and then terminates at the collector.

When electrons are first accelerated by the high dc voltage V0 before
entering the buncher grids, their velocity is uniform:

v0 = 0.593 × 106
√

V0 m/s (3.8)

When a microwave signal is applied to the input terminal, the gap voltage
between the buncher grids appears as

Vs = V1 sin ωt (3.9)

where V1 is the amplitude of the signal and V1 � V0 is assumed.
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L

FIGURE 3.9 Example of accelerator hardware.
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The modulated velocity in the buncher cavity in terms of the time to enter
is given by

v(t1) =
√

ze
m

V0

[
1 + βiVi

V0
sin

(
wt0 + θg

2

)]
(3.10)

where θg is the average gap transit angle = (ωd)/V0, d is the buncher gap
distance (see Figure 3.9), m is the mass of an electron, and βi = [sin(θg/2)]/θg

is the beam coupling coefficient of the input cavity gap.
If we approximate further by βiV1 � V0, then

v(t1) = V0

[
1 + βiV1

2V0
sin

(
wt1 − θg

2

)]
(3.11)

Once the electrons leave the buncher cavity, they drift with a velocity v(tr)
along in the field-fire space between the two cavities.

The optimum distance L (see Figure 3.9) at which the maximum funda-
mental component of current occurs is given by

Lopt = 3.682 v0V0

wβiV1
(3.12)

and the beam current of the catcher cavity is given by

Ic = I0 +
α∑

n=1

2 I0Jn(nX) cos nω (t1 − τ − T0)

where

X = βiV1

2V0
(2πN)

N = the number of electron transit cycles in the drift space
I0 = the dc current
T0 = L/V0 (dc transit time)
τ = d/V0

Jn(nX) = nth-order Bessel function of the first kind

The output power delivered to the catcher is given by

Pout = β0I2V2

2
(3.13)

I2 = 2 I0J1(x)

where V2 is the fundamental component of the catcher gap voltage, β0 is the
beam coupling coefficient of the catcher gap, and βi = β0 if the cavities are
identical.
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3.8. MAGNETRONS

All magnetrons consist of some form of anode and cathode operated in a dc
magnetic field normal to a dc electric field between the anode and the cathode.
Because of the cross-fields between the anode and the cathode, electrons emitted
from the cathode will move in curved paths. If the dc magnetic field is strong
enough, the electrons will not arrive at the anode but return instead to the
cathode. An illustration of a circular magnetron is shown in Figure 3.10. In
circular magnetrons, the electrons follow cycloidal paths in the cathode anode
space.

Whether the electron will just graze the anode and return to the cathode
depends on the relative magnitude of V0 and B0. This is a condition called the

RF Output

Cathode

AnodeV0

 B0 = Bz

Anode

Bz = B0 (x) a b

Cathode

electron path

+

–

FIGURE 3.10 Circular magnetron illustration.
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cutoff condition. The cutoff magnetic flux is given by

Bcutoff = (8V0m/e)1/2

b(1 − a2/b2)
(3.14)

This means that if B0 < Bcutoff for a given B0 the electrons will not reach the
anode. The cutoff voltage is given by

Vcutoff = e
8m

B2
0b2

(
1 − a2

b2

)2

(3.15)

This means that if V0 < Vcutoff for a given B0, the electrons will not reach the
anode. The angular frequency of the circular motion of the electron is given by

ω = eB0

m
(3.16)

3.9. ACCELERATOR ARCHITECTURE

A general system diagram of an accelerator is shown in Figure 3.11. The oper-
ation begins with a modulator that generates high-voltage pulses delivered to
the RF generator, which could be either a magnetron or a klystron. The modu-
lator also supplies pulses to the electron gun. The length of the pulses is of the
order of a few microseconds. In some cases, the RF generator is coupled to the
accelerating structure with the isolator. The isolator is used to prevent energy
reflected from the structure from reaching the RF generator, which could cause
a loss of phase stability and an electrical breakdown.

The accelerating structure is also coupled to the RF generator by means
of an automatic frequency control (AFC) servo. The detection for the AFC
is supplied by two additional internal resonant cavities tuned above or below
the resonant frequency. When the instantaneous operating frequency changes
in either direction, the AFC system causes the magnetron to be tuned to the
postulated operating frequency.

The treatment head shown in Figure 3.11 is one used for x-ray therapy.
The electron beam strikes a target and becomes converted to x rays. The x rays
pass through a primary collimator and then enter a conical flattering filter. Ion
chambers and variable collimators are located adjacent to the primary collima-
tor. The treatment head can also contain elements that modify the beam shape
and an optical system that determines the field size and the skin–target distance,
if the accelerator is intended for both x rays.

In Figure 3.12, we observe that the control system electron is under operator
control.

In accelerators for routine radiation therapy, the design currently used
is that shown in Figure 3.13. If the magnetron is employed as a source of
RF energy, all electronic components as well as the acceleration structure and
the treatment head are contained in a gantry that can rotate 360◦ around the
rotation axis. In Figure 3.13, the patient lies on the treatment couch, which has
a great range of linear and rotational movements. The tumor center must be
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FIGURE 3.11 Block diagram of an RF linear accelerator (linac).

located at the isocenter, a point defined by the orthogonal intersection of the
axis of rotation of the head and the therapy beam axis.

3.9.1. Traveling Wave Accelerator System

This system is shown in Figure 3.14. The magnetron and the electron gun are
modulated by periodic pulses from a modulator. The RF energy generated in the
magnetron passes from the left-hand side of the accelerating structure through
an isolator and the RF waveguide window. The isolator allows the RF energy
to pass from the magnetron to the structure, but it prevents the possible return
of the energy reflected from the magnetron. The RF energy passes through the
structure, where it is mostly transferred to the beam of accelerated electrons.
The residual energy is transferred to the load resistance coupled to the right-
hand end of the accelerating structure through an RF window.

3.9.2. Standing Wave Accelerator

A system of this kind has a modulator, a klystron generator, and other auxiliary
circuits, each housed in a different stationary cabinet. The accelerating structure
is responsible for accelerating electrons that are delivered with energy of up
to 10 MeV in the x-ray modality. These electrons are delivered to the magnet
system, which provides a chromatic beam bending 270◦, and then are converted
to x rays in a target located in the gantry. The structure can generate electrons
with energies of 6, 9, 12, 15, and 18 MeV. The structure is powered by RF
energy via a rotating RF joint located between the movable frame and the
stationary cabinet.
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FIGURE 3.14 Travelling wave radiation therapy accelerator.
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4
SENSOR CHARACTERISTICS

4.1. SENSOR PARAMETERS

A sensor produces an electrical signal from its input to its output. In prin-
ciple, a sensor can be regarded as a black box where the important thing is
the relationship between the input signal and the output signal. The theoretical
relationship between input and output signals is established through a transfer
function. This function establishes the dependence between the output electrical
signal S and the stimulus input I. These transfer functions may be linear, as

S = a0 + a1In (4.1)

where n is a constant number, or they can be nonlinear, as

S = aenI

S = a + a1 ln I

Other characteristics of sensors are:

Accuracy: In reality, this means inaccuracy. Accuracy is measured as the
ratio of the highest deviation of a value represented by the sensor to
the ideal value. The deviation can be described as a difference between
the ideal input value and a value that was converted by the sensor into
voltage and then, without error, was converted back.

∗Thanks are expressed to Analog Devices for the usage of some of their components publications.
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Calibration Error: This is the inaccuracy permitted by a manufacturer
when a sensor is calibrated in the factory. This error is of a systemic
nature, which means that it is added to all possible real transfer
functions. This shifts the accuracy of transduction for each stimulus by
a constant. The error is not necessarily uniform over the range and may
change, depending on the type of calibration error.

Hysteresis: This is a deviation of the sensor’s output at a specified point
of input signal when it is approached from opposite directions as
shown in Figure 4.1, a phenomenon in which the state of a system does
not reversibly follow changes in an external parameter. For example, in
a displacement sensor, it’s the difference in output reading (Vout)
obtained at a given point when approaching that point from upscale
and downscale readings (input).

Nonlinearity: Nonlinearity error is specified for sensors whose transfer
function can be approximated by a straight line. A nonlinearity is a
maximum deviation (D) of a real transform function from the straight
line. Nonlinearity is usually specified as a percentage of span in terms
of the straight line or measured value. One way to specify nonlinearity
is through the method of least squares, as shown in Figure 4.2. In this

Vout

Input0% 100%

hysteresis

FIGURE 4.1 Hysteresis effect in sensors.

Vout

Input0% 100%

lowest
stimulus

highest stimulus

least
square
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non-linearity
curve

FIGURE 4.2 Least-squares method for hysteresis.
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FIGURE 4.3 Error correction in reliability.
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FIGURE 4.4 Types of sensor connections to I–F circuits.

figure the least square line is the “Real” transform function. The
nonlinearity curves (above and below the line) represent the percentage
of deviation from that linearity. The lowest and highest stimulus points
in Figure 4.2 represent how much is the nonlinearity at the points
where the inputs are of lowest and highest magnitude, respectively.

Saturation: Every sensor eventually has an operating limit. Even when the
sensor behavior is linear, there will be some high- or low-input level at
which the sensor output will not respond.

Repeatability: This error is caused by the inability of a sensor to represent
the same value under identical conditions, as shown in Figure 4.3.

Dead Band: This is the insensitivity of a sensor in a specific range of input
signals. The output will remain the same over a certain dead band zone.

Resolution: This describes the smallest increments of stimulus that can be
sensed. When the input continuously varies over the range, the output
signals of some sensors will not be very smooth and the output may
change in smaller steps.

Output Impedance: The output impedance of a sensor Zout is important
to properly interface the sensor with other electronic circuits. The
impedance is connected either in parallel with the input impedance
(Zin) of the circuit (Thevenin equivalent) or in series (Norton
equivalent—see Figure 4.4). To minimize output signal distortions, the
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sensor-generating current (Norton equivalent) should have output
impedance as high as possible and the circuit’s input impedance should
be very low. For the Thevenin equivalent case, a sensor should have a
low Zout and the circuit should have a high Zin.

Excitation: This is the electrical signal required for active transducer
operation. Excitation is specified as a range of voltage and/or current.
Variations in the excitation can change the transducer’s transfer
function and cause output errors.

Dynamic Range: One of the subtlest characteristics of sensors, dynamic
range occurs when the input varies, and a sensor’s response does not
really follow with the expected fidelity. This happens because the
sensor and its coupling with the stimulus source cannot always respond
instantly. Therefore, the response may be time dependent on the
dynamic range. Among the dynamic factors in sensors are warm-up
time, frequency response, speed response, time constant, lower cutoff
frequency, phase shift, and resonant frequency.

Reliability: This is the ability of a sensor to perform a required function
under stated conditions for a stated period of time.

4.2. PHYSICAL PRINCIPLES OF SENSING

A sensor is a device that receives a signal or stimulus and responds with an
electrical signal. A transducer is basically a converter of one type of energy to
another. Sensors and their associated circuits are used to measure various physi-
cal properties such as temperature, force pressure, flow position, light intensity,
and electric and magnetic fields. The sensor output must be conditioned and
processed to provide a valuable measurement. Therefore, sensors must have
their output signal conditioned with signal conditioners (e.g., amplifiers) and
several analog or digital signal processing circuits.

Sensors can be classified in several ways. From a signal-containing point of
view, they can be classified as either active or passive. An active sensor requires
an external source for excitation. Resistor-based sensors such as thermistors,
resistance temperature detectors (RTDs), and strain gauges are examples of
active sensors, because they all require an active current (from an external
current source) to go through them and the corresponding voltage must be
measured to determine the resistance value. An alternative would be to place
the sensor in a bridge circuit in which an external voltage is required. A passive
(or self-generating) sensor generates its own electrical output signal without
the need of an external voltage or current. Examples of passive sensors are
thermocouples and photodiodes, which generate thermoelectric voltages and
photocurrents.

The full-scale outputs of most active and passive sensors are relatively small
voltages, currents, or resistance changes, and this requires their outputs to
be properly conditioned before any further analog or digital processing can
occur. These circuits are known as signal-conditioning circuits. Examples of
such circuits are amplification, level translation, galvanic isolation, impedance
transformation, linearization, and filtering. However, the performance of the
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FIGURE 4.5 Data processing in sensors.

sensor will mainly depend on the electrical character of the sensor and its
output. Accurate characterization of the sensors in terms of qualities such as
sensitivity, voltage and current levels, linearity, impedances, gain, offset, drift,
time constants, electrical ratings, and stray impedances can make the differ-
ence between substandard and successful application of the sensor, especially
in cases where high resolution is desired.

Most sensor outputs are nonlinear with respect to the stimulus, and their
outputs must be linearized to yield correct measurements. Analog techniques
can be used to perform this function; however, the recent introduction of high-
performance analog-to-digital converters (ADCs) enables linearization to be
done more effectively in software and eliminates the need for calibration.

Digital techniques are becoming more and more popular in processing sen-
sor outputs in data acquisition, process control, and measurement. By including
A–D conversion and the microcontroller programmability on the sensor itself,
a “smart sensor” can be implemented with self-contained calibration and lin-
earization features. The basic building blocks of a “smart sensor” are shown
in Figure 4.5.

4.3. SENSOR INTERFACING

Resistive elements are some of the most common sensors. Resistive elements
can be made sensitive to temperature, strain (by pressure or flexing), and light.
Many complex phenomena can be measured; such as fluid flow (by sensing
the temperature difference between two calibrated resistances) and dew-point
humidity (by measuring two different temperature points).

Bridges offer a good method for measuring small resistance changes accu-
rately. The basic Wheatstone bridge consists of four resistors, as shown in
Figure 4.6, where

V0 = R1

R1 + R2
VB − R2

R2 + R3
VB (4.2)

and at balance

V0 = 0 if
R1

R4
= R2

R3
(4.3)

The detector measures the difference between the outputs of two voltage
dividers connected across the excitation. A bridge measures resistance indirectly
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FIGURE 4.6 Basic Wheatstone bridge.

by comparison with a similar resistance. The two principal ways of operating
a bridge are as a null detector or as a device that reads differences directly as
voltages.

For the majority of sensor applications employing bridges, the deviation of
one or more resistors in a bridge from an initial value is measured as an indica-
tion of the magnitude in the measured variable. In this case, the output voltage
is an indication of the resistance change. Due to very small common resistance
changes, the output voltage change may be as small as tens of millivolts. In
Figure 4.7, we observe four commonly used bridges suitable for sensor appli-
cations and the equations relating the bridge output voltages to the excitation
voltages and the bridge resistance values (VB is assumed to be constant).

The single-element-varying bridge (Figure 4.7a) is most suitable for tem-
perature measurements using RTDs or thermistors. This configuration can also
be used for strain gauges. All the resistances are nominal, except for one (the
sensor), which varies by an amount ΔR and is not linear.

Linearization of the output of a bridge circuit requires two or more op-
amps, as shown in Figure 4.8. The current through each leg of the bridge
remains constant (IB/2) as the resistance changes. Therefore the output is a lin-
ear function of ΔR. An instrumentation amplifier provides the additional gain.

4.4. DRIVING BRIDGES

Wire resistance and noise pickup are the greatest problems associated with
remotely located bridges. For this reason, most bridges are driven using Kelvin
or four-wire sensing. The sensing lines go to high-impedance op-amp inputs;
thus there is very little error due to the bias-current-induced voltage drop across
their lead resistance. The op-amps maintain the required excitation voltage in
order to make the measured voltage between the sense leads always equal to VB.

The second configuration (Figure 4.7b) consists of both elements being in
the same direction, such as two identical strain gauges mounted adjacent to
each other. The nonlinearity is the same as that of a single-element-varying
bridge but with twice the gain. This two-element-varying bridge is commonly
found in pressure sensors and flow meter systems. In the third configuration
(Figure 4.7c), two identical elements vary in opposite directions. This could
correspond to two identical strain gauges: one mounted on top of a flexing
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FIGURE 4.10 The effect of input biasing in op-amps.

surface, and one on the bottom. This configuration is linear and has twice
the gain of the single-element configuration. The all-element-varying bridge
produces the most signal for a given resistance change and is inherently linear.

The output of a single-element-varying bridge can be amplified by a single
precision op-amp, connected as shown in Figure 4.9. This efficient circuit pro-
vides good gain accuracy (set by resistor Rg). Excellent common mode rejection
can be obtained with this amplifier circuit. The output is nonlinear but this can
be corrected in the software (by digitizing first the signal using ADCs followed
by a microcontroller).

Input bias currents also contribute to the offset error, as shown in the
generalized model of Figure 4.10, where noise gain = 1 + R2/R1 and gain =
−R2/R1.

offset to op-amp output = Vos

[
1 + R2

R1

]
+ IB+ · R3

[
1 + R2

R1

]
− IB− · R2

(4.4)

offset to op-amp input = Vos + IB+ · R3 − IB−

[
R1R2

R1 + R2

]
(4.5)



DRIVING BRIDGES 83

For bias current cancellation,

offset to op-amp input = Vos if IB+ = IB and R3 = R1R2

R1 + R2

To maintain accuracy a precision amplifier’s dc open-loop gain, AOL should be
high. This can be observed by examining the equation for closed-loop gain

closed-loop gain = ACL = NG
1 + (NG/AOL)

(4.6)

Noise gain (NG) is the gain seen by a small voltage source in series with op-amp
input and is also the amplifier signal gain in the noninverting mode. For finite
values of AOL (open-loop gain), there is a closed-loop gain error given by the
equation.

% Gain Error = NG
NG + AVOL

× 100% ≈ NG
AVOL

× 100% for NG � AVOL

Although Kelvin sensing eliminates errors due to voltage drops in the wiring
resistance, the drive voltages must still be highly stable since they directly affect
the bridge output voltage (see Figure 4.11). In addition, the op-amps must have
low effect, low drift, and low noise.
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FIGURE 4.11 Sensing with bridges.
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4.5. SIGNAL-CONDITIONING AMPLIFIERS

The challenge of selecting the right amplifier for a particular signal-conditioning
application is complicated by the wide selection of processes, architectures,
and such amplifiers. The following are characteristics that should be looked
for when choosing signal conditioning amplifiers: (1) input offset voltage
< 100 �V; (2) input offset voltage drift, 1 �V/◦C; (3) input bias current < 2 nA;
(4) input offset current < 2 nA; (5) dc open-loop gain 71,000,000; (6) unity gain
bandwidth product between 500 kHz and 5 MHz; (7) 1/f noise < 1 �V p-p;
(8) wideband noise < 10 nV/

√
Hz; and (9) CMR, PSR > 100 dB.

Input offset voltage is one of the largest error sources for precision amplifier
circuit design. It is a systemic error that can usually be addressed by using a man-
ual offset null-trim-only system calibration technique using a microcontroller.
However, today’s amplifiers are very low-offset amplifiers and it is possible to
eliminate the need for manual trims.

% gain error ∼= NG
AOL

× 100% for NG � AOL (4.7)

Changes in the output voltage and the output loading are the most common
causes of changes in the open-loop gain of op-amps. A change in open-loop
gain with signal levels produces nonlinearities in the closed-loop gain transfer
function, which cannot be removed during system calibration. The severity
of the nonlinearity varies widely from device to device, and is generally not
specified on the data sheet. The minimum AOL is always specified and choosing
an op-amp with a high AOL will minimize the probability of gain nonlinearity
errors. One of the most common causes of linearity is thermal feedback.

4.5.1. Noise

There are basically three noise sources in an op-amp circuit. They are the voltage
noise of the op-amp, the current noise of the op-amp, and the Johnson noise
of the resistances in the circuit. Op-amp noise has two components: “white”
noise of medium frequencies and the low-frequency noise. The low-frequency
noise is generally known as 1/f noise. The frequency at which the 1/f noise
spectral density equals the white noise is known as the 1/f corner frequency Fc

and is a figure of merit for an op-amp.
The equation for the total root mean square (rms) noise Vn,rms in the

bandwidth B = FH − FL is given in the equation

Vn,rms(FH, FL) = V(H)

√
Fc ln

[
FH

FL

]
+ (FH − FL) (4.8)

where V(H) is the noise spectral density in the white noise region, and Fc is the
1/f corner frequency. At higher frequencies, the preceding equation is

Vn,rms(H) ∼= Vnw

√
FH − FL
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FIGURE 4.12 Noise source representations in an op-amp.

and if FH � FL,

Vn,rms ≈ Vnω

√
Fc ln

(
FH

FL

)
(4.9)

At very low frequencies when operating exclusively in the 1/f region Fc �
(FH − FL), and the expression for the rms noise reduces to

Vn,rms(H) ≈ Vnw

√
Fc ln

[
FH

FL

]
(4.10)

A generalized noise model for an op-amp is shown in Figure 4.12. All uncorre-
lated noise sources add as a root-sum-of-squares manner, that is, noise voltages
V1, V2, and V3 give a result of √

V2
1 + V2

2 + V2
3

Thus, any noise voltage that is more than four or five times any of the others is
dominant, and the others can generally be ignored.

The gains are given by

gain = −R2

R1
NG = 1 + R1

R2

the offset referred to the input noise is given by Eq. (4.11)

offset =
√

B(H)

(
V2

N + 4KTR3 + 4KTR1

[
R2

R1 + R2

]2

+ I2
NR2

3

+I2
N−

[
R1R2

R1 + R2

]
+ 4KTR2

[
R1

R1 + R2

]2
) 1

2

(4.11)

Johnson noise is associated with the term
√

4kTBR, where K is Boltzmann’s
constant (11.38×10−25 J/K), T is the absolute temperature, B is the bandwidth
in hertz, and R is the resistance in ohms. An easy rule-of-thumb to remember is
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that a 1000-Ω resistor generates a Johnson noise of 4nV/
√

Hz at 25◦C. Bipolar
input op-amps have lower noise margins than junction FET (JFET) input op-
amps. For bipolar or JFET input devices, where all the bias current flows into
the input function, the current noise is simply the shot noise of the bias current.

4.6. INSTRUMENTATION AMPLIFIERS

An instrumentation amplifier is basically a closed-loop gain block, which is
single-ended with respect to a reference terminal (see Figure 4.13). The input
impedances are balanced and have high values, typically 109Ω. Unlike an op-
amp, which has its closed-loop gain determined by external resistors connected
between inverting input and its output, an instrumentation amplifier employs
an internal feedback resistor network that is isolated from its signal input ter-
minals. With the input signal applied across the two differential inputs, gain
is either present internally or is user set via pins or an external gain resistor,
which is isolated from the signal inputs.

The instrumentation amplifier must be capable of amplifying microvolt-
level signals, while simultaneously rejecting volts of common mode signals of
its inputs. This requires that instrumentation amplifiers have very high common
mode rejection (CMRR) on the order of 70 to 100 dB.

Two op-amp instrumentation amplifiers are often used (see Figure 4.14).
Dual IC op-amps are used in most cases for good matching. The circuit gain
can be trimmed with an external resistor, Rg. The input impedance is high,
allowing the impedance of the signal sources to be high and unbalanced.

When dual supplies are used, Vref is normally connected directly to ground.
In single-supply applications, Vref is usually connected to a low-impedance
voltage source equal to one-half the supply voltage. The best bipolar amplifiers
offer offset voltage of 10 �V, and 0.1-�V/◦C and drift offset voltages less than
5 �V, with practically no measurable effect are obtainable with choppers.
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VRef
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RS/2 ΔRS
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Vsig /2

Vsig /2

Common Mode Error = VCM / CMRR
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FIGURE 4.13 Instrumentation amplifier.
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FIGURE 4.15 Chopper stabilized design.

The basic chopper design is shown in Figure 4.15. When the switches are
in the “Z” (autozero) position, capacitors C2 and C3 are charged to the ampli-
fier input–output offset voltage, respectively. When the switches are in the “S”
(sample) position, Vin is connected to Vout through the path comprised of R1,
R2, C2, the amplifier, C3, and R3. The chopping frequency is between a few
hundred hertz and several kilohertz. Due to the sampling, the input frequency
must be much less than one-half the chopping frequency to prevent errors due
to aliasing. The R1/C1 combination serves as an antialiasing filter. It is also
important to state that after a steady condition is reached, there is only a min-
imal amount of charge transferred during the switching cycles. The output
capacitor, C4, and the load, RL, must be chosen such that there is minimal Vout

droop during the autozero cycle.
One major disadvantage of the two-amp design is that common mode stage

input range must be traded off for gain. The amplifier A1 must amplify the signal
at V1 by 1 + R1/R2 if R1 � R2. A1 will saturate if the common mode signal
is too high, leaving very little room to amplify the wanted differential signal.

For truly balanced high-impedance inputs, three op-amps may be connected
to form the instrumentation amplifier shown in Figure 4.16. The gain of the
amplifier is set by the resistor, Rg, which may be internal, external, or pro-
grammable. For this case the common mode rejection ratio (CMRR) depends
on the ratio matching R3/R2 to R3′/R2′. Furthermore, common mode signals
are amplified by a factor of 1 only regardless of gain. Thus, CMRR will increase
in direct proportion to the gain.
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4.7. CHOPPER-STABILIZED AMPLIFIERS

If we want the lowest offset and lowest drift performance, chopper-stabilized
amplifiers may be the only solution. The chopper-stabilized architecture shown
in Figure 4.17 is most often used in chopper amplifier implementations. In
this circuit, A1 is the main amplifier implementation. In this circuit, A1 is the
main amplifier and A2 is the nulling amplifier. In the sample mode (switch in
“S” position), the nulling amplifier A2, monitors the input offset voltage of
A1 and drives its output to zero by applying a correcting voltage at A1’s null
pin. Also A2 has an input offset voltage: it must correct its own zero error
before attempting to null A1’s offset. This can be achieved in the autozero
mode (switches in “Z” position) by momentarily disconnecting A2 from A1,
shorting its inputs together, and coupling its output to its own null pin. During
autozero mode the correction voltage for A1 is held by C1. Similarly, C2 holds
the correction voltage for A2 during the sample mode.

The switching action does produce small transients at the chopping fre-
quency, which can mix with the input signal frequency and produce in-band
distortions.
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4.8. ISOLATION AMPLIFIER

There are applications where a sensor has no direct electrical connection with
the system to which it supplies the signal data. For these cases, an isolation
amplifier is used to avoid the possibility of dangerous voltages or currents from
one-half of the system doing damage in the other, or to break an intractable
ground loop. Examples of applications include the need to prevent the ignition
of explosive gases by sparks at sensors and the protection from electric shock of
patients whose ECG, EEG, or EMG is being monitored. The ECG is important
since it requires protection in both directions: the patient must be protected
from accidental electric shock, but if the patient’s heart should stop, the ECG
machine must also be protected from the more than 7.5 kV applied to the patient
by the defibrillator, which will be used to start the patient’s heart again.

The most common type of isolation amplifier uses transformers that use
magnetic fields. Other amplifiers use small high-voltage capacitors. Optoisola-
tors provide isolation by using light. Difference isolators have different perfor-
mance; transformers have an analog accuracy of 12 to 16 bits and bandwidth up
to several hundred kilohertz, but their maximum voltage rating rarely exceeds
10 kV and is usually much lower. Capacitively coupled isolation amplifiers have
lower accuracy, perhaps 12 bits maximum, lower bandwidths, and lower volt-
age rating. Optoisolators are fast and cheap and can be made with very high
voltage ratings (4–7 kV), but they have poor analog domain linearity and must
be provided one—a transformer can do well here. The isolation amplifier has an
input circuit that is galvanically isolated from the power supply and the output
circuit. There is also minimal capacitance between the input and the rest of the
device. An example of a three-part isolation amplifier is shown in Figure 4.18.
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FIGURE 4.18 Example of isolation amplifier.
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4.9. STRAIN, FORCE, PRESSURE, AND FLOW SENSORS

The most typical sensors used in measuring forces include the resistance strain
gauge, the semiconductor strain gauge, and piezoelectric transducers. The strain
gauge measures force indirectly by measuring the deflection it produces in a cal-
ibrated carrier. Pressure can also be converted into a force using an appropriate
transducer, which means that strain gauge techniques can be used to measure
pressure. The flow rates of a liquid can be measured using differential pressure
measurements, which also make use of strain gauge technology.

The resistance strain gauge is a resistive element that changes in length (and
its resistance) as the force applied to the base on which the resistive element is
mounted causes stretching or compression. An unbounded strain gauge consists
of a wire stretched between two points, as shown in Figure 4.19. The force
acting on the wire (area = A, length = L, resistivity = ρ) will cause the wire to
either elongate or shorten and this will cause the resistance to either increase
or decrease according to the equation

R = ρL
A

ΔR
R

= ρ

A
ΔL
L

(4.12)

The quantity ΔL/L is a measure of the force applied to the wire and is
expressed in microstrains

(
1 �ε = 10−6 cm/cm

)
which is the same as parts per

million.
Bonded wire strain is a thin wire or conductive film arranged in a coplanar

pattern and cemented to a base. Lead wires are attached to the base and brought
out for interconnection. Bonded devices are much more practical. Another
variation of the bonded type is the foil-type gauge produced by photoetching.
Foil sensing elements have large ratios of surface area to cross-sectional area and
are stabler under extremes of temperature and prolonged loading (Figure 4.20).

Semiconductor strain gauges make use of the piezoresistive effect in cer-
tain semiconductor materials such as silicon and germanium to obtain greater
sensitivity and higher-level outputs. Semiconductor strain gauges are very tem-
perature sensitive and difficult to compensate and their charge in resistance
with a force that is nonlinear. They are not widely used unless for very sensitive
applications where temperature variations are small.

Piezoelectric force transducers are used when the forces to be measured
are dynamic (usually for several milliseconds). They work from the effect that
changes in charge are produced in certain materials when they are subjected

L

Force Force
A

FIGURE 4.19 Strain forces on a wire.
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FIGURE 4.21 Pressure transducer overview.

to physical stress. Piezoelectric devices produce large output voltage in instru-
ments such as accelerometers for vibration studies. Their output impedance is
high, and charge amplification with low-input capacitance is required for signal
conditioning.

Pressure in liquids and gases is measured electrically by a variety of pres-
sure transducers (see Figure 4.21). A variety of mechanical converters (e.g.,
diaphragms, capsules, bellows, manometer tubes) are used to measure pres-
sure by measuring the associated length of the displacement, thus measuring
pressure by the motion produced.

Flow (volume, laminar, and turbulent) can be measured by taking the dif-
ferential pressure across two points in the medium, one at a static point and
one in the flow stream. The flow rate is obtained by measuring the differen-
tial pressure with a pressure transducer, as shown in Figure 4.22a. Differential
pressure can also be measured by the venturi effect, as shown in Figure 4.22b.

An example of an all-element varying bridge circuit is shown in Figure 4.23.
The full bridge is an integrated unit that can be attached to the surface where the
force is going to be measured. To facilitate remote sensing, current excitation
is used. In the Analog Devices OP177 servos, a bridge current goes to 10 mA
around a reference voltage of 1.235 V. The strain gauge produces an output of
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FIGURE 4.22 Flow sensor overview. (a) Non-constriction, (b) constriction.
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FIGURE 4.24 Bridge circuit with an ADC.

10.25 mV/1000 �ε. The signal is then amplified by the Analog Devices AD620
instrumentation amplifier configured for a gain of 100. Full-scale strain voltage
can be set by adjusting the 100-Ω gain potentiometer so that for a strain of
−35, 000 �ε, the output reads −3.5 V; and for a strain of 5000 �ε, the output
reads 5.0 V. The output can be digitized with an ADC with a 10-V full-scale
input range.

The Analog Devices AD7730 24-bit sigma delta ADC allows direct condi-
tioning of bridge outputs and requires no interface circuiting. The diagram is
shown in Figure 4.24. The entire circuit operates on a single 5-V supply that
also functions as the bridge excitation voltage. Variations of the 5-V supply
do not affect the accuracy of the measurement. The AD7730 has an internal
programmable gain amplifier that allows a full-scale bridge output of ±10 mV
to be digitized to 16-bit accuracy. The AD7730 has self- and system calibration
features that enable offset and gain errors to be minimized.

4.10. HIGH-IMPEDANCE SENSORS

Many sensors have output impedances greater than several megaohms and
the associated signal conditioning circuits must be designed to meet the
requirements of low bias current, low noise, and high gain. Examples of
high-impedance sensors include photodiode preamplifier, piezoelectric sensors,
charge output sensors, and charge-coupled devices.

The equivalent circuit for a photodiode is shown in Figure 4.25. Its medical
application is in computed axial tomography (CAT) scanners (x-ray detection)
and blood particle analyzers. Its most important parameter is its short-circuit
photocurrent (Isc) at a given level from a well-defined light source. The short
resistance Rsh is usually of the order of 100 MΩ at room temperature. Diode
capacitance Cj is a function of junction area and the diode bias voltage (∼50 pF).
Photodiodes operate most often in the photovoltaic mode (see Figure 4.26).
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FIGURE 4.25 Equivalent circuit of a photodiode.
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FIGURE 4.27 Current-to-voltage converter using a photodiode.

In the photovoltaic mode, the diode operates in linear mode and the only
noise is thermal noise. A convenient way to convert the photodiode current
into a usable voltage is to use an op-amp as a current-to-voltage converter.
The diode bias is kept at 0 V by the virtual ground of the op-amp and the
short-circuit current is converted into a voltage.

The amplifier must be able to detect a diode current of 30 pA (see
Figure 4.27). For higher currents, smaller feedback resistors can be used. Since
the diode current is measured in terms of picoamperes, a great deal of atten-
tion must be paid to potential leakage paths in the actual circuit. The feedback
resistor should be thin film of ceramic or glass with glass insulation. The com-
pensation capacitor across the feedback resistor should have a polypropylene or
polystyrene dielectric. All connections to the summing junction should be kept
short. Guarding techniques can be used to reduce parasitic leakage currents
isolating amplifier’s input from large voltage gradients across the PC board.
Physically, a guard is a low-impedance conductor that surrounds an input line
and is raised to the line’s voltage.
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4.11. HIGH-IMPEDANCE CHARGE OUTPUT

High-impedance transducers such as piezoelectric sensors, hydrophones, and
some accelerometers require an amplifier that will convert a transfer of charge
into a change of voltage. Because of the high dc output impedance of these
devices, appropriate buffers are required in basic circuits for an inverting
charge-sensitive amplifier, as shown in Figure 4.28. There are basically two
types of charge transducers: capacitive and charge emitting. For the capaci-
tive transducer, the voltage across the capacitor (VC) is held constant. The
change in capacitance ΔC produces a change in charge ΔQ = ΔCVC. This
charge is transferred to the op-amp output as a voltage ΔVout = −ΔQ/C2 =
−ΔCVC/C2.

For capacitive sensors ΔVout = (−VCΔC)/(C2) and for charge-emitting
sensors ΔVout = ΔQ/C2. The upper cutoff frequency is given by f2 =
1/(2π R2 C2) and the lower by f1 = 1/(2πR1C1).

Figure 4.29 shows two ways to buffer and amplify the output of a charge
output transducer. Both require using an amplifier that has a very high input
impedance, such as Analog Devices AD745. The AD745 provides both low volt-
age and low current noise, and this combination makes this device particularly
suitable in applications requiring very high charge sensitivity.

4.12. CHARGE-COUPLED DEVICE SENSORS

The charge-coupled device (CCD) and the contact image sensor (CIS) are widely
used in imaging systems. A block diagram of an imaging system is shown in
Figure 4.30. The imaging sensor CCD is exposed to the image or picture. After
exposure, the output of the CCD undergoes some analog signal processing and
then the signal is digitized by an ADC. Most of the processing of the image is
done by digital signal processors.

The building blocks of a CCD are individual sensing elements (Figure 4.31).
A sensing element consists of a photodiode or photocapacitor that outputs a
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FIGURE 4.30 Image processing using a CCD.

charge (electrons) in proportion to the incoming light. The charge is accumu-
lated during the exposure time and then the charge is transferred to the CCD
shift register to be sent to the output of the device. The amount of accumu-
lated charge depends on the light level, the integration time, and the quantum
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efficiency of the photosensitive element. A small amount of charge always accu-
mulates even without the presence of light. This is called the dark current and
must be taken into account during the signal processing.

A typical CCD output stage is shown in Figure 4.32. The output stage of
the CCD converts the charge in each pixel to a voltage via the sensing capacitor
Cs. At the beginning of each pixel period, the voltage on Cs is reset to the
reference level VRef, causing the switch to reset. The amount of light captured
by each pixel is resolved by the difference between the reference and the video
level ΔV .
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The CCD charges can be as low as 10 electrons and a typical CCD output
has a sensitivity of 0.6 �V/electron. Most CCDs have a saturation voltage of
about 500 mV to 1 V for area sensors and 2 to 4 V for linear sensors. The dark
current (DC) level of the waveform is between 3 and 7 V.

The output of the CCD is processed by external conditioning circuits.
Therefore, the CCD output must be clamped before being digitized by the
ADC. CCD output voltages are small and often buried in noise. The largest
noise source is the thermal noise in the resistance of the FET reset switch. This
noise range is of the order of 100 to 300 electrons rms (≈ 60 to 180 mV rms)
and is given by the expression

thermal noise =
√

4KT · BW · Ron (4.13)

and its bandwidth is given by noise BW = 1/(4RonCs), where Ron is the “on”
resistance of the reset switch. When the reset switch opens, the KT/Cs is stored
on the Cs and remains constant until the next reset interval.

4.13. POSITION AND MOTION SENSORS

Modern linear and digital integrated circuits are used in the areas of position
and motion sensing. An example of a linear integrated sensor is the linear
variable differential transformer.

4.13.1. Linear Variable Differential Transformers

The linear variable differential transformer (LVDT) is a reliable method for
measuring linear distance. The LVDT method positions an electrical sensor
where the output is proportional to the position of a movable magnetic core.
The core moves linearly inside a transformer consisting of a center primary
coil and two outer secondary coils wound up in a cylindrical form. The pri-
mary winding is excited by an ac voltage source (of several kilohertz), where
secondary voltages are induced by varying the position of the magnetic core
within the assembly. The core is usually threaded to facilitate attachment to a
nonferromagnetic rod, which in turn is attached to the object whose movement
or displacement is being measured.

When the core is centered, the voltages in the two secondary windings
oppose each other, and the net voltage is zero. As the core is moved off center,
the voltage in the secondary winding in the direction in which the core moves
increases while the opposite voltage decreases. The LVDT offers good accuracy,
linearity, sensitivity, and infinite resolution. For LVDTs, a typical excitation
voltage range is from 100 �m to 25 cm and the excitation voltages range from
1 to 24 V with frequencies ranging from 50 Hz to 20 kHz.

A signal conditional circuit for LVDT is shown in Figure 4.33, where both
positive and negative variations about the center position can be measured in an
industry standard. An LVDT signal conditioner developed by Analog Devices
is shown in Figure 4.34. Note that the AD698 operates from a four-wire LVDT
and uses synchronization demodulation.
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FIGURE 4.34 Signal conditioning for an LVDT.

The A and B signal processors each consist of an absolute value function
and a filter. The A output is then divided by the B output to produce a final
output that is ratiometric and independent of the excitation voltage amplitude.
The AD698 can also be used with a half-bridge (similar to an autotransformer)
LVDT, as shown in Figure 4.35. In this arrangement, the secondary voltage
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FIGURE 4.36 Half-bridge LVDT configuration.

is applied to the B processor, while the center-tap voltage is applied to the A
processor. The half-bridge LVDT does not produce a null voltage, and the A/B
ratio represents the range-of-travel of the core (Figure 4.36).

4.13.2. Hall Effect Magnetic Sensors

If a current flows in a conductor (or semiconductor) and there is a magnetic
field B present that is perpendicular to the current flow, the combination of
the current in the presence of a magnetic filed will generate a voltage that is
perpendicular to both, as shown in Figure 4.37. This phenomenon is called the
Hall effect. The voltage VH is known as the Hall voltage.

The Hall effect can be used to measure the magnetic field, but its most
important application is as a motion sensor where a fixed Hall sensor and a
small magnet attached to a moving part can replace a CAM and contacts with
a great improvement in reliability. Because VH is proportional to magnetic field
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FIGURE 4.39 Hall effect sensor on a chip.

and not to rate of change of magnetic field, the Hall effect provides a more reli-
able low-speed sensor than an inductive pickup. The simple motion detector can
be seen in Figure 4.38. It responds to small changes in the field and the compara-
tor has built-in hysteresis to prevent oscillations. The Analog Devices AD22151
(Figure 4.39) is a linear magnetic field sensor in which the output voltage is
directly proportional to a magnetic field applied perpendicular to the sensor’s
top surface. The AD22151 combines bulk Hall cell technology and conditioning
circuitry to minimize temperature-related drifts in silicon Hall cells.
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FIGURE 4.40 Physical illustration of an optical encoder.

4.13.3. Optical Encoders

One of the most common position measuring sensors is the optical encoder
(Figure 4.40). An incremental optical encoder is a disk divided into sectors that
are either transparent or opaque. A light source is positioned on one side of
the disk and a light sensor on the other side. When the disk rotates, the output
from the detector switches on and off in an alternating manner, depending
on whether the sector appearing between the light source and the detector is
transparent or opaque. Therefore, the encoder produces a stream of square-
wave pulses that indicate the angular position of the shaft. The number of
opaque and transparent sectors per disk range from 100 to 65,000.

Most incremental encoders feature a second light source and sense the angle
between the main source and the sensor to indicate the direction of rotation.
Many other encoders also have a third light source and detector to sense a once-
per-revolution marker. A potentially serious disadvantage is that incremental
encoders require an external counter to determine absolute angles within a
given rotation.

4.13.4. Accelerometers

Accelerometers find great usage in many applications including medical ones
(e.g., patient monitors). Micromachining techniques enable accelerometers to
be manufactured on a CMOS processor. A significant advantage of this type
of accelerometer is that dc acceleration can be measured. The basic unit-cell
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FIGURE 4.42 Conditioning electronics in accelerometers.

building block for these accelerometers is shown in Figure 4.41. The micro-
machined sensor elements are obtained by depositing polysilicon on an oxide
layer that is then etched away, leaving the suspended sensor element.

The actual sensor has tens of unit cells for sensing acceleration (the figure
shows one cell). The foundation of the sensor is the differential capacitors (CS1
and CS2), which are formed by a center plate that is part of the moving beam
and the two fixed outer plates. The two capacitors are equal at rest, but when
acceleration is applied, the mass of the beam causes it to move closer to one of
the fixed plates while moving away from the other. The conditioning electronics
are shown in Figure 4.42.

The sensor’s fixed capacitor plates are driven differentially by a 1-MHz
square wave and the two square-wave amplitudes are of the same magnitude
but 180◦ out of phase. At rest, the magnitude of the two capacitors is the same
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FIGURE 4.43 Accelerometer block diagram on a chip.

and therefore the voltage output at the center plate attached to the movable
beam is zero. When the beam starts to move, a mismatch in the capacitances
produces an output signal at the center plate. The output amplitude will increase
with the acceleration experienced by the sensor. The center plate is buffered by
A1 and is applied to a synchronous demodulator.

Figure 4.43 shows a simplified block diagram of the Analog Devices
ADXL202 dual-axis ±2g accelerometer. The output is a pulse whose duty cycle
contains the acceleration information. Standard low-cost microcontrollers have
timers that can be easily used to measure T1 and T2 intervals; the acceleration
is calculated in terms of g.

4.14. TEMPERATURE SENSORS

Knowledge of a system’s temperature is of great importance for medical devices
since temperature monitoring is necessary to monitor the health of electronic
devices and avoid dangerous power interruptions.

Except for IC sensors, all temperature sensors have nonlinear transfer
functions. However, this is really not an issue since sensor output can be
digitized directly by high-resolution ADCs; hence, linearization and calibra-
tion are performed digitally. Modern semiconductor temperature sensors offer
high accuracy and high linearity over the operating range of −55 to 150◦C.
Internal amplifiers can scale the output to values such as 10 mV/◦C. These semi-
conductor temperature sensors can be integrated into multifunction ICs and
perform other hardware monitoring functions. Thermistors are more sensitive
than semiconductor temperature sensors but most are nonlinear. Thermocou-
ples are small, rugged, relatively inexpensive, and operate over the widest range
of all temperature sensors. They are specially useful for making measurements
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TABLE 4.1 Common thermocouples

Junction materials Typical useful Normal sensitivity ANSI
range (◦C) (�V/◦C) designation

Platinum (6%)–rhodium to 38 to 1800 7.7 B
platinum (30%)–rhodium

Tungsten (5%)–rhenium to 0 to 2300 16 C
tungsten (26%)–rhenium

Chromel–constantan 0 to 982 76 E

Iron–constantan 0 to 760 55 J

Chromel–alumel −184 to 1260 39 K

Platinum (13%)–rhodium 0 to 1593 11.7 R
to platinum

Platinum (10%)–rhodium 0 to 1538 10.4 S
to platinum

Copper–constantan −184 to 400 45 T

TABLE 4.2 Types of temperature sensors

Thermocouple RTD Thermistor Semiconductor

Widest range: Range: −200 to 850◦C Range: 0 to 100◦C Range: −55 to 150◦C
−184 to 2300◦C

High accuracy and Fair linearity Poor linearity Linearity: 1◦C
repeatability Accuracy: 1◦C

Requires cold Requires excitation Requires excitation Requires excitation
junction compensation

Low voltage output Low cost High sensitivity 10 mV/K, 20 mV/K, or
1�A/K typical output

of high temperatures (up to 2300◦C) in hostile environments. Thermocouples
can produce only a few millivolts of output and this output requires further
amplification before processing. Some common thermocouples are shown in
Table 4.1. Table 4.2 shows the most common types of temperature sensors.
Of the thermocouples shown, type J is the most sensitive, causing the largest
output voltage for a given temperature change. On the other hand, type S is the
least sensitive.

Modern semiconductor temperature sensors offer high accuracy and lin-
earity. Internal amplifiers can output to convenient values. All semiconductor
temperature sensors make use of the relationship between a bipolar junction
transistor (BJT) base-emitter voltage and its collector current

VBE = KT
q

ln
(

Ic

Is

)
(4.14)

where K is the Boltzmann’s constant, T is the absolute temperature in K, q is
the charge of an electron, and Is is a current related to the geometry and the
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FIGURE 4.45 Brokaw cell implementation.

temperature of the transistor. If we take N transistors identical to the first and
allow the total current Is to be shared equally among them, we obtain a new
base-emitter voltage given by the equation (see Figure 4.44).

V ′
BE = KT

q
ln

(
Ic

NIs

)
(4.15)

If we have equal currents in one BJT and N similar BJTs, then abso-
lute expression for the difference between the two base-emitter voltages is
proportional to the absolute temperature and does not contain Is.

ΔVBE = VBE − V ′
BE = KT

q
ln

(
Ic

Is

)
− KT

q
ln

(
Ic

NIs

)
− KT

q
ln[N] (4.16)

The circuit shown in Figure 4.45 implements this equation and is known
as the “Brokaw cell.” The voltage ΔVBE = ΔBE − Vn appears across resis-
tor R2. The emitter current in Q2 is therefore ΔVBE

/
R2. The op-amp servo

loops and the resistors R force the same current to flow through Q1. The
Q1 and Q2 currents are equal and are summed and flow into resistor R1.
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The corresponding voltage developed across R1 is proportional to absolute
temperature and given by

V = 2R1(VBE − Vn)

R2
= 2

R1
R2

KT
q

ln N (4.17)
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5
DATA ACQUISITION

5.1. INTRODUCTION

Analog data can be converted into digital form and transmitted over short or
long distances. In Figure 5.1 we can observe the simplest digitizing system. It
shows the analog-to-digital converter, the power inputs, and an analog single
input. The outputs are a digital code word.

The maximum rate at which the input signal can vary and still allow the
converter to resolve 1 least-significant bit (LSB) of binary output, irrespective
of the waveform, is

dV
dt

= 2−nVS

T
(5.1)

Buffer

To Comm.
Channel

statuscommands

+

–
Vin A/D

Converter

Vs

Interrupts

FIGURE 5.1 A simple illustration of an analog-to-digital converter (ADC).

∗Thanks are expressed to Analog Devices for the usage of some of their components publications.
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where V is the input voltage, n is the number of bits of binary resolution, VS is
the full-scale span, and T is the time between conversions. The maximum rate
of changes is thus 1 LBS per conversion period.

If V = (VS/2) sin(2f πt), then dV/dt = (VS/2)2πf cos(2πft) and
dV/dtmax is equal to the magnitude (VS/2)2πf . Thus,

2−n

T
= πf (5.2)

and the maximum sine-wave frequency that can be converted with 1-LBS
resolution is

f = 2−n

Tπ
(5.3)

5.2. SAMPLE AND HOLD CONVERSION

An ADC can be made more efficient by the use of a sample and hold between
the input signal and the converter’s input (Figure 5.2). Between conversions,
the device may acquire and track the input signal. When the conversion is to be
made, the S–H is switched to a hold position and remains in that state during
the conversion.

To avoid errors due to an insufficient number of samples, the sampling the-
ory says that regularly spaced sampling must occur at the Nyquist rate, which
is twice the frequency of the highest frequency signal. In many practical appli-
cations, the sampling rate is three or more times the filter cutoff frequency. If
analog signals are present at higher frequencies, the sampling process can cause
aliasing in the signal passband, which cannot be distinguished from the original
signal. Aliasing in essence are spurious low-frequency signals. In the signal pass-
band, they are caused by the difference frequencies produced by the sampling
process.

As shown in Figure 5.3, preamplification is often necessary before the sam-
pling of a signal. The preamplifier should have a low-output impedance because

Pre-
AMP

Sample
& Hold

A/D
Converter Buffer

Convert CMD
S/H
Control

To
Communications
Channel

Status

H S H S H S H S H S H S HS

FIGURE 5.2 Sample and hold with an ADC.
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FIGURE 5.3 Signal-conditioning devices in data acquisition.

the inputs of some types of ADCs may have large current pulses, which can load
the pre-amp outputs and cause errors.

Signal conditioning is a term that describes a series of analog-to-analog
scenarios. For example, sculling of input gains to match the input signal to
the converter’s full-scale spans using instrumentation amplifiers is an obvious
choice. Signal-conditioning devices are available in a variety of packages, as
shown in Figure 5.3.

5.3. MULTICHANNEL ACQUISITION

Elements of the acquisition system can be shared by two or more input sources.
Although the conventional way to digitize data from many analog channels is
by the introduction of a time-sharing process at the analog input by multiplexing
the input of a single ADC among the various analog sources; in sequence,
the parallel conversion is much more used. The bus structure employed by
systems using microprocessors allows the usage of digital multiplexing, with
all the devices connected to the bus via three-state switches, enabled selectively
by a “chip-select” logic signal from decoders and read–write control signals.
The converter’s status line can provide interrupt signals, indicating conversion
complete data ready.

The parallel-conversion approach provides the advantage that multiple sen-
sors can be strung over a larger area, in essence digitizing the analog signals
right at the source and transmitting serial data rather than the original low-level
analog signals. The basic multichannel conversion scheme using digital mul-
tiplexing is shown in Figure 5.4a. The multichannel conversion scheme using
remote ADCs is shown in Figure 5.4b. Furthermore, among the secondary ben-
efits of digitizing sensor signals at their source is the feasibility to manipulate
logical operations on the digitized data before they are fed into the computer.

Figure 5.5 shows a basic system for data acquisition. When the conversion is
complete, the status signal from the converter causes the S–H to return to sample
(track) and acquire the next channel. Then after the acquisition is completed,
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FIGURE 5.4 Digital multiplexing in multichannel conversion. (a) and (b) are multiplexing approaches
of analog signals.

either immediately or on command, the sample–hold is switched to hold, a
conversion begins, and the multiplex switch moves on.

5.4. HIGH-SPEED SAMPLING IN ADCs

Due to the various design constraints, it is really not possible to make the
input of a high-speed ADC totally well behaved—with a high-input impedance,
low capacitance, ground referenced, and free from transients. This means
that the ADC drive amplifier must provide excellent ac performance. The
tendency toward single-supply high-speed designs provides additional con-
straints. The input voltage range of high-speed single-supply ADCs may not
be ground referenced; therefore, level shifting with single-supply op-amps is
usually required.

Modern signal processing applications require ADCs that have wide
dynamic range, high bandwidth, low distortion, and low noise. ADCs with
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FIGURE 5.5 Early data acquisition system architecture.

internal sample–hold functions are generally specified in terms of familiar terms
such as signal-to-noise ratio (SNR), signal-to-noise-plus-distortion (S/(N+D)),
effective number of bits (ENOB), harmonic distortion, total harmonic dis-
tortion (THD), intermodulation distortion (IMD), and spurious free dynamic
range.

In ADCs, an ideal sampling at a rate of Fs causes a quantization noise having
an rms value of q/

√
12 measured in the Nyquist bandwidth dc to fs/2, where q

is the weight of the LSB. To obtain q, we divide the full-scale input range of the
ADC by the number of quantization levels, 2N . For example, an ideal 10-bit
ADC with a 2.048-V peak-to-peak input range has 210 = 1024 quantization
levels, an LSB of 2 mV, and an rms quantization noise of 2 mV

√
12 = 577 �V .

Another method to express quantization noise is to convert it to a signal-
to-noise ratio using the well-known expression:

S/N = 6.02N + 1.76 dB (5.4)

An ADC produces noise as well as distortion products caused by a nonlinear
transfer function. A fast Fourier transform (FFT) is used to calculate the rms
value of all the distortions and noise products, and the actual signal-to-noise-
plus-distortion, S/(N + D), is computed. Solving Eq. (5.4) for N yields the
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expression for the effective number of bits (ENOB) as

ENOB = S/(N + D)Actual − 1.76 dB
6.02

(5.5)

Just about all ADCs have some sort of nonlinearities that contribute to non-
ideal low-frequency performance, and this performance degrades as the input
frequency increases. A good way to evaluate the performance of an ADC is to
plot signal-to-noise-plus-distortion, S/(N+D), as a function of input frequency.

If we get to plot the gain of an amplifier with a small signal of a few mil-
livolts, we find that as the input frequency increases, there is a frequency at
which the gain drops by 3 dB. This frequency is the upper limit of the small-
signal bandwidth of the amplifier and it is dictated by the internal pole(s) in
the amplifier response. If we drive the amplifier with a large signal so as to
get full peak-to-peak output voltage, the upper 3-dB point is found at a lower
frequency, limited only by the slew rate of the amplifier output stage. The
high-level 3-dB point is known as the large-signal bandwidth of an amplifier.
The large-signal bandwidth is an uncertain parameter in an amplifier because it
depends on many uncontrolled variables, such as power supply, output ampli-
tude, and the load. For situations where the large-signal bandwidth is less than
the small-signal bandwidth, it is much better to define the output slew rate and
calculate the maximum output swing of a given frequency. The large-signal
bandwidth tells us the frequency at which the amplitude response of the ADC
drops by 3 dB, but it does not tell us the relationship between distortion and
frequency. It is easy to notice, however, that in general, noise and distortion
increase with increasing frequency, and this reduces the resolution that we can
obtain from the ADC.

A graph of the ratio of signal-to-noise-plus-distortion, S/(N + D), with
respect to input frequency is shown in Figure 5.6.

As seen in the figure, the SNR of a perfect N-bit ADC (with a full-scale sine
wave input) is 6.02N + 1.76 dB.

Today’s ADCs use sampling, which means that the S–H architecture is part
of the ADC. The aperture jitter of the S–H cannot be specified in specs sheets.
The use of an additional high-performance S–H architecture can sometimes

ENOB

10 100 1K 10K 100K 1M 10M

Gain (full scale sine wave input)

ENOB (full scale sinusoidal input)

ENOB (-20dB input)

A/D Converter Input Frequency (Hz)

FIGURE 5.6 Signal-to-noise ratio vs frequency in amplifiers.
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improve. The high-frequency ENOB of a sampling ADC can be more cost
effective than replacing the ADC with a more expensive one.

There is also a fixed component that makes up an ADC aperture time. This
component is called the effective aperture delay time and does not produce an
error. It results in a time offset between the time the ADC is asked to sample
and when the sampling actually takes place (Figure 5.7).

The distortion produced by an ADC cannot be analyzed in terms of second-
and third-order intercepts as it is done with amplifiers. The reason is that there
are two components of distortion in a high-performance data converter. One
component is due to the nonlinearity associated with the analog circuits within
the converter. This nonlinearity is shown in Figure 5.8.

The distortion associated with this type of nonlinearity is referred to as
soft distortion and produces low-order distortion products. In a practical data
converter, however, the soft distortion is usually much less than the other

Analog Input OV

sampling clock

te

+te –te

FIGURE 5.7 Aperture delay time in the sampling process.

Output

Input

Output

Input

Transfer characteristic producing
a “soft” distortion

Transfer characteristic producing
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FIGURE 5.8 Nonlinearity associated with an ADC.
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component of distortion, which is due to the differential nonlinearity of the
transfer function and the cause of hard distortion, as shown in the figure.

5.5. SELECTION OF DRIVE AMPLIFIER FOR ADC PERFORMANCE

The ADC drive amplifier performs several functions. It isolates the signal source
and provides a low-impedance drive to the ADC input. A low-impedance dc
and ac drive source is important because the input impedance of the ADC may
be signal dependent, and also the input may generate transient load currents
during the conversion process. The drive amplifier provides the required gain
and level shifting to match the signal to the A–D input voltage range.

The plot of S/(N + D) for an ADC should be used as the main crite-
rion for the drive amplifier. If the total harmonic distortion plus noise of the
amplifier is 6–10 dB better than S/(N + D) over the frequency range of inter-
est, then the overall degradation in S/(N + D) caused by the amplifier will
be limited to between 0.5 and 1 dB, respectively. An example of this is shown
in Figure 5.9 with the Analog Devices AD9022, which contains a three-pass
subranging architecture and digital error correction.

The analog input is passed to the sampling bridge of the first internal S–H
amplifier. The held value of the first S–H is applied to a 5-bit flash converter
and a second S–H. The 5-bit flash converter resolves the most significant bits.
These 5 bits are reconstructed via a 5-bit DAC and subtracted from the original
S–H output signal to form a residue signal. A second S–H holds the amplified
residue signal while it is encoded with a second 5-bit flash ADC. As before, the
5 bits are reconstructed and subtracted from the second S–H output to form
a residue signal. This residue is amplified and encoded with a 4-bit flash ADC
to provide the 3 LSB of the digital output and one bit of error correction. The
digital error correction logic combines the data from the three flash converters
and then presents the results as a 12-bit parallel digital word. The output stage is
either TTL or ECL. Output data can be strobed on the rising edge of the encode
command. In Figure 5.10 we observe the total harmonic distortion plus noise
(THD+N) of the AD9631 drive amplifier superimposed on the S/(N +D) plot
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FIGURE 5.9 The AD9022 12-bit, 20-MSPS (million samples per second) sampling ADC.
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FIGURE 5.10 Total harmonic distortion plus noise effect on the AD9631.
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FIGURE 5.11 The AD9050 10-bit, 40-MSPS single supply ADC.

for the AD9022. Notice that the amplifier THD+N is at least 10 dB better than
the ADC S/(N + D) for input frequencies up to about 10 MHz (the Nyquist
frequency).

Some ADCs require only a single supply. An example of such is the Analog
Devices AD9050, 10-bit, 40-MSPS ADC designed for wide dynamic range such
as ultrasound. A block diagram of the AD9050 is shown in Figure 5.11 and
illustrates the two-step subranging architecture. The analog input circuit of the
AD9050 is differential but it can be driven single-ended or differentially with
equal performance. The input circuit of the AD9050 is a benign and constant
5 KΩ in parallel with approximately 5 pF. Because of its well-behaved input,
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FIGURE 5.13 Input using single-ended capacitive coupling.

the AD 9050 can be driven directly from 50-, 75-, or 100-Ω sources without
the need for a low-distortion buffer amplifier. In ultrasound applications it is
normal to ac couple the signal (generally around 1 MHz) into the AD9050
differential inputs using the wideband transformer as shown in Figure 5.12.

If the input signal comes directly from a 50-, 75-, or 100-Ω single-ended
source, capacitive coupling can be used, as shown in Figure 5.13.

5.6. DRIVING ADCs WITH SWITCHED CAPACITOR INPUTS

Many ADCs have switched capacitor input circuits. The effective input
impedance can be a function of the sampling rate. The switches (usually CMOS)
can inject charge on the ADC analog inputs. In this case, the internal sample
end hold amplifier may generate a current spike on the analog input when the
S–H circuit goes from the sample mode to the hold mode. Other spikes may be
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FIGURE 5.15 Implementation of the AD876 ADC.

generated during the actual A–D conversion. The current spikes on the output
of the external ADC drive amplifier can produce voltage spikes, and conversion
errors can result if the amplifier settling time is not adequate.

The Analog Devices AD876 ADC is a 10-bit, 20-MSPS low-power CMOS
ADC with a switched capacitor sample and hold input circuit. An overall block
diagram of the ADC is shown in Figure 5.14.

Operation of the AD876 switched capacitor input circuit is illustrated in
Figure 5.15 and the associated waveforms in Figure 5.16. The CMOS switches
S1, S2, and S3 control the action of the internal sample and hold.

Switches shown in Sample Mode
Switching Sequence.
T → H: S1 opens, S2 opens, S3 closes.
Hold: conversion occurs.
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FIGURE 5.16 Associated waveform for the AD876 ADC.

H → T: S3 opens, S1 closes, S2 closes.
CH charged to new value.

5.7. GAIN SETTING AND LEVEL SHIFTING

For dc-coupled applications, the drive amplifier must provide the required gain
and offset to match the signal to the input voltage range of the ADC. Figure 5.17
summarizes several gain and level shifting options.

A practical example of a single-supply video signal processing digitizing
circuit is shown in Figure 5.18. The AD876 ADC operates on a single 5-V
supply and its nominal input voltage range is 2 V peak-to-peak centered around
an allowable common mode voltage between 2.7 and 3.1 V. The input voltage
range of the AD876 is set by external references. The AD812-driven amplifier is
a fast video op-amp with a common mode input voltage range of 1- to 4-V and
1- to 4-V output voltage range. In this amplifier–ADC combination, optimum
performance is obtained by setting the AD876 input common mode voltage of
2.7 V, which corresponds to an upper and lower input range of 3.7 and 1.7 V,
respectively.

The Thevenin equivalent circuit of the video signal is a ground-referenced,
0- to 2-V source with a 75-Ω source impedance to match the 75-Ω coaxial
cable impedance to produce a standard 0- to Z-V video signal level of the load
termination RT . The AD812 functions as an inverter level shifter. The feedback
resistor R2 is chosen to be 681 Ω for optimum flatness over the video bandwidth
as recommended by the data sheet. The feed forward resistor, R1, is selected
to give a signal gain of −2. The termination resistor RT is chosen such that the
parallel combination of RT and R1 is 75 Ω. The common mode voltage Vcm is
determined by the voltage divider formed by R2, R1, and RT and the 75-Ω
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FIGURE 5.17 (a) through (c) shows several level shifting options in amplifiers.
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FIGURE 5.18 Example of simple video processing.
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resistance and given by the expression

Vcm = 3.7
⎧⎪⎩ Rs‖RT + R1

Rs‖RT + R1 + R2

⎫⎪⎭ = 3.7
⎧⎪⎩ 42 + 340

42 + 340 + 681

⎫⎪⎭ = 1.33 V (5.6)

where the 3.7 V is the corresponding op-amp output voltage when the video sig-
nal is 0 V. The 1.33-V common mode voltage is derived from the AD680 22.5-V
reference using a resistor divider and is decoupled with a 10-�F capacitor in
parallel with a 0.1-MF low-inductance ceramic capacitor.

5.8. HIGH-SPEED SAMPLING ADC EXTERNAL REFERENCE VOLTAGE GENERATION

Due to several constraints, it is not possible to integrate the reference and the
ADC on the same IC, and an external reference voltage is needed. There are
several types of reference ICs such as 1.25, 2.5, 3, 3.3, and 4.5 V. The AD876
requires two references: one for each end of its input range, which is nominally
set for 1.7 and 3.7 V. The output impedances of the drive sources must be
low at high frequencies to absorb the transient current generated by the ADC
reference input terminals.

The circuit configuration shown in Figure 5.19 uses the REF198 (4.096 V)
reference and a dual FET-input single supply op-amp (AD 822) to generate
the two voltages. The AD876 reference inputs each have a force (F) and
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FIGURE 5.19 Reference voltages applied to ADCs.
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(SENSE) (S) pin. The Kelvin connection compensates for the voltage drop in
the internal parasitic resistances. The internal ADC reference ladder impedance
is approximately 300 Ω, which requires the AD822 to source and sink about
6.7 MA. The two reference force pins are decoupled at low and high frequen-
cies. The 20-�F capacitor across the two sense pins adds additional decoupling
for differential transients. The AD822 must be compensated to drive the large
capacitive load.

5.9. ADC INPUT PROTECTION

There is a need to protect the input to a high-speed ADC from overdrive. The
analog input should never exceed the supply voltage by more than 0.3 V. In
a dual-supply system, this rule applies to both supplies. In some ADCs, the
analog input is protected internally.

In these cases, an external resistor is required to limit the input current
to 5 mA or less under the overvoltage condition. Several overdrive protection
schemes using external diodes are shown in Figure 5.20.

Instead of diodes, a clamping amplifier can be used, as shown in the circuit
of Figure 5.21. In the AD8037 clamping amplifier, the clamping voltages are set
to 0.55 and −0.55 V, referenced to the ±0.5-V input signal, with the external
resistive dividers. The AD8037 also supplies a gain of 2, and an offset of −1 V
(using the AD780 voltage reference), to match the 0- to −2-V input range of the
AD9002 flash converter. The output signal is clamped at 0.1 and −2.1 V. This
multifunction clamping circuit therefore performs several important functions
as well as preventing damage to the flash converter, which occurs when its input
exceeds 0.5 V, thereby biasing the substrate diode.
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FIGURE 5.20 Overdrive protection for ADCs.
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FIGURE 5.21 Clamping amplifier for an ADC.

The feedback resistor is chosen for optical bandwidth to obtain a gain of 2.

R1R3

R1 + R3
= R2 = 301 Ω

In addition, the Thevenin equivalent output voltage of the AD780 is a 2.5-V
reference and the R3–R1 divider must be 1 V to provide −1-V offset at the
output of the AD8037:

(2.5)R1

R1 + R3
= 1 V

Solving the two simultaneous equations yields R1 = 499 and R3 = 750 Ω.

5.10. NOISE CONSIDERATIONS IN HIGH-SPEED SAMPLING ADCs

Due to the wide bandwidth front ends of ADCs, the high-speed sampling of an
ADC is susceptible to coupled noise. There are many sources for such noise (see
Figure 5.22). In high-speed systems, where the resistors of the source and the
op-amp feedback network rarely exceed 1 KΩ, the resistor Johnson noise can
often be neglected. In the case of voltage feedback op-amps the input current
noise can often be neglected. For current feedback op-amps, the inverting input
current noise generally dominates. At higher noise gains, the effects of voltage
noise become significant.
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n
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[
R2
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]2

+ 4KTRp

(
1 + R2

R1

)2
]1/2

(5.7)

The bandwidth for integration is either the op-amp closed-loop bandwidth,
or the ADC input bandwidth. In most cases, the input of the ADC acts as a
low-pass filter to the op-amp noise. The proper positioning of an antialiasing
filter can reduce the effects of the op-amp noise, as shown in Figure 5.23.

Another method for noise control is the use of proper supply decoupling
techniques. An example of this technique is shown in Figure 5.24. The power
supply input is first decoupled to the large-area low-impedance ground plane
with a good quality, low ESL and low ESR tantalum electrolytic capacitor.
This capacitor bypasses low-frequency noise to the ground plane. The ferrite
bead reduces high-frequency noise to the rest of the circuit. A low-inductance
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FIGURE 5.24 Bypass capacitance for IC chips in PCBs.

ceramic capacitor at each power pin on each IC should be used. Surface-mount
chip capacitors for minimum inductance should also be used. Some ICs may
require an additional small tantalum electrolytic capacitor.

It is recommended that multilayer boards be used with one layer totally
dedicated to ground at least. When connecting to the back plane, use around
30 to 40% of the pins on each printed circuit board (PCB) connector for the
ground to maintain a low-impedance ground plane between the various PCBs
in a multiboard system.

It should be a good practice to physically separate analog-sensitive compo-
nents from digital components. It is usually a good practice to establish separate
analog and digital ground planes or each PBC, as shown in Figure 5.25.

The separate analog and digital ground planes are continued on the back-
plane using either motherboard ground planes or wire screens. The ground
planes are joined together at the system chassis ground or single-point ground
located at the common return point for the power supply. The diodes are
inserted to avoid accidental dc voltages from developing between the two
ground systems. The ADCs (even those with mixed-signal ICs) should be
addressed as analog circuits and also grounded and decoupled to the analog
ground plane. Figure 5.26 shows the proper grounding of ADCs and DACs.

There is nothing at this point that the designer can do to avoid the effects
of wire-bond inductance and resistance associated with connecting the pads on
the chip to the package pins. There will be some coupling through the stray
capacitance Cstray between the digital and analog sides. In addition there is
some stray capacitance between pins in the IC package.

The logic supply pin Vcc can be isolated by the insertion of a small ferrite
bead, as shown in Figure 5.27. The internal digital currents of the ADC will
return to ground through the VD pin decoupling capacitor and will not appear
in the external ground circuit. It is also desirable to place a buffer latch adjacent
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FIGURE 5.26 Proper grounding of ADCs and DACs.

to the converter to isolate the converter’s digital lines from any noise that may
be found on the data bus. The buffer latch and other digital circuits should
be grounded and decoupled to the digital ground plane of the PCB. Any noise
between the analog and digital ground reduces the noise margin at the ADC
digital interface. Since the digital noise immunity is of the order of thousands
of millivolts, it does not provide concern.

The sampling clock generator (OSC) should also be grounded and heavily
decoupled to the analog ground plane. A low-noise crystal oscillator should be
used to generate the clock. Sampling clock jitter modulates the input signal and
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FIGURE 5.27 Grounding and ferrite usage for noise control in IC components.

raises the noise and distortion floor. The sampling clock generator should be
isolated from noise digital circuits and grounded and decoupled to the analog
ground plane. Separated power supplies for analog and digital circuits are also
highly desirable but not always affordable. All converter power pins should be
decoupled to the analog ground plane and all logic circuit power pins should be
decoupled to the digital ground plane. When a ground plane is used, it should
act as a shield for sensitive signals. Figure 5.28 shows a good layout for a data
acquisition system where all sensitive areas are isolated from each other and
signal paths are kept as short as possible.

5.11. MULTICHANNEL APPLICATIONS FOR DATA ACQUISITION SYSTEMS

Data acquisition systems involve digitizing analog signals using analog-to-
digital converters. The ADCs are followed by a digital processor that performs
the needed data analysis. In a process control application, the process controller
generates feedback signals that must be converted back into analog form using
a DAC. The term data acquisition refers to a multichannel system. Through
the feedback from the digital processor, DACs convert the digital response into
analog. A data acquisition system is shown in Figure 5.29 in which each channel
has its own dedicated ADC and DAC.

As shown in the figure, multiplexers are a fundamental block of the data
acquisition system. A simplified diagram of an analog multiplexer is shown
in Figure 5.30. The number of input channels ranges from 4 to 16. Some
multiplexers have internal channels-address-decoding logic and registers, while
others lack these functionalities and have to be implemented externally. Unused
multiplexer input must be grounded. Multiplexer switching times range from
about 50 ns to over 1 �s, the on resistance (Ron) can range from 25 Ω to several
hundreds ohms, and off-channel isolation from 50 to 90 dB. The multiplexer
output should be isolated from the load by the usage of a buffer amplifier. An
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FIGURE 5.29 Simplified data acquisition system.

m-channel multiplexed data acquisition system is shown in Figure 5.31. The
multiplexer output drives a programmable buffer amplifier whose gain can
be adjusted, depending on the channel signal level. The maximum sampling
frequency and the maximum input frequency are limited by the multiplexer
switching time, the buffer amplifier settling time, and the ADC conversion time
as shown by the formulas

fs ≤ 1

tconv +
√

t2
MUX + t2

amp

fin ≤ 1
π2NTconv



130 5 DATA ACQUISITION

channel address

CLOCK

Address Register

Address Decoder

RL

Buffer
Amplifier

RON

RON

FIGURE 5.30 Illustration of a multiplexer.
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FIGURE 5.31 Multiplexed data acquisition system.

Adding sample–hold to the ADC, as shown in Figure 5.32, allows the
processing of much faster signals with almost no increase in system complexity.
Filtering in the data acquisition system prevents aliasing of unwanted signals,
but the noise is also reduced by limiting the bandwidth. The filtering at the
input of each channel is used to prevent aliasing of signals that are outside the
Nyquist bandwidth. The channel sampling rate is given by fs/M. In general√

t2
MUX + t2

amp � tacq + tconv

Therefore,

fs ≤ 1
tacq + tconv

And the corresponding Nyquist frequency is fs/2M. The filter should
provide sufficient attenuation of fs/2M.

There are certain applications where it is required to sample a number of
channels simultaneously. A typical configuration is shown in Figure 5.33. Each
channel requires its own filter and S–H. Each sample–hold is simultaneously
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placed in the hold mode by a common command signal. During the input S–H
hold time, the multiplexer is sequentially switched from channel to channel,
and the single nonsampling ADC is used to digitize the signal on each channel.

If a sampling ADC is used to perform the conversion the acquisition time of
the second S–H (see Figure 5.34) tacq2 should also be considered in determining
the maximum ADC sampling rate fs2:

fs2 ≤ 1
tacq2 + tconv

fs1 ≤ 1
tacq1 + M/Fs2

5.12. EXTERNAL PROTECTION OF AMPLIFIERS

Often amplifiers are used in applications for data acquisition and processing
where their inputs are exposed to electromagnetic interference, electrostatic
discharge, and overvoltage events.

If an amplifier’s input voltage is higher than the supply voltage, the unit
amplifier can be damaged, usually by high current flow, even when turned off.
The typical maximum input voltage allowed for both the positive and negative
supplies is about 0.3 V outside the supply voltage. To avoid damage to the
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amplifier input, clamping to limit the input current to either 10 or 20 mA is
used. This value is a conservative rule of thumb based on metal trace widths
in a typical amplifier input stage. Higher currents can cause metal migration,
which will eventually lead to an open trace. Therefore, limiting the current is
very important to guarantee long-term reliability.

Figure 5.35 shows an equivalent input circuit for the input stage of an
amplifier. The amplifier has internal resistance in series with input transistor
junctions and their protective diodes. The internal diodes protect the unit from
input voltages up to 10 voltages greater than supply voltage. So for ±15 V, the
maximum safe level is around 25 V.

In addition, the differential input voltage should also be given a value that
limits the maximum input current to 10 mA. The circuit in Figure 5.36 shows
that the input current flows through two external Rlimit resistors, the two inter-
nal Rs resistors, the gain setting Rg, and two diode drops (D1 and the Vbe

junction of Q2).
For a given differential input voltage, the input current is a function of

Rg. A generalized external current limiting resistor can ensure input protection
(Figure 5.36). The amplifier in Figure 5.36 is protected against both differential
and common-mode voltages. If the amplifier has internal protection diodes
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to the supplies (as shown in Figure 5.36), the diodes conduct at about 0.6-V
forward drop above or below the supply rails. Therefore, the internal diodes
have dual roles: protect against electrostatic discharge (ESD) and clamp the
input voltage to 0.6 V beyond the supply rails.

Limiting the external current so that the maximum input current is not
more than 20 mA may require large values of Rlimit and this can also result
in increased resistor (Johnson) noise. For example, resistors contribute noise
according to the equation

noise(nV/
√

Hz) =
√

4KRT × 109 (5.8)

where K is Boltzmann’s constant (1.38 × 10−23 J), R is the resistance in ohms,
and T is the temperature in Kelvin (∼ 300 at room temperature). For example,
a 1 KΩ resistor has a Johnson noise of 4nV/

√
Hz at room temperature. Since

the protection circuit includes two equal resistors, whose noise is uncorrelated,
which means the two noise sources are independent of each other, the preceding
results must be multiplied by the square root of 2 (the root sum square of the
two noise voltages). A reasonable balance between the protection provided and
the increased resistor noise is introduced.

For cases where the required protection resistor generates too much noise,
external Schottky protection diodes, as shown in Figure 5.36, are used. The
diodes begin to conduct at about 0.3 V so the overvoltage current is shunted
through them to the supply rails rather than through the internal diodes. There-
fore, you can set Rlimit by the maximum allowable diode current, which can be
much larger than the internal limit of 10 or 20 mA.

Electrostatic Discharge: The high voltages and high peak currents gener-
ated by ESD can partially or permanently damage an IC. Figure 5.37 shows
a simple technique for protecting amplifiers against high-voltage ESD. Car-
bon resistors, which are non-inductive, should be used as protection resistors
instead of devices made of metal film or carbon film.

Electromagnetic Interference: Radio frequency interference can seriously
affect the dc performance of high-accuracy circuits. Because of their low band-
width, amplifiers do not accurately amplify signals in the megahertz range.
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These out-of-band signals (either differential mode or common mode) can cou-
ple into the precision amplifier through its input, output, or power-supply
pins. Then, through various junctions in the amplifier, an unwanted dc off-
set can appear. Many types of precision amplifiers are specially susceptible to
common mode RFI. Filtering considerations as shown in Figure 5.38 should be
appropriate. Common mode filtering (R1/C1, R2/C2) represented by τdiff and
differential mode filtering (R1 + R2, C3) represented by τcm are shown, where
R1 = R2, C1 = C2, τdiff = (R1 + R2)C3, τcm = R1 ∗ C1 = R2 ∗ C2, τdiff �
τcmR1 ∗ C1 should match R2 ∗ C2.

differential filter = 1
2π(R1 + R2)[(C1C2/C1 + C2) + C3]

Common mode chokes offer an alternative to RC filters. Their dc resistance
is low (a few ohms). They attenuate RFI and add very little noise as compared
to RC networks. The selection of the common mode choke is very important.
Figure 5.39 shows the implementation of such a choke. The figure also shows
an RC filter to protect the amplifier output from RFI. A ferrite band in series
with the output is the simplest output filter.
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5.13. HIGH-SPEED ADC ARCHITECTURES

There are basically four types of high-speed converter architectures addressed
in this approach: (1) flash, (2) successive approximations, (3) subranging, and
(4) digitally corrected subranging.

5.13.1. Basic Flash Converter Operation

Recent advances have characterized the flash converters as having high sam-
pling rates and the ability to convert fast video input signals, usually without
requiring a separate sample–hold amplifier (limited capability). A block dia-
gram of a typical flash converter is shown in Figure 5.40. The analog input
signal to be digitized is sent simultaneously to 2N − 1 latched comparators,
where N is the number of bits. The timing diagram of some of the signaling is
shown in Figure 5.41.

Flash converter “full-power bandwidth” (FPBW) typically indicates the
maximum frequency at which the amplifier is capable of producing the maxi-
mum specified peak-to-peak output voltage at some level of distortion. Another
commonly used definition is to calculate FPBW from the slew rate (SR) of the
amplifier using the equation

FPBW = SR
2πV0

(5.9)

where ±V0 is the output voltage range of the amplifier.
The reference voltage for each comparator is one least significant bit higher

than the comparator immediately below it. When an analog signal is present at
the input of the comparator bank, all the comparators whose reference voltage
is below the level of the input signal will assume a logic “L” output. The
comparators that have their reference voltage above the input signal will assume
a logic “0” output. The decoding results in a binary digital output.

5.13.2. Driving Flash Converters

The flash converter usually comes from 50-, 75-, or 93-Ω sources. The signal
may be bipolar or unipolar. If the input range of the flash converter is not
compatible with the signal, a wideband amplifier will be required to produce
the required gain and offset.
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The reference voltage for each comparator is one least significant bit higher
than the comparator immediately below it. When an analog signal is present at
the input of the comparator bank, all the comparators whose reference voltages
are below the level of the input signal will assume a logic “1” output. The
comparators that have their reference voltage above the input signal will assume
a logic “0” output. The decoding results in a binary digital output (Figure 5.42).

The comparator bank in a flash converter has two states. In the first state,
which is controlled by the sampling clock, the comparator tracks the analog
input signal. In this state, the comparator outputs are changing and the binary
decoding logic output is invalid. When the sampling clock changes to the oppo-
site logic level, the comparators are latched or “held,” much the same as in a
sample–hold amplifier.
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FIGURE 5.42 Illustrating comparator output.
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FIGURE 5.44 Harmonic distortion of a typical amplifier.

For some flash converters, the input capacitance is so high that a buffer
amplifier is required to preserve the signal bandwidth, as shown in Figure 5.43.
The value of the Rs resistor is dependent on the capabilities of the converters
themselves. Since most applications do require a buffer ahead of the flash con-
verter, the user must select it carefully. The primary consideration is to match
the dynamic performance (harmonics, SNR, etc.) of the amplifier to that of the
flash converter so that the performance of the flash converter is not degraded by
the amplifier. Figure 5.44 shows the harmonic distortion of a typical amplifier.

5.13.3. Successive Approximation ADCs

This ADC architecture has been widely used in the industry. A block diagram of
a successive approximation ADC is shown in Figure 5.45. The building blocks
are made up of a capacitor, a DAC, and control logic (successive approxima-
tion register, or SAR). The overall static accuracy is primarily determined by
the DAC.

The analog input drives the input of a high-precision comparator, and the
DAC output is connected to the other input. The conversion technique consists
of comparing the unknown input against a very defined voltage or current
generated by the DAC. The input of the DAC is the digital number at the ADC
output.

After the conversion command is applied and the converter is cleared the
DAC most significant bit (MSB) output ( 1

2 full scale) is compared with the
input. If the input is greater than the MSB, it remains on (i.e., “1” in the output
register). If the input is less than the MSB it is turned off (i.e., “0” in the output
register), and the next bit is tried. If the second bit does not add enough weight
to exceed the input, it is left on (“1”) and the third bit is tried. If the second
bit tips the scale too far, it is turned off (“0”) and the third bit is tried. The
process continues in order of descending bit weight until the last bit has been
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tried. Once the process is completed the conversion complete line changes state
to indicate there was a valid conversion. The contents of the output register
form a binary digital code corresponding to the input signal magnitude.

5.13.4. Subranging ADCs

A block diagram of a 12-bit subranging ADC is shown in Figure 5.46. It is com-
posed of a 5-bit and an 8-bit flash converter. If there were no errors, the 5-bit
“residue” signal applied to the 8-bit flash converter by the summing amplifier
would never exceed one-half of the range of the 8-bit flash. The extra range in
the second flash converter is used in conjunction with the error correction logic
(usually just an adder) to correct the output data for most of the errors inherent
in the traditional uncorrected subranging converter previously discussed.

When the analog signal being digitized by an ADC exceeds one-half of
the sampling rate, the condition is called the “super-Nyquist” rate or “under-
sampling.” The Nyquist criteria says that the bandwidth (not the frequency) of
the signal being digitized should not exceed one-half the sampling rate for all
information to be preserved.

As an example, consider the frequency division multiplexer data in
Figure 5.47 occupying the bandwidth between 70 and 110 kHz which is sam-
pled at a frequency of 112 kHz. The figure shows the spectrum of the signal and
the location of the “aliasing” component. The receiver contains a bandpass fil-
ter which would be responsible for filtering out the aliasing terms. Operation of
an ADC in the undersampling mode requires that the dynamic performance of
the converter be known for input frequencies above fs/2. The SNR, ENOB,
and the harmonic performance of the converter degrades as the input fre-
quency is increased and may cause the converter to be useless for undersampling
applications.



140 5 DATA ACQUISITION

+_

Analog
IN

8-BIT
FLASH

BITS 2 - 8

BIT 1

5-BIT
DAC

TRACK
&
HOLD 5-BIT

FLASH Adder

BIT 1 (MSB)

BIT 2

BIT 3

BIT 4

BIT 5

FIGURE 5.46 Subranging ADCs.

fs = 150 KHz

120 KHz

Alias
4–62 KHz

FDM Signal
70–110 Khz

Bandpass
filter

Upper
Alias
250–400 KHz

FIGURE 5.47 Sampling an analog signal without aliasing.

The technique of sampling a signal at greater than twice its maximum fre-
quency is called oversampling. Increasing the sampling rate beyond the Nyquist
rate of fs/2 makes the design of the antialiasing filter much easier. This is shown
in Figure 5.48.

The effective SNR can also be improved by oversampling for a given sam-
pling rate fs. The theoretical rms quantization noise in the bandwidth fs/2 is
given by q/

√
12, where q is the weight of the least significant bit. The theoretical

formula for the SNR of an N-bit ADC is given by the expression

SNR = 6.02N + 1.76 dB + 10 log(fs/2fa) (5.10)
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FIGURE 5.48 The oversampling technique.

where fa is the analog bandwidth of interest. To obtain this improvement digital
postprocessing of the quantized data in conjunction with a digital low-pass filter
of bandwidth for fa is implemented. The third term in the equation represents
the increased SNR due to oversampling.

Dynamic or static errors are usually present in ADC. These dynamic errors
increase as input slew rates becomes greater. The actual SNR measurement
will, therefore, be less than theoretical. The ENOB is given by the equation

ENOB = SNRactual − 1.76 dB − 10 log(fs/2fa)

6.02
(5.11)

The noise is calculated using DFT techniques. It includes not only quantization
noise but also the harmonics of the input sine wave.
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6
NOISE AND INTERFERENCE
ISSUES IN ANALOG CIRCUITS

6.1. BASIC NOISE CALCULATION IN OP-AMPs

The noise in operational amplifiers (op-amps) is related to the passive and active
components within the circuit. It is also the kind of noise that could induce
errors that could not be detected by dc error analysis. Noise can be random and
repetitive, either a voltage or current form and can be at any frequency. Noise
can be qualitatively classified as either white noise or color noise. Example of
white noise are Johnson (or thermal) noise and shot noise that can exist up
to a frequency of 100 GHz. Color noise has an amplitude that changes over
frequency such as flicker noise 1/f or popcorn noise. An example of noise
density spectrum is shown in Figure 6.1.

The noise spectral density is the rms value of the noise voltage Vn or a
noise current In, which is expressed as a voltage or current per

√
Hz. The power

spectral density is defined as the derivative of noise power over frequency range.

P(W/Hz) = dPn

df
(6.1)

The power spectral density for the voltage and current is defined as

Vn = Vn(rms)√
Δf

V/
√

Hz

In = In(rms)√
Δf

A/
√

Hz
(6.2)

143
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6.1.1. Thermal Noise

In all electronic devices, thermal noise results from the random motion of free
electrons in a conductor as a result of thermal agitation. Therefore, the thermal
noise power is directly proportional to temperature and frequency

Pn = KTB(Hz) J/s (6.3)

where K = 1.3805 × 10−23 J/K is the Boltzmann’s constant, T is the abso-
lute temperature in Kelvin, and B (in hertz) is the bandwidth of the system. In
conductors and semiconductors, the thermal noise is always present. For exam-
ple, an ohmic resistor (see Figure 6.2) can experience a thermal noise voltage
given by

Vn(rms) =
√

4KTRB (Hz) (6.4)

or in terms of spectral noise density,

Vn√
Hz

= 4KTR nV/
√

Hz (6.5)

The noise figure in op-amps not only reflects the noise contributions of the
IC itself but it also describes the IC with its feedback network, source, and
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load resistance. With the use of noise figure a gain block can be completely
characterized and total system noise calculations can be obtained by summing
the noise figure of each stage.

The noise figure for an op-amp is the logarithm of the signal-to-noise ratio
on the input of the amplifier to the signal-to-noise ratio at the output:

noise figure = NF = 10 log
(SNR)in

(SNR)out
(6.6)

In order to calculate the noise figure for op-amp gain stage the equation used is

NF = 10 log
(

1 + V2
n + (InRs)

2

4KTRs

)
(6.7)

It can be shown that the noise figure includes the voltage and current noise from
the amplifier. The noise current inflows through the source impedance Rs. An
important factor is the bandwidth. To calculate the total noise, the total output
noise spectral density, which is given by nV/

√
Hz is multiplied by the square

root of the bandwidth. The calculation of op-amp noise in a size noninverting
configuration is shown in Figure 6.3.

To obtain the total output noise, each term is multiplied by its gain and
taken to the output as a voltage. Finally, all the terms are squared and added
together and then take the square root of the sum of the squares. The individual
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FIGURE 6.3 Intrinsic op-amp noise for an inverting amplifier.
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terms are

Rs →→
√

4KTRs

(
1 + Rf

Rg

)

In1 →→ In1Rs

(
1 + Rf

Rg

)
(6.8)

Vn →→ Vn

(
1 + Rf

Rg

)

In2 →→ In2Rf

Rg →→
√

4KTRg
Rf

Rg
(6.9)

Rf →→
√

4KTRf

Vout =
[
(4KTRs + (In2Rs)

2 + V2
n )

(
1 + Rf

Rg

)2

+ (In1Rf )
2

+ 4KTRf

(
1 + Rf

Rg

)]1/2

(6.10)

6.2. FUNDAMENTAL OP-AMP SPECIFICATIONS

A block diagram of a basic op-amp is shown in Figure 6.4. The input stage
is basically a differential input. Op-amps with a differential input as well as a
differential output have very good common mode rejection ratio. The op-amp
contains a high-gain stage with a single pole frequency response. The output is
a single-ended output stage.

In the figure, A(s) is known as the open-loop voltage gain and it is the
gain with respect to the differential input voltage V = (V+ − V−); A(s) is a
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Frequency
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Output
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Vout
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+

-A(s)V
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FIGURE 6.4 Basic block diagram of an op-amp.
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FIGURE 6.5 Voltage feedback in op-amps with closed-loop gain.

dimensionless quantity and is expressed in decibels in source cases, but usually
as a plain number (100,000 is typical). Because of its tremendous gain op-amps
are not useful in the open-loop mode since a small input voltage can quickly
make the op-amp to saturate, producing an output Vout = Vcc. The most
useful configuration of course is the closed-loop configuration when a negative
feedback from Vout is fed back to the inverting input (−) using a feedback
network as shown in Figure 6.5.

The feedback factor is the ratio up to output signal to the signal feedback
into inverting input of the amplifier and is given by

β = Z1

Z1 + Z2
(6.11)

If we invert the feedback factor β we obtain the noise gain and it represents
the voltage gain experienced by a noise voltage in series with the op-amp input
terminal.

noise gain = 1
β

= 1 + Z2

Z1
(6.12)

The open-loop gain is given by

loop gain = A(s)β (6.13)

The closed-loop gain for the inverting case is given by:

signal gain = −Z2

Z1

(
1

1 + A(s)β

)
(6.14)

Notice that as A(s) increases (e.g., A(s) = ∞) the signal gain approaches
−Z2/Z1. The value of A(s) at a given frequency will dictate the accuracy of
the op-amp of that particular frequency. As the frequency deviates from that
optimum frequency (known as the corner frequency fc), if we multiply the noise
spectral density by the square root of the noise bandwidth we can then obtain
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the total rms noise. The most practical way to reduce the thermal noise is to
minimize the bandwidth when possible.

Shot Noise: Shot noise is the noise caused by the quantized and random
nature of current flow. The spectral density of the shot noise is
defined by

|In|2 = 2qIdcB (Hz) (6.15)

where q is the electron charge (1.6 × 10−19 C) and Idc is the dc current.
Flicker Noise: The flicker noise is caused by the contamination and other

defects in the silicon lattice. The combination and recombination of
carriers in the emitter base of the transistor also result in the flicker
noise. This process and noise are not only associated with bipolar
transistor but also with CMOS processes. The current spectral density
of flicker noises is given by

I2
nf = 2qIm

dcfcB (Hz)

f (Hz)
(6.16)

where q is the electron charge, Idc is the dc current, f is the frequency
of interest, and fc is the corner frequency exponent between 1 and 2.

Popcorn Noise: Popcorn noise is also known as burst noise. It carries this
name because of the noise it makes under noise amplification in an
audio system. This kind of noise bursts at random amplitudes and
durations. Popcorn noise is found in the low-frequency mode. This
kind of noise can be described as punchthrough of emitter base
junction and contamination in the emitter base region by metalization.
The popcorn noise spectral density is given by

Inp = KIcB (Hz)

1 + (
f /fc

)2 (6.17)

where K is a constant for a given device, Ic is a direct current, fc is a
corner frequency, f is the frequency of interest, and B (in hertz) is the
noise bandwidth.

A sample of noise in an op-amp is shown in Figure 6.6. This model uses
a noise voltage source which is in series with the noninverting input and two
noise current sources between each input and ground. All these noise sources
are uncorrelated.

Notice that a designer not only needs to be concerned with a specified
voltage noise (given in data sheets) but also the contributing to the total noise
depending on the kind of op-amp and source resistance (Rs). The total noise
voltage (Vnt) would then be given by

Vnt =
√

V2
n + (InRs)2 (6.18)

In the linearity of the op-amp, the spectral gain is shown in Figure 6.7.
Another typical and new type of op-amp is the current feedback (or trans-

impedance) amplifier, which is very useful at high frequencies. An equivalent
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FIGURE 6.8 Inverting current feedback amplifier.

circuit is shown in Figure 6.8. It differs from the previously outlined voltage
feedback in that the two inputs are addressed differently. The noninverting
input (+) is a high-impedance node, as it is in a voltage feedback op-amp, but
the inverting input is a low-impedance current input node. The signal from the
noninverting input goes to the inverting input through a unity gain buffer. The
input impedance Zs is only a few ohms with an offset between the inverting
and noninverting input; which is also an offset voltage as in a voltage feedback
op-amp (hundreds of millivolts).
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The following are important terms:

Inverting Case

signal gain = −Z2

Z1

(
1

1 + 1/LG

)

Noninverting Case

signal gain =
(

1 + Z2

Z1

) (
1

1 + 1/LG

)

where

LG = loop gain = T(s){Zs ‖ Z1}
Zs{Zs ‖ (Z1 + Z2)}

and T(s) is the open-loop transimpedance.
A comparison of the transfer functions between the voltage feedback

amplifier and current feedback amplifier is shown in Figure 6.9.

Voltage Feedback

Vout

Vin
= −Z2/Z1

1 + 1/A(s)[1 + Z2/Z1]

Current Feedback

Vout

Vin
= −Z2/Z1

1 + Z2/T(s)[1 + Zs/Z1 + Zs/Z2]

In voltage feedback amplifiers, the closed-loop bandwidth is inversely pro-
portional to the noise gain, the product of the noise gain, and the closed-loop
bandwidth is a constant. Therefore, the main characteristic is a constant gain
bandwidth product. In current feedback amplifiers if Rs � R1 and Rs � R2

the preceding expression becomes:

Vout

Vin
= −Z2/Z1

1 + Z2/T(s)
(6.19)

which means that the closed-loop bandwidth is very much independent of the
gain Z2/Z1 and depends only on the feedback Z2. It is usually appropriate for
current feedback amplifiers to be optimized for maximum bandwidth with a

–

+

Vin

Z1

Z2

FIGURE 6.9 Comparison between voltage feedback and current feedback op-amps.
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given value of Z2. The closed-loop bandwidth of a current feedback amplifier
remains constant in spite of the closed-loop gain value provided the gain is
changed by varying only Z1.

6.3. INPUT OFFSET VOLTAGE

In practical terms, to get a 0-V output a small differential voltage must be
applied to the inputs. This is known as the “offset” voltage Vos. The Vos voltage
can be represented as a voltage source in series with the inverting input terminal
of the op-amp, as shown in Figure 6.10.

In the same manner, ideally no current should flow into the input terminals
of a voltage feedback op-amp. In practice, however, there is always a bias
current Ib, as shown in Figure 6.11. The value of Ib can vary from fantoamps
to microamps.

Bias current can be a problem for op-amps users because this small current
flow in impedances can cause voltage drops that can cause errors within the
op-amp in the form of several millivolts. If the designer does not use Ib and
capacitive coupling is used, the circuit may not work at all. Finally, for some
op-amps (e.g., FETs) Ib varies sharply by doubling with every 10◦C rise in
temperature.

To reflect all the offset and bias errors to the output of the op-amp,
Figure 6.12 must be used.

Vout = ±Vos

[
1 + Zf

Z1

]
± IbtZ2

[
1 + Zf

Z1

]
± Ib−Zf (6.20)

Normally the input impedance of a voltage feedback amplifier is very high, of
the order of 100 MΩ. The output impedance is low and of the order of 0 to
100 Ω.
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FIGURE 6.10 Offset voltage representation in an op-amp.
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FIGURE 6.11 Input bias current representation.
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FIGURE 6.13 Noise gain in voltage feedback amplifiers.

6.4. THE NOISE GAIN OF OP-AMPS

The noise gain of a voltage feedback amplifier is dependent on the feedback
configuration, as shown in Figure 6.13.

noise gain = 1 + Z2

Z1
noise gain = 1 + Z2

Z1

signal gain = 1 + Z2

Z1
signal gain = −Z2

Z1

The expression for a closed-loop gain G is dependent on the noise gain Gn and
the open-loop gain of the amplifier A and is given by:

G = Vout

Vin
= AGn

GntA
(6.21)

6.5. SLEW RATE AND POWER BANDWIDTH OF OP-AMPS

The slew rate of an amplifier (see Figure 6.14) is defined as the maximum
rate of change of voltage at the output, and it can be expressed as volts per
microseconds.

Vout
∼= −Z2

Z1

V0

2
sin 2πft (6.22)

where V0 is the peak-to-peak input voltage. The slew maximum slew rate is
given by

slew rate = dv
dt

∣∣∣∣
max

= −Z2V0

2Z1
(2πf ) = −Z2V0πf

Z1
(6.23)
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FIGURE 6.14 Diagram for slew rate representation in op-amps.
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FIGURE 6.15 Proper driving of capacitive loads.

The full-power bandwidth (FPBW) of an op-amp is the maximum frequency at
which slew limiting does not occur at maximum output on

f = FPBW = slew rate
(−Z2V0π)/Z1

(6.24)

The slew rate can also depend on the power supply voltage and the load the
amplifier is driving. When the load is capacitive, its output voltage can be
slowed down, which can cause instability in the op-amp due to its negative
feedback. When an op-amp drives a capacitive load a series resistor (Rs) must be
used outside the negative feedback loop as shown in Figure 6.15. This method,
however, reduces the total bandwidth of the op-amp.

6.6. GAIN–BANDWIDTH PRODUCTS

The open-loop gain (in decibels) of a voltage feedback amplifier with only one
pole is shown in Figure 6.16.

The closed-loop bandwidth (fCLBW) is the frequency at which the noise gain
intersects the open-loop gain. The gain–bandwidth product (GBW) is given by

GBW + (noise gain)(fCLBW) (6.25)

GBW =
(

1 + Z2

Z1

)
fCLBW (6.26)
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6.7. INTERNAL NOISE IN OP-AMPS

Noise can enter an amplifier in the form of input voltage noise or input current
noise, as shown in Figure 6.17. The input noise Vn is bandwidth dependent
and measured in nV/

√
Hz, which is its spectral density. In voltage feedback

op-amps, the noise current (In−, In+) in the inverting and noninverting inputs
is uncorrelated and about equal in magnitude. In BJT and FET input stages,
the noise current is the shot noise of the bias current and can be obtained from
the bias current.

Noise current becomes important when the source impedance is significant
such that the induced noise voltage is greater than the thermal noise or voltage
noise. The choice of a low-noise op-amp depends on the source impedance of the
signal and when the source impedance is high, carried noise usually dominates.
Therefore, we should carefully consider the kind of amplifier to use dependent
on the impedance circuitry used with the amplifier, as shown in Figure 6.18.

The noise figure of an operational amplifier in a given circuit is the amount
by which the noise of the circuit exceeds that of the same circuit when using a
noise-free amplifier. At low frequencies, the noise spectral density goes up at
3 dB/octave, as shown in Figure 6.19. The frequency at which it starts to rise
is known as the 1/f corner frequency. In the 1/f region, the rms noise in the
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FIGURE 6.18 The effect of source impedance variations vs frequency for different amplifiers.
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FIGURE 6.19 Noise spectral density in an op-amp at low and high frequencies.

bandwidth Δf = f1 − f2 is given by

Vrms = k

√
ln

(
f2

f1

)
(6.27)

where k is the noise spectral density at 1 Hz.
To analyze the noise performance of an op-amp, the noise contribution

from each part of the circuit must be assessed, as can be observed in Figure 6.20,
where we have added the capacitors C1 and C2 to a voltage feedback op-
amp. On the inverting input of the op-amp C1 is the sum of the op-amp
internal capacitance and any other external feedback capacitance, and C2 is
a feedback capacitor for stabilizing the circuit. The noise voltages Vzs, Vz1,
and Vz2 are thermal Johnson voltages of the types

√
4KTZs,

√
4KTZ1, and√

4KTZ2, respectively. The terms In+ and In− are the intrinsic noise currents of
the amplifier. Finally, Vn is the intrinsic noise voltage of the amplifier.

The calculation of the total output rms noise is made by multiplying each of
the noise voltages in Figure 6.20 by the gain and integrating over the frequency
range of interest, as shown in Table 6.1.
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FIGURE 6.20 Noise contributions from passive and active circuit elements in an op-amp.

TABLE 6.1 Noise sources and calculation of total output noise

Noise source Multiplication by this factor reflected Integration bandwidth
expressed as to the output
a voltage

√
4KTRs Noise gain as a function of frequency Closed-loop bandwidth

(In+)Zs Noise gain as a function of frequency Closed-loop bandwidth

Vn Noise gain as a function of frequency Closed-loop bandwidth
√

4KTRs −Z2/Z1 (signal gain) 1
2 πZ2C2 (signal bandwidth)

√
4KTRs −Z2/Z1 (signal gain) 1

2 πZ2C2 (signal bandwidth)

(In−)Z2 −Z2/Z1 (signal gain) 1
2 πZ2C2 (signal bandwidth)

Gain
(dB)

Log ffs f BW

1+ Z2/Z1

Z2/Z1
Signal
Gain

Noise
Gain

1+ C1/C2

fs = Signal Bandwidth= 

    = 1/(2 π Z2 C2)

f BW = Closed-Loop

Bandwidth

FIGURE 6.21 Noise gain in inverting feedback amplifier.

The sum of all the root sum square contributions will contribute to the
total output noise. The noise gain is shown in Figure 6.21. From Figure 6.21
we can observe that the output noise resulting from the input noise voltage is
determined mainly by the high-frequency portion where the noise gain is given
by 1 + C1/C2.
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6.8. NOISE ISSUES IN HIGH-SPEED ADC APPLICATIONS

In high-speed and wide-bandwidth analog-to-digital converters, when a wide
range of analog input frequencies is used, a wide range of outputs is usually
produced. This is the result of the front-end and wide-bandwidth and other
noise concerns. The correct output shows most of the time but adjacent outputs
also appear, though with reduced probability. This scenario is as shown in
Figure 6.22.

In the process of driving analog-to-digital converters with wide-bandwidth
op-amps, the output noise of the amplifier driver will contribute to the overall
analog-to-digital converter noise floor. Therefore, the analog-to-digital con-
verter noise should always be compared with the front-end wideband amplifiers.
The noise model for the op-amp is shown in Figure 6.23.

Vout =
√

BW

[
I2
nZ2

2 + I2
n+Z2

3

[
1 + Z2

Z1

]2

+ V2
n

[
1 + Z2

Z1

]

+4KTZ2 + 4KTZ1

[
Z2

Z1

]2

+ 4KTZ3

[
1 + Z2

Z1

]2
]1/2

(6.28)
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FIGURE 6.22 Probability of several outputs in the presence of noise.
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FIGURE 6.23 Noise model of an op-amp.
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ADC 9022

fs = 200 MsPs

–

+

274 ohms

274 ohms

103 ohms
Vin

50 ohms

FIGURE 6.24 Example of noise calculation using a wideband input amplifier.

where BW = 1.57fBW. The 1.57 is required to convert the single-pole ADC
input into an equivalent noise bandwidth, and fBW is the closed-loop bandwidth.

The Johnson noise contribution of the resistor in Eq. (6.28) (e.g., 4KTZ2)
can often be neglected if the source resistance is less than 1 KΩ, and this is often
true for high-speed systems. In voltage feedback op-amps, the input current
noise (In+, In−) can usually be neglected. In current feedback op-amps, the
inverting input current noise (In−) usually dominates; at higher gains, however,
the voltage noise Vn becomes significant. An example of noise calculations using
a wideband input amplifier into an ADC is shown in Figure 6.24.

Specification Data

AD9632 op-amp input noise specs: 4.3 nV/
√

Hz
Closed-loop bandwidth BW = 250 MHz
AD9022 effective input noise specs: 285 μV rms
Input bandwidth 110 MHz

Solution

AD9632 noise output spectral density = 2 × 4.3 nV/
√

Hz = 8.6 nV/
√

Hz
Vin = 8.6 nV/

√
Hz

√
(110 × 106 Hz)(1.57 Hz) = 113 μV rms

Notice that 113 μV rms is less than 285 μV rms. Therefore, we should not
be concerned with the wideband op-amp noise affecting the analog-to-digital
converter output data. The bandwidth for integration should be the lower of
either the ADC bandwidth or the op-amp bandwidth.

In most high-speed analog-to-digital converter system applications, a
passive antialiasing filter (low pass for baseband sampling or bandpass for
harmonic sampling) is used between the wideband op-amp and the analog-
to-digital converter, as shown in Figure 6.25. This approach will reduce even
more the effects of the driver wideband amplifier noise. The op-amp noise rarely
interferes with the performance of high-speed digital-to-analog converter sys-
tems. The major contributors to noise in such designs are (1) power grounding
and layout, (2) poor decoupling methods, (3) noisy clock, and (4) external
switching power supply.
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FIGURE 6.25 Use of low-pass filter to reduce wideband amplifier noise.

6.9. PROPER POWER SUPPLY DECOUPLING

Good power supply decoupling methodologies must be used on each and every
circuit board. The need for power supply bypass results from the parasitic
impedances in supply lines, which degrade the noise and stability performance.
The supply line impedances, mostly of inductive nature, which supply the
amplifier current and other circuits that feed from the same power lines, pro-
vide the power supply noise current and voltages. The supply current flows
through these inductive impedances, producing voltage drops at the amplifier
supply connections and interpreted as noise voltages. This voltage noise causes
the amplifier to activate its power supply rejection ratio, reproducing a por-
tion of the noise voltage at the op-amp inputs. The coupled noise combines
with the internal noise of the amplifier and then is amplified by the noise gain
of the amplification circuit. The portion of the input noise from the ampli-
fier itself constitutes a parasitic feedback signal that could eventually produce
oscillations.

In an effort to minimize inductance, wide bus traces could be used. Further-
more, minimizing bus lengths could also help. However, the most significant
contributor is the use of capacitive bypass of the power supply lines. This
approach, if properly performed, will frequently ensure stability by minimiz-
ing interference—the interconnection length and the associated inductance
between the amplifiers and the capacitors (surface-mounted capacitors work
best). Sizing the bypass capacitors is also a consideration since too large a
capacitor can cause internal parasitic impedances to be added to the capacitor
lead impedances.

In Figure 6.26 we show how the power supply line couples noise into the
operational amplifier. In the figure, the voltages Vs+ and Vs− provide the bias
voltages for the positive and negative power supplies in the operational ampli-
fier. Under ideal conditions, Vs+ and Vs− correspond to the supply voltages’
positive and negative levels. However, the supply line inductances Ls react with
the supply current Is, producing voltage potential drops along the power sup-
ply lines. The supply current Is is the sum of the supply current drawn by the
op-amp of Figure 6.26 and other circuitry powered from the same power sup-
ply lines. The Ls inductance accounts for all inherent parasitic inductances that
may exist, including trace layout (15 nH/in.). The more complex the PCB and
the power supply wiring, the more inductance we will have, and, in a complex
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FIGURE 6.26 Coupled noise into op-amp from power supply rails.

matter Ls can reach several hundreds of nanohenries. In the figure, we see the
addition of bypass capacitors Cb.

The bypass capacitor shunts the line impedances to reduce the supply line
voltage drops produced by Is. Therefore, the bypass capacitors Cb attenuate the
supply coupling effects. From an electronics point of view, Cb also serves the
main and immediate source of high-frequency current needs. Otherwise, such
current demands from the op-amp would require serious time delays in their
travel from the power supply to the op-amp. The delay would cause phase
shifts in the amplifier response, which usually increases with frequency. The
usefulness of the bypass capacitor is that it supplies much of the high-frequency
current demand, eliminating the time delay and the corresponding phase shift.

Though bypass capacitors are of great help, they do not completely elim-
inate the power supply coupling problems. A voltage difference still develops
with the trace-line impedance Z0 and the supply current Is, reducing the voltage
magnitude at both Vs+ and Vs− by the amount of IsZ0.

Vs+ = Vs − IsZ0 (6.29)

Vs− = Vs + IsZ0 (6.30)

Therefore the total supply voltage delivered to the op-amp is given by V+ −
V− = Vs − 2IsZ0, which means the supply voltage decreases by 2IsZ0. The
decrease causes an activation of the power supply rejection ratio (PSRR) of
the op-amp, producing an amplifier error at its input of magnitude given by
Ve = 2IsZ0/PSRR. The op-amp amplifies this error signal with the noise gain
An(s) that amplifies the op-amp’s input noise voltage. The output noise voltage
is given by

Vout(noise) = 2An(s)IsZ0

PSRR
(6.31)

where

An(s) = A(s)
1 + Aβ

(6.32)
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where A(s) is the open-loop gain, and β is the circuit’s feedback factor. For the
configuration in Figure 6.26,

An
∼= 1 + Z2/Z1

1 + f /fc
(6.33)

where fc is the unity gain crossover frequency of the op-amp.
The supply noise Vout(noise) in Eq. (6.31) is frequency dependent such

that Vout(noise) increases as frequency increases. The supply bypass capacitor
reduces the Vout(noise) response from a double zero to the flat response, which is
usually expected for op-amp noise. For the unbypassed case, a diminished PSRR
and an increasing line impedance introduce zeros in the Vout(noise) response.
When bypassed a diminished PSRR and a diminished impedance produce a
cancelling effect and a flat frequency response.

Another important point concerning bypass capacitor usage is that supply-
line coupling produces parasitic feedback. In addition to noise reduction,
the power supply bypass capacitors must try to preserve frequency stability
(i.e., preventing oscillations). The bypass capacitor selection should also focus
on improvements to prevent oscillation. Stability requires the use of bypass
capacitance to control the parasitic feedback loop established by the voltage
supply lines impedances and the amplifier’s PSRR coupling. In Figure 6.27,
a Vout(noise) voltage supplies a load current (IL) to load ZL. The amplifier
draws this current from Vs+ and through Z0 impedance of its supply line.
The resulting line voltage drop produces a component of the error voltage
Ve, −IL Z0/PSRR, through the amplifier’s finite PSRR. This circuit will amplify
this component by the circuit noise gain An(s) producing a Vout(noise) out-
put response. This response is reflected back to the amplifier inputs through
the amplifier’s open-loop gain A(s), creating the Vout/A(s) component of the
Ve shown.

Therefore, the power supply coupling produces an input signal that in turn
would yield an output signal. This output will then produce an input signal.
This scenario describes the full circle of the feedback loop, which is capable of
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FIGURE 6.27 Illustration of output noise generated by the wideband op-amp.
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FIGURE 6.28 Illustration for obtaining the unity gain crossover frequency to avoid op-amp
oscillations.

sustaining an oscillation. It can be shown that keeping Z0 low such that

Z0 <
ZLPSRR

An(s)
(6.34)

where

An(s) = (1 + Z2/Z1)/(1 + f /fc)

avoids oscillation, where fc is the unity gain crossover frequency of the op-amp
and is shown in Figure 6.28.

6.10. BYPASS CAPACITORS AND RESONANCES

Adding a power supply bypass capacitor produces two LC resonances. The line
inductance of the power supply and the basic bypass capacitor itself produce
the first resonance. The bypass capacitor itself produces the second resonance.
The first resonance from Cb and Ls forms an LC network with an impedance of

Z0 = sLs

1 + s2LsCb

At lower frequencies Z0
∼= sLs and at high frequencies Z0

∼= 1/sCb.
At an intermediate frequency, this impedance displays a resonance maxi-

mum given by

fR = 1

2π
√

LsCb
(6.35)

At such a resonance, we could imagine the impedance reaching infinity. How-
ever, this actually does not happen because of the power supply line’s parasitic
resistance Rs. This line resistance dissipates the resonant energy of the LC cir-
cuit causing a decrease of what could have been a large impedance rise. A typical
PCB trace can dissipate 12 mW/in. of the power supply energy. The resonance
frequency value should be such that it is less than fc and at a location where
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FIGURE 6.29 The first resonance frequency fR formed by the power supply line inductance and
bypass capacitance.

PSRR is higher in order for the amplifier to be able to attenuate the coupling
effects. This can be observed in Figure 6.29. In the figure, we can observe that
the power supply line impedance varies from inductive to resistive to capacitive
as the frequency goes up. At low frequencies Ls predominates in Z0, producing
an upward slope in the impedance curve. At high frequencies, the bypass capac-
itor Cb takes over producing downward slope in the impedance curve. Between
these two frequency ranges, the induction and capacitive slopes intersect at a
resonance frequency fR. At fR, the phase difference between the upward and
downward slope curves transforms the equal magnitude in both curves into
resonance. The resonant current IR results from the oscillation caused by the
energy transfer from the inductor Ls to the capacitor Cb and vice versa. The
analysis of the LRC circuit in Figure 6.29 shows that

Z0R =
√

Ls(R2
s Cb + Ls)

CbRs
(6.36)

By making Cb large, we can decrease the value of the Z0R impedance to a
value given by

Z0R =
√

Ls

Cb
(6.37)

It was previously stated that the value of the resonance frequency should be
such that

fR = 1

2π
√

LsCb
� fc (6.38)

which implies that

Cb � 1
4Ls(πfc)2

(6.39)
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It has been shown that a general design equation for Cb is given by the
expression

Cb = 50
πfc

(6.40)

It was previously stated that the bypass capacitor itself introduces a second
resonance. The inherent parasitic inductance and resistance of capacitors can
also disturb the bypass capabilities. The inductance will introduce a new reso-
nance, and the resistance will limit the line impedance reduction. At this new
resonance frequency, the bypass impedance would drop to zero, except that, as
before, we also have a parasitic resistance that prevents this from happening.
Above the resonant frequency, the capacitor’s parasitic inductance overrides
the capacitance. Large capacitors tend to introduce a new resonant condition
that comprises the bypass effectiveness at frequencies typically within the ampli-
fier’s response range. This new resonance results from the parasitic inductance
Lb. All capacitors pass this internal inductance. It depends on the capacitors’
internal conductive paths and leads. Reducing the total connecting length can
diminish the parasitic inductance. This can be accomplished by minimizing the
capacitor lead length, circuit board traces, and internal path components.

A detailed examination of the bypass capacitor’s actual impedance is shown
in Figure 6.30. The capacitor parasitic inductance appears in series with the
intended capacitance along with a parasitic resistance. The inductance Lb is self-
resonance with Cb. The parasitic resistance Rb sets the capacitor impedance at
resonance. This resistance comes from the same connecting path that produces
the capacitor’s inductance. The parasitic resistance Rb causes a voltage drop
that limits the impedance decline caused by the Cb−Lb resonance. This parasitic
impedance detunes the Cb − Lb resonance, decreasing what could have been
a large phase transition in the power supply line impedance. The transition
presents a broad range of phase conditions that could degrade stability.

The resistance benefits the performance of the bypass capacitor as long
as it delivers the resonance. The resonance frequency at which the Lb and Cb

impedances become equal is given by

fRb = 1

2π
√

LbCbc
(6.41)

The minimum resistance required for detuning Lb and Cb is given by

Rb =
√

Lb

Cbc
(6.42)

The design limit for Rb is given by√
Lb

Cbc
≤ Rb ≤ 1 (6.43)

We can now summarize the results of Figures 6.29 and 6.30 and develop a sin-
gle plot of a single bypass capacitor behavior, which is shown in Figure 6.31.
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FIGURE 6.30 Analysis of bypass capacitor second resonance.
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FIGURE 6.31 Composite resonance study of a single bypass capacitor behavior.

In this case, a single capacitor can bypass the parasitic inductance Ls of the
power supply. For this to be effective, the capacitor must be placed very close
to the operational amplifier supply lines in order to bypass the power supply
inductance. The supply inductance dominates the line impedance Z0 at lower
frequency, which increases proportionally with the line inductance (Z0

∼= sLs).
At somewhat higher frequencies the bypass capacitance reverses the slope of
this response temporarily. First, the impedance response goes from Z0 = sLs

to Z0 = 1/sCb, with capacitive shunting diminishing the effect of the Ls induc-
tance. As the frequency increases even further Z0 starts rising again as the
capacitor’s own parasitic inductance overrides the capacitive shunting and the
impedance becomes Z0 = sLb, where Lb is the bypass capacitor’s parasitic
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inductance. The resonances fRs and fRb indicate the transition points separat-
ing the three Z0 regions. It is important to carefully select the kind of bypass
capacitor to be used. The bypass capacitor must bypass the Z0 impedance over
the entire amplifier response range. If we pick a capacitor that is quite large
with the purpose of reducing the net line impedance, fRs will move to the left
in the lower frequency range but the capacitance’s own parasitic inductance
Lb will increase causing the fRb frequency to be moved further to the right.
A compromise can be reached by letting

Cb = 50
πfc

(6.44)

6.11. USAGE OF TWO OR MORE BYPASS CAPACITORS

More op-amps these days use a wider frequency range, and greater amplifier
bandwidth covers more of the high frequency. Due to the higher frequency
requirements of these op-amps, a second bypass capacitor may be needed to
counter the inductance of the primary bypass capacitor. When we add a smaller
capacitor in parallel with the first bypass capacitor the inductance limit of the
first capacitor is bypassed. However, the second capacitor also has an induc-
tance of its own producing another bypass scenario at a higher frequency.
Furthermore, the inductance of the first capacitor provides a resonance when
combined with the second capacitor.

Adding a second bypass capacitor in parallel with the first capacitor pro-
vides a low-bypass impedance for the full response range of the high-frequency
amplifier. The first capacitor Cb1 � Cb2 (second capacitor). The lower capac-
itance of Cb2 and its lower parasitic inductance produce a higher resonance
frequency. Therefore, when we add a second bypass capacitor, we restore the
declining frequency of the bypass impedance but there are also some minor
complications with the introduction of two additional resonances; one from the
self-resonance of the second capacitor and the other one from the interaction
between the second with the inductance of the first capacitor.

In Figure 6.32 we see an illustration of the new resonance with a circuit
model and the corresponding impedance responses. There are basically two
corners in Figure 6.32 representing the capacitor impedances Zb1 and Zb2. At
lower frequencies, a declining Zb1 (i.e., from Cb1) provides the lower impedance
bypass shunt. At a higher frequency Zb1 starts resonating and begins to rise at
fRb1 . As the frequency increases even further, Zb2 (i.e., from Cb2) bypasses
the rise and restores a declined bypass impedance. The self-resonance of Cb2

at fRb2 produces a rise but at a lower impedance than provided by ZCb1. In
Figure 6.32 the Cb1/Cb2 parallel setup peaks at fib, which is the intercept of
the rising Zb1 curve and the falling Zb2. For higher-frequency amplifiers this
peak should fall within the amplifier’s response range. At the fib intercept point
the two Zb1, Zb2 curves occupy the same value (Zb1 = Zb2). At this point
also Zb1 = 2πfibLbi and the capacitance impedances Zb2 = 1/2πfibLb1 and the
capacitance impedance Zb2 = 1/2πfibCb2 are equal, which means that equating
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FIGURE 6.32 New and combined resonance for bypass capacitor in an op-amp.

these two terms we have

fib = 1

2π
√

Lb1Cb2
(6.45)

Furthermore at fib the Zb2 impedance continues its capacitance rolloff, as shown
by Zb2 = 1/2πfibCb2. This will result in the following design equation

|Cb2| = |Lb1| (6.46)

Therefore, making the magnitude of the Cb2 capacitance equal to that of Cb1

parasitic inductance. This design equation requires the measurement of Lb1,
which is not a hard task to do with the accuracy of today’s impedance analyzers,
which can measure the frequency response of a given capacitor. The rising part
of this impedance curve will define the actual inductance by using the equation
Lb1 = Zcap/2πf .

The dual-bypass configuration can produce a critical resonance that
degrades stability at certain frequencies. This can occur at frequencies that
could be located either above or below the amplifier’s crossover frequency fc.
The Cb2 resonance in conjunction with Lb1 can raise the net line impedance well
above this level, producing oscillations. These resonances can provoke oscilla-
tion at frequencies above fc, which can diminish the parasitic feedback loop,
but the resonance impedance rise can counteract this limit. Resistive detuning
of the bypass impedance can detune this resonance also. Adding a small resis-
tance series with Cb1 detunes this resonance to ensure stability, as shown in
Figure 6.33. In the figure, the Z0 curve now makes a slow, rather than res-
onant, transition between Zb1 and Zb2 at the fib intercept. The addition of a
resistance Rs actually detunes these two resonances. The first resonance to be
detuned is the self-resonance of Cb1 and then the resonance from Cb1 and Cb2

combined. The addition of Rs removes the resonance impedance drop and raises
the impedance level to that of Rs + Rb. This raises the bypass impedance in the
region that previously was that of fib. The Z0 curve makes a smooth, rather
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FIGURE 6.33 The effect of adding a small resistance for detuning main resonance in op-amp bypass
capacitance usage.

than resonant transition to this new limit level. The reduced Z0 response slope
provides a greatly reduced phase transition at the frequency of the previous fb1

resonance.
This scenario reduces the potential phase combinations with amplifier gain

in PSRR that could degrade stability. The value of Rs has been defined as

Rs = 1 − Rb1 (6.47)

where Rb1 is really a very small resistor and we may choose a different capacitor
for Cb1, which may contain this parasitic resistance (i.e., Rs + Rb1).

6.12. DESIGNING POWER BUS RAILS IN POWER-GROUND PLANES FOR
NOISE CONTROL

Providing power for microprocessor-based systems is becoming an increasingly
difficult job for advanced digital designs. The reason is that power supply rails
are dropping in voltage over the years; from 5 to 3.3 V and to 1.0 V in the
future. From the IC process, lithography demands lower, better regulated
power supply rails and higher clock speeds. This creates noise and dynamic
loads’ ever-increasing demand for lower power contribute to power design
problems.
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Power supply rails for microprocessors and other high-speed ICs have
dropped from 5 V to about 3.3 V in order to handle 0.5-�m lithography and
reduce total power consumption. The goal in the near future is to drop to 1 V
for 0.35-�m lithography, which would reduce the power consumption even
further. Since 1985, clock rates have risen about 25% per year. If this trend
continues by the year 2002 the clock speed could easily reach 400–1200 MHz.
Clocks that are just 50 MHz will convert a supply rail into a transmission line by
raising the supply’s source impedance and radiating RF noise. It is not enough
that IC’s basic clock rate switching noise rides on the supply rail, but power
management schemes produce near maximum di/dt load current transients in
just one clock cycle.

When ICs and microprocessors come out of sleep mode, load transients are
easily developed even for low current such as 3–4.0 mA in a typical micropro-
cessor. Such a processor can see 300-A/�s transients (3-A rise in a 10-ns clock
cycle). A typical PCB trace can look like a 20 nH/in. in inductance as shown in
Figure 6.34. Because the voltage drop across the transmission line equals the
inductance multiplied by the rate of change of current (V = Ldi/dt), the results
are given by

V = 20.0 × 10−9 × 300 A/1.0 × 10−6 = 6 V/in.

which means that if the processor is located about 1 in. from a typical 3.3-V
power source, the voltage at its pins will drop to zero when called out of the
sleep mode.

Digital switching noise on the supply rail will see skin effects that will
produce voltage drops even when the dc resistance is quite low. Furthermore,
the RF noise riding on the 3-V rail can couple back through the dc–dc converter
to the power source.

The task facing the power and ground designers of printed circuit boards
is to provide the shortest possible path for the return of common mode noise
currents. Though noise currents always follow the path of least impedance,
in the frequency range of 10 kHz to 50 MHz it is often difficult to predict
which path the noise current will follow. As a general rule, however, reducing
the inductance and increasing the capacitance of the loop through which the
current will follow reduce the overall impedance. The inductance of a wire

DC/DC
Power Converter

FPGA

μP

3.3V

Typical PCB Trace

FIGURE 6.34 Inductive and resistive representation of PCB power traces.
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FIGURE 6.36 Reducing loop area in PCB for diminishing interference.

loop is proportional to the area of the loop. The smaller the loop area the
smaller the inductance and the greater is the capacitance and the lower the
overall impedance. Capacitors in the range of 0.01 to 0.1 �F can be placed to
route conducted noise away from sensitive ICs and back toward a nonnoise
return path, as shown in Figure 6.35. If more severe noise limits are imposed,
a common mode inductor can be inserted into the noisiest circuit, as shown
in Figure 6.35. This inductor is typically about less than 1 mH but would still
provide enough common mode and differential mode filtering to reduce the
conducted noise significantly.

Because the impedance of a wire loop is proportional to its area, reducing
the area that is enclosed by the loop reduces the impedance. The area between
traces can be minimized by placing the traces closest to each other in adjacent
layers of the printed circuit board. A power bus loop area can also be reduced
by decreasing the distance between the power source (e.g., a dc–dc converter)
and the load. Though this is often impractical the loop area can also be reduced
significantly by using a good design as shown in Figure 6.36, where the loop
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FIGURE 6.37 Block diagram of an overvoltage protection circuit for the dc–dc converter.

area has been reduced significantly and therefore reducing significantly the RF
impedance. It is also less efficient as an antenna because its smaller loop area
generates a smaller magnetic field.

Likewise minimizing the loop area decreases significantly the noise pickup.
In power converters, not only the power leads but the two sense leads, traces
must be put as close to each other as possible on opposite sides of the PCB layer.
Any inductance in the loops of Figure 6.36 provides a delay in the converter
control loop response and can reduce transient response to load steps, creating
an unstable converter.

Not only loop reduction must be pursued in power signal lines but likewise
signal lines that can control the turning in and turning off of a dc–dc converter
must also be protected from coupled noise, which could adversely affect the
on-off line, inhibit line, and turn the converter on and off in an inadvertent
manner. In Figure 6.37 a dc–dc converter is being protected from overvoltage
by the use of an overvoltage protection (OVP) circuit as shown in the block
diagram of Figure 6.36. The overvoltage protection circuit consists partially of
a series of flip-flops and NAND gates which generate the inhibit signal once an
overvoltage is detected. Unfortunately these lines are very susceptible to EMI
noise and minimizing the loop area in the design to reduce the possibility of
coupled electromagnetic interference noise is highly imperative.

6.13. THE EFFECT OF TRACE RESISTANCE

Clear power at the output is dependent on the power supply capacity and its
tolerance but the loss resistance between the supply and the printed circuit
board output is also an important factor, as shown in Figure 6.38. The system
power supply must have enough drive for any other peripherals plus additional
current for the PCB card. The output leads of the converter should have a
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FIGURE 6.39 Trace width and length for a given thickness of copper in PCB trace manufacture.

very low resistance. Trace resistance can also be minimized by careful design.
The current-handling capability of a trace is proportional to its cross-sectional
area. An insufficiently large trace can act as a fuse with a high current flow, so
trace cross-sectional area should be maximized. Therefore, both minimum resis-
tance and maximum current-handling capability can be achieved with heavy
traces. Figure 6.39 shows trace widths as trace length for 1- and 2-oz/ft2 copper
thickness.

The following three design equations provide a methodology for calcu-
lating the resistance and current density of a PCB trace as a function of heat
dissipation.

ρs(T) = ρ[1 + α(TA + Trise − 20)]
h

(6.48)

where

ρs(T) = sheet resistance at elevated temperature (Ω/square)
ρ = 0.0172 = copper resistivity at 20◦C (Ω × �m)

α = 0.00393 = temperature coefficient of ρ (◦C)

TA = ambient temperature (◦C)
Trise = allowed temperature rise (◦C)
h = copper trace height (�m)

W = 100 Imax√
[(Trise/θSA)/ρs(T)]

(6.49)
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where

W = minimum copper trace width (mils)
Imax = maximum allowed current for a given Trise (A)
Trise = allowed temperature rise (◦C)
θSA = trace thermal resistance (◦C × in.2/Ω)
ρs(T) = sheet resistance at elevated temperature (Ω/square)

I = WR
ρs(T)

(6.50)

where

I = maximum trace length (mils)
W = trace width (mils)
R = maximum allowed resistance (Ω)
ρs(T) = sheet resistance at elevated temperature (Ω/square)

These equations and graphs enable us to calculate the maximum trace width
and the maximum trace length for a given allowed temperature rise for the trace.
Using the PCB weight in Table 6.2 we can get the copper trace height. From this
information and the allowed temperature rise we can first calculate the sheet
resistance ρs(T). The minimum trace width can be obtained from Eq. (6.50)
if the maximum current the trace can sustain is given. Finally, based on the
maximum allowed resistance, the maximum trace length is calculated using
Eq. (6.51).

Table 6.2 provides general guidance based on a logic family for situations
in which the loaded transmission line delay is unknown or difficult to obtain.

Depending on the logic family the characteristic source impedance can
vary. For ECL, source and load impedances are about 50 Ω. For TTL, the
source impedance ranges from 70 to 100 Ω. Implementation of transmission
lines should try to match the logic family impedance. There are four implemen-
tations of traces: (1) microstrip, (2) embedded microstrip, (3) centered stripline,
and (4) dual off-center stripline. The microstrip is the simplest configuration
for a transmission line. The trace is on the outside of the PCB and referenced
to a ground plane as shown in Figure 6.40 with its characteristic impedance.

Z0 = 87√
εr + 1.41

ln
(

5.98h
0.8W + 1

)
(6.51)

TABLE 6.2 Trace thickness per PCB weight

PCB weight (oz/in.2) Copper trace height (�m)

0.5 17.8

1.0 35.6

2.0 71.1

3.0 106.0
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FIGURE 6.42 Stripline configuration usage in PCB traces.

The embedded microstrip is very similar to the microstrip but with a pads-
only layer covering the signal conductor as shown in Figure 6.41.

Z0 = K√
0.805εr + 2

ln
(

5.98h
0.8W + 1

)
(6.52)

where 60 ≤ K ≤ 65. The stripline features a trace sandwiched between two
conductors, one above and one below, which act as ground plane. In the dual
stripline, there are two levels of signal traces sandwiched between two ground
planes as shown in Figure 6.42.

For Figure 6.42 with a single stripline,

Z0 = 60
εr

ln
(

4h
0.67πω(0.8 + t/W)

)
(6.53)
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For Figure 6.42 with a double stripline,

Z0 = 2f1f2

f1 + f2

f1 = 60√
εr

ln
(

8d
0.67πω(0.8 + t/W)

)
(6.54)

f2 = 60√
εr

ln
(

8h
0.67πω(0.8 + t/W)

)

Figure 6.43 shows an example of a 12-layer board containing some of the
kinds of traces already discussed.

Comparing these types of transmission lines, we see the microstrip is the
best solution for clock skew because signal travels faster on a microstrip than on
a stripline (7 in./nS vs 5.5 in./nS), which is about 40% faster than the striplines.
This is due to the fact that the stripline has twice the capacitance as the
microstrip line and the propagation time per unit length is proportional to the
square root of the product of inductance and capacitance per unit length. The
quietest signal line is the one sandwiched between two planes, but such lines are
not often used in PCB design because they require thicker boards. Therefore,
it is better to use dual embedded striplines, and to avoid crosstalk, such lines
should be as much perpendicular to each other as possible and certainly not
next to or parallel to each other.
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FIGURE 6.44 Impedance matching of transmission lines for driver–receivers.

Manipulation of trace widths for a given dielectric thickness in a PCB can be
used to match impedances of IC logic since different logic families have different
impedance requirements. Most designs, however, provide separate layers for
the signal distribution of a given logic family and use another layer for another
class of logic families. Furthermore, instead of changing trace width to match
impedance, the thickness of the PCB layers is changed instead to accomplish
the same objective without affecting the structural integrity of the PCB layout.

To put the finishing touches of impedance matching between the PCB trace
and the load, a novel approach is to terminate the source end, as shown in
Figure 6.44. This approach has an EMI advantage because it limits high-
frequency periodic currents. A resistor is added to the transmission line between
the driver and the line. The ideal value of the series resistor would match the
impedance of the transmission line. As shown in the figure, most likely the inci-
dent wave on the load will be reflected back but once the reflection is received
back at the source it is clamped down as the reflected wave is terminated on
the series resistor. Once the current transition is complete, very small current
continues. The main disadvantage of these series resistors is that if we must
use ones that are large enough in value to match the trace impedance, we will
generally limit the switching time of the line.

6.14. ASIC SIGNAL INTEGRITY ISSUES (GROUND BOUNCE)

CMOS semicustom ASICs often perform better than board designs in PCB
with less power consumption. However, these power consumption advantages
also produce some adverse effects. As larger CMOS drivers attempt to match
bipolar driver speeds and current-carrying capabilities, the noise induced by
simultaneous switching is becoming a problem for ASIC designers.

Let us consider Figure 6.45, where glitches in the TRBBUS bus and TRPBUS
buses are experienced. It is estimated that such glitches are the result of
grounding problems including ground bounce. Ground bounce is viewed in the
scenario of driving a bus, simultaneously switching from high (5.0 V) to low
(0.4 V). The inductive ground positive swing up drives n-channel transistors
low to switch on and off, thus yielding false “output highs.” Other anoma-
lies in the ground bounce cause a bidirectional buffer output that is high to
feedback into the device, changing the circuit state.
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FIGURE 6.45 ASIC overview of its output losses and ground connections.

The equation given by

Ic(switch) = Cload × dVc(switch)

dt
(6.55)

represents the current needed to switch a capacitive load from a given voltage
level. The equation given by

Vtran = −Lpin × dIc(switch)

dt
(6.56)

represents the transient voltage induced by the associated inductance of the
switching current. This inductance is shown as pin inductance because of the
contribution of the package pins to the overall inductance in the input–output
circuits. If we combine these two equations, we obtain an expression for the
transient-induced voltage:

Vtran = Cload × Lpin × d2Vc(switch)

dt2
(6.57)

This transient voltage is the noise input into the ground paths, which would
couple to other pins and connectors. As we can observe, the noise voltage is
dependent on the load capacitance, package inductance, and the switching
speed. The load capacitance affects the voltage transition rate of the driver.
The package inductance can include not only the pin inductance but all other
associated parasitic inductances within the ASIC package. Notice that if the
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Cload increases, the voltage transition rate slows down and this may upset the
overall Vtran, because d2Vc(switch)/dt2 decreases as Lload increases.

A SPICE analysis simulation shows TRPBUS and TRBBUS outputs from
the ground pins as they experience the transient voltage, as seen in Figure 6.46.

In the preceding analysis, we have neglected impedance matching of the
output drivers. Mismatched impedances cause reflections that can result in a
fault system. Traces in low-frequency circuits are no more than conduits of
currents. As switching speed increases, traces exhibit a new behavior, acting
instead as transmission lines with defined characteristic impedance. To control
the RF currents, we must therefore treat longer traces as transmission lines and
design these accordingly.

Traces should be designed as transmission lines at high frequencies where
the traces are long enough so that the reflection from the far end of the trans-
mission line is delayed, arriving later than the original transition time. A trace
can be considered as a transmission line if

T ≤ 2L × tL (6.58)

where T is the output transition time (rise or fall times), L is the length of PCB
trace, and tL is the loaded transmission delay/unit length.
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In Figure 6.45, the system load capacitance of 40 pF is what the device
would see in operation. The 1.9-nH values represent the lead wire inductance
from the IC to the package used in the ASIC assembly. The 0.3- and 0.5-nH
values are the inductance values of the ASIC peripheral internal ground bus.
They will sink all driving current through the ground pins. The inductance is
determined from the sum of the wire inductance (round wire assumed) which
is about 1.27 nH/in. and the wire inductance over a ground plane

Ltotal = LW + LWg

= 1.27 nH/in. + (0.005) ln
(

4h
d

)
�H/in. (6.59)

where LW is the internal round wire inductance, LWg is the wire inductance
over a ground plane, h is the height above ground plane, and d is the wire
diameter.

If the lead wires are 1.7 mils in diameter and 35 mils above the ground plane
with a length of 80 mils the inductance is approximately given by 1.9 nH, which
was the value used in the lead wire inductance. The ground bus of this ASIC is
180 �m wide and approximately 1.2 �m thick. We can calculate the equivalent
diameter

D = 2(0.335)W
(

0.8 + t
W

)
for 0.1 ≤ t/W ≤ 0.8 (6.60)

6.15. CROSSTALK THROUGH PC CARD PINS

In digital systems, as previously stated, the electrical noise is caused by the cou-
pling of electromagnetic energy from a source circuit into a victim or susceptible
circuit. In a digital system, noise can cause the binary state of any given signal
to shift involuntarily. These kinds of shifts can be transient (glitch) or may last
for a longer time such as in a pulse. Transient noise, for example, may appear
as a glitch that may show up as a clock transition in a flip-flop. One of the most
important sources of noise is the crosstalk.

Crosstalk is defined as the coupling of voltage to an adjacent line through
mutual coupling composed of either a mutual inductance or a coupling capaci-
tance or both. The coupled voltage adds or subtracts to the actual signal voltage,
thus moving a circuit closer to the switching threshold. Figure 6.47 illustrates
the mutual inductance and capacitance phenomena.

Mutual inductance is created by a magnetic field generated by a current
flowing through a current loop. Mutual inductance injects a noise voltage into
an adjacent circuit proportional to its rate of change of current. The noise
voltage can be represented by the equation

Vn = Lm
dI(t)

dt
(6.61)

The coupling stray capacitance is rated by an electric field generated by a
voltage change experienced in the noisy circuit. This time-varying field between
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the two conductors can be represented by a capacitor connected between the
two conductors. This coupling capacitance injects a noise current into an
adjacent circuit proportional to its rate of change of voltage.

In(t) = C12
dVc(t)

dt
(6.62)

There are three main noise sources in PC cards: (1) noise through crosstalk
due to the mutual inductance and/or capacitance among the connector pins,
(2) ground shifts in the connector as a result of the high number of switching
outputs per ground pin on the connector, and (3) Vcc shifts due to the large
number of switching outputs per Vcc. The ground shifts and the Vcc shifts occur
as a result of the large number of outputs on the card switching simultaneously.
Figure 6.48 shows the PC card bus interconnect system.

From Eq. (6.62),

In(t) = Cm
dVc(t)

dt
(6.63)
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and its first derivative, given by

dIn(t)
dt

= Cm
d2Vc(t)

dt2
(6.64)

The dVc/dt in a circuit is related to the 10–90% rise time and the voltage
swing ΔV .

dVc(t)
dt

= ΔV
T10–90%

(6.65)

The maximum of In(t) is given by its first derivative and obtained as

maximum In(t) = Cm
1.52ΔV

T2
10–90%

(6.66)

Maximum inductive crosstalk is given by

Vn = Lm
dI(t)

dt
= LmCm

d2Vc(t)
dt2

Vn = crosstalk = LmC(1.52ΔV)

T2
10–90%

(6.67)

Let us consider, for example, the case of Figure 6.47, where the loop size of
each circuit is 6 in. long by 0.5 in. high, running in parallel (maximum coupling)
at a separation of 0.2 in., and the mutual inductance Lm is given by equation

Lm = L
[

1
1 + (d/h)2

]
= (1.27nH/in.)

[
1

1 + (0.2/0.5)2

]
= 109.5 nH

If C = 30 pF is the typical load capacitance, ΔV = 3.7 V, and T10–90% = 5.0 nS
(estimated). The crosstalk obtained from Eq. (6.67) is 0.73 V.

6.16. PARASITIC EXTRACTION AND VERIFICATION TOOLS FOR ASIC

At 0.5 �m, the comparison of what is designed with present EDA tools and what
is delivered is not a real challenge, even as the frequency of the clocks increases.
In 0.5-�m design rules, these obstacle are manageable. Many existing tools
are beginning to show signs of dealing with 0.35-�m design, but the 0.25-
�m barrier is still (as of this writing) out of reach for EDA tools. The deep
submicrometer area, as the 0.25-�m region is known, shows special difficulties
for designers. The main problem is that concepts such as capacitances and
resistance, which were not crucial in the past, have now become essential to
the success of a good design.

Parasitic extraction is part of the design process where parasitic effects such
as capacitance, inductance, and resistance are taken into account. At 0.5 �m
and above, gate delays dominate over the delay that could be experienced by the
interconnects. The work on parasitic extraction may be only on a small portion
of a circuit and it is only an estimate. The device resistive and capacitive effects
can be viewed in terms of a lumped RC model. These approximations are
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acceptable because the overall effects on the parasitics are small and any error
between the lumped RC model estimates and the real parasitic effects is small,
causing no adverse effects in the design. As we move to 0.35 �m, the problems
begin to arise, and by the time we get to 0.25 �m, the current methodologies
are of very little use. At this point, the interconnect delays dominate over gate
delays and the physics of the interactions between components such as metal
layers, wires, and transistors play a major role. Therefore, in the design process,
we can no longer use RC-lumped parameter models. Interconnects could affect
a circuit’s behavior and can easily account for a great percentage of the overall
performance. Designers must better assess the values of these parasitics for
paper design. The two most important factors in these processes become (1)
good approximation of parasitics and (2) a methodology for analyzing the large
amount of data.

Tweaking present extraction tools is not as easy as it sounds because para-
sitic extraction in deep submicrometer design is very complicated. For example,
metal cross sections become an issue because the width and height are equal
at 0.35 �m and at 0.25 �m. The aspect ratio of height to width is 1:2 and this
trend will continue, and the lumped-c model no longer works. Determining
interconnect parasitics in a deep submicrometer design requires two steps. The
first step is process technology characterization as models or libraries, to build
estimates for the possible parasitics. The second step is full chip extraction,
which would determine the location of the parasitics, and generate the libraries
for network analysis.

Interconnect characterization involves using a variety of field solvers to
determine the magnitude and location of capacitance and resistance. These field
solvers discretize the layout structure in three dimensions and solve Laplace
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FIGURE 6.49 Representation of deep submicrometer parasitics in ASIC.
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equations using finite element methods, the finite difference time domain, the
boundary element method, Monte Carlo methods, moment methods, and
fast multipole methods. Unfortunately, these kinds of analyses require large
amounts of data and enormous amounts of computer time. Therefore, we have
quasi 2D and 3D views of interconnects. The quasi 3D profiles are stored
in libraries with their capacitances. In the extraction process, the patterns of
interconnects are matched to the library patterns to calculate parasitics. For
example, the nets can be broken and divided into 3D sections, generating a
representation library that totals the whole structure in 3D for each process.
Closed-form look-up tables can be used to match the values in libraries, pro-
viding extraction times similar to 2D-based solutions. An example of deep
submicrometer parasitics and their effects in design is shown in Figure 6.49.

Notice from the figure that the output of A2 is corrupted as a result of
parasitic capacitances among rails 3, 7, and 8 and between rails 1 and 4. The
metal-to-metal capacitances are large enough that many of the interconnects
share signals with their neighbors, resulting in irregular signals like the ones at
the outputs of A2 and B2.
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7
HARDWARE APPROACH TO
DIGITAL SIGNAL PROCESSING

7.1. DISCRETE FAST FOURIER TRANSFORM

The discrete Fourier transform (DFT) is a mathematical operation that is per-
formed on a finite length of contiguous discrete time samples to produce an
equivalent number of frequency samples. Signal levels, noise levels, and har-
monic content can all then be calculated from the DFT output. The fast Fourier
transform (FFT) is simply an algorithm that is used to greatly reduce the number
of mathematical calculations needed to perform the DFT output spectrum.

To calculate the DFT, a spectrally pure sine wave is applied to an ADC, and
a number of contiguous samples are stored in a buffer memory. The record time
contains an integer number of cycles of the sine wave, and time-weighting of
the samples is required to reduce frequency side lobes. Without weighting, the
discontinuity produced by not having an integer number of cycles will cause the
main lobe energy to “leak” into many other frequency bins, making accurate
spectral measurement impossible. A popular weighting function is called the
“Hamming” function and is given by

WnDn + Dn

[
0.5 − 0.5 cos

(
2πn
M

)]
(7.1)

where WnDn is the nth weighted data sample, Dn is the nth input data sample,
and M is the total number of samples. In the usage of this weighting function,

∗Thanks are expressed to Analog Devices for the usage of some of their components publications.
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the leakage energy can be compressed into a small band of frequencies centered
on the fundamental sine wave frequency.

Second, the program must find the DFT of the sequence of weighted data
samples for M/2 frequencies. To do that, the program must solve the following
two equations for the Kth frequency:

AK = 1
M

M∑
n−1

WnDn cos
[

2πK(n − 1)

M

]
BK = 1

M

M∑
n=1

WnDn sin
[

2πK(n − 1)

M

]
(7.2)

where AK and BK represent the magnitude of the frequency domain represen-
tation of the M time samples. The resolution or spacing between the spectral
lines is given by the equation

magnitudeK =
√

A2
K + B2

K (7.3)

The results yield M/2 components, which are the frequency-domain represen-
tation of the M time samples. The resolution or spacing between the spectral
lines is given by the equation

Δf = fs

M
(7.4)

where M is the total record length. The value Δf is often referred to as the
“bin” size.

The overall ADC SNR is then calculated by

SNR = 20 log
[

rms signal level
rms noise level

]
(7.5)

It is often useful to measure the third-order intermodulation products for two
sine waves of frequencies f1 and f2, which are

harmonic distortion = 20 log
[

rms signal level
rms harmonic level

]
(7.6)

Total harmonic distortion is often calculated by root-sum squaring the first
five harmonics of the fundamental sine wave and using the resulting number
in the preceding formula for the rms harmonic level. These products occur at
frequencies (see Figure 7.1)

2f1 + f2 2f2 + f1

2f1 − f2 2f2 − f1
(7.7)

Most IMDs can be filtered out. However, if the two tones are of similar
frequencies, the third-order IMD (2f1 −f2, 2f2 −f1) will be very close to the fun-
damental frequencies and cannot be easily filtered. The level of these products
is of most concern in narrow-bandwidth applications.

7.2. DETERMINING THE PROPER FFT RECORD LENGTH

The first consideration in choosing the number of time-domain samples required
or record length N is the required spectral resolution, Δf . Also, to perform the
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2f1 - f2* 2f2 - f1*

f1 f2

2f1 + f2 2f2 + f1

frequency

(*) = unfiltered third-order intermodulation

–6 dB

0 dB

FIGURE 7.1 Third-order intermodulation products.
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M=32
Δf = fs/32

fs/2

M=64
Δf = fs/64

Log Magnitude

FIGURE 7.2 FFT spectrum vs fs.

FFT computations, N must be equal to an integer that is a power of 2. The FFT
spectral resolution Δf is given by

Δf = fs

M
(7.8)

where fs is the sampling rate. Typically, M is selected to be between 256 and
4096, depending on the desired resolution and the amount of buffer memory
available.

If windowing is used, the main lobe width and side lobe rolloff (leakage)
are measured in units of “bin width” fs/M, thereby leaving a larger percentage
of the Nyquist spectrum uncontaminated, as shown in Figure 7.2.
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Another consideration in determining the proper record length is the FFT
noise floor itself. Assuming the digital signal processing (DSP) noise contribu-
tion is negligible, the rms signal to rms noise level in a single frequency bin of
width Δf is given by the expression

SNRFFT = 6.02N + 1.76 dB + 10 log10

(
M
2

)
(7.9)

7.3. COHERENT AND NONCOHERENT SAMPLING

The usage of coherent sampling eliminates leakage and the requirement for
windowing. There are some requirements on the choice of sampling rate and
the sine wave frequency:

fin

fs
= Mc

M
(7.10)

where

Mc = number of integer cycles of the sine wave during the record period
M = number of samples in record period
fin = input sine wave frequency
fs = sampling rate

For a whole number of cycles, Mc must be an integer. For nonrepetitive data Mc

should also be odd and prime; that is, 1, 3, 5, 7, 11, 13, 17, etc. This ensures
that all samples during the record period will be unique. When using coherent
sampling, the ratio must be constant and this means that fs and fin are derived
from sources that are tied to each other.

If noncoherent sampling is chosen, the input frequency selection has fewer
restrictions. Integer submultiples of the sampling frequency should be avoided
to prevent masking out harmonics of the fundamental. It is desirable to make
the input frequency an odd multiple of the FFT frequency bin size.

The selection of the weighting function is to establish a trade-off between
main lobe spreading and side lobe rolloff. The effects of windowing a sine wave
using the Hamming window are shown in Figure 7.3.

Table 7.1 is useful for determining the number of samples to be included in
calculating the energy in the fundamental. For a 12-bit ADC with a theoretical
SNR of 74 dB, it would be appropriate to include 20 samples on either side of
the fundamental in calculating the rms signal energy (if Hamming weighting is
used).

To make efficient use of the FFT processor, the weighting function coef-
ficient should be calculated one time and then stored in a lookup table. If
better resolution is needed, the minimum four-term Blackman–Harris function
is required, as given by the expression

an = a0 − a1 cos
(

2πn
M

)
+ a2 cos

(
2π · 2n

M

)
+ a3 cos

(
2π · 3n

M

)
(7.11)
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FIGURE 7.3 Time and frequency illustration of the Hamming window.

TABLE 7.1 Number of samples needed for
calculating the fundamental

Bins from fundamentals Side lobe attenuation (dB)

2.5 32

5.0 50

10.0 68

20.0 86

where a0 = 0.35875, a1 = 0.48829, a2 = 0.14128, and a3 = 0.01168.
Figure 7.4 shows a spectral plot of this function.

7.4. COHERENT VS NONCOHERENT SAMPLING

The primary application of coherent sampling using FFT is in the testing ADCs
using sine wave inputs. If the proper ratios between fin and fs are observed,
the need for windowing is eliminated, as previously discussed. This greatly
increases the spectral resolution of FFT and creates an ideal environment for
critically evaluating the spectral response of the ADC. Great effort must be
made, however, to ensure the spectral purity and phase stability of fin and fs.
The choice of the frequencies and their proper ratio is somewhat tedious and
high-quality frequency synthesizers are required to generate the phase-locked
signals (Figure 7.5).
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FIGURE 7.4 Minimum four-term Blackman–Harris window, M = 1024.
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FIGURE 7.5 Coherent and noncoherent windowing.
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In practical ADC applications, the precise frequency content of the signal
being digitized is not usually known. If the ADC is being used in a spectral
analysis application, a windowing function is required to process the signal.

Coherent sampling requires careful attention in the selection of the fre-
quencies, while noncoherent sampling requires careful attention and use of the
windowing function.

7.5. ULTRASOUND APPLICATION

The block diagram of a typical ultrasound system is shown in Figure 7.6. A burst
ultrasound energy (1 to 13 MHz) is generated in an electromechanical piezoelec-
tric transducer, which is in contact with the surface of the body. The velocity of
propagation of ultrasound waves in most soft body tissues is around 1500 m/s.
Returning echoes are produced at the interfaces between the various types of
soft-body tissues. The round-trip time of each echo is used to determine its
distance from the transducer.

The soft-body tissues in the body can alternate the burst of ultrasound
by about 1 dB/cm MHz−1. For thicker parts of the body as in the abdominal
region, frequencies of 1–2 MHz are often used. For imaging of shorter path
lengths, frequencies as high as 20 MHz can be used.

T

R

Pulser MUX
Oscillator
1-20 MHz

TRANSMITTER

RECEIVER

Time Gain
Amplifier

Low Pass
Filter

ADC

Image
ProcessorVideo

Display

Mechanical
Linkage

Transducer
Position
Indicators

y-axisx-axis

z-axis

Transducer

FIGURE 7.6 Ultrasound system block diagram.
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Due to the large attenuation involved, the receiver transducer must have a
dynamic range of 150 dB when scanning from 1 to10 cm deep at 10 MHz, inde-
pendent of tissue variations that may be encountered. For this reason the output
of the transducer is applied to a time-gating amplifier whose gain in decibels is
directly proportional to the amount of time elapsed from the transmission of
the burst, as shown in Figure 7.7.

Near the surface, there is very little attenuation. For deep signal returns,
gain of the signal is required in the receiving end to compensate for the path
attenuation. The time gain amplifier compensates for normal signal attenua-
tion related to the delay distance. The receiver ADC “sees” only the intensity
variations associated with different types of tissues. For body tissues that are
soft throughout (i.e., constant attenuation), a fixed gain versus time is most
adequate. In other situations involving blood pools or fixed regions, it is desir-
able to have variable gain and the machine operator can usually make these
changes.

In phase array ultrasound systems, the angular information is determined
by phasing delays from a number of transducers (transmitting and receiving)
to electronically select the angle to be processed. The delays at the transmitter
and receiver are adjusted using variable delay filters. Low-cost, low-power,
high-performance analog-to-digital converters and DSP technology can make
it practical to digitize RF directly and digitally control the delay requirements.
This technique, known as digital beam forming, is shown in Figure 7.8 and
represents the future of ultrasound.

The Analog Devices AD600 is a low-noise variable-gain amplifier for use in
ultrasound systems. A block diagram is shown in Figure 7.9. The AD600 can be
configured as a dual channel device providing 80 dB of gain. Each variable-gain
amplifier contains a low-distortion fixed-gain (41-dB) feedback amplifier, pre-
ceded by a voltage-controlled attenuator (0 to 42 dB) and gain control circuitry

Gain
(dB)

Transmitting

Receiving Mode

t

Transducer
Output
1-20 MHz

Time Gain
Amplifier
Behavior

Time
Gain Amplifier

FIGURE 7.7 Transmission burst in ultrasound systems.
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FIGURE 7.8 Digitizing and processing RF signal directly.
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FIGURE 7.9 Low-noise-gain amplifier for ultrasound use.
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FIGURE 7.10 AD600–AD9060 interface for ultrasound.

for smoothly interpolating the attenuator. The differential high-impedance con-
trol inputs have a scale factor of 32 dB/V. Each amplifier has an independent
gating function that blocks transmission and sets the amplifier’s dc output level
to within a few millivolts of the ground output. An internal voltage reference
is used to calibrate all the internal parameters. The 3-dB bandwidth of each
variable amplifier is nominally 35 MHz and independent of the gain setting.

In Figure 7.10 we observe the AD600 interface with the AD9060 (10 bits,
60 MSPS) A–D flash converter. The gain control input is linear ramp, which is
generated at the appropriate time with respect to the transmission. To provide
the same dynamic range without the thermo gravimetric analysis (TGA) (i.e., the
ADC interfaces directly to the transducer via a fixed-gain amplifier), the ADC
would require a dynamic range of about 100 dB. This implies a 16-bit ADC,
which would need to operate at least at 30 MSPS.

7.6. DISCRETE TIME SAMPLING OF ANALOG SIGNALS

The sampling of an analog signal is illustrated in Figure 7.11. The continuous
analog data must be sampled at discrete intervals ts, which must be chosen
carefully to demonstrate an accurate representation of the analog signal, as
shown in Figure 7.11. The sampling rate is dictated by the Nyquist criteria.

1. An analog signal with a bandwidth of BWa must be sampled at a rate
of fs > 2BWa(f ) to avoid the loss of the information.

2. If fs < 2BWa(f ) a phenomenon called aliasing will occur.

The effects of aliasing on the dynamic range of a sampled data system are
shown in Figure 7.12. The top part of the figure shows the desired condition at
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FIGURE 7.11 Example of sampling an analog signal.
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FIGURE 7.12 Example of aliasing in sample systems.

the Nyquist point, where below is the desired dynamic range. The lower part
of the figure shows the effect of aliasing, where the upper frequency dynamic
range is limited by the aliased components.

When we have aliasing, there is a reduction in the overall signal-to-noise
ratio at the higher frequencies, which could result in the distortion due to
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FIGURE 7.13 Out-of-band tones of harmonics.

aliased out-of-band tones of harmonics as shown in Figure 7.13. Simply stated,
dynamic range is the ratio of the largest expected signal to the smallest signal
that must be resolved and it is usually expressed in decibels.

Antialiasing filters are an important consideration for improving signal-to-
noise ratio. The following are some rules of thumb for specifying the filter:

1. Set the corner frequency of the antialiasing filter equal to the desired
analog input bandwidth, BWa(f ). This means that the passband of the
filter fpass = BWa(f ).

2. Define the beginning of the filter’s stop band fstop = fs/2.
3. Let the filter stop band attenuation be the desired upper frequency

dynamic range. These parameters define the transition band charac-
teristics of the filter; that is, it must achieve a stop band attenuation
equal to the dynamic range over log2 (fstop/fpass) octaves.

4. The appropriate order of the filter M (the number of poles) required to
achieve this transition band slope can be determined by the expression

M = dynamic range
6 log2[fs/(2BWa(f ))]

(7.12)

7.7. DIGITAL SIGNAL PROCESSING TECHNIQUES

One of the fundamental processes in DSP is the development of digital filters.
Analog filters are limited in their performance and are susceptible to passive
component fluctuations over time and temperature. The characteristics of dig-
ital filters can be changed by software control. This means that digital filters
have a great advantage in the processing of signal from sensors, digital audio,
mobile radio, etc.

The procedure for designing digital filters is very similar, conceptually, to
the design of analog filters. The desired filter responses are characterized by
the transfer function and phase response. The main difference between analog
and digital filters is that instead of calculating resistor, capacitor, and inductor
values for an analog filter, coefficient values are calculated for a digital filter.
Thus, for a digital filter, numbers replace the physical resistor and capacitor
components of the analog filter. These numbers will reside in memory as filter
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FIGURE 7.14 Illustrating digital filtering.

coefficients and are used along with data values from the ADC in performing
the filtering process. Because the digital filter is designed as a discrete function, it
works only with digitized data for each sampling period. Figure 7.14 illustrates
the basic filtering function. It shows a low-frequency signal containing high-
frequency noise, which must be filtered out. The wave force representing the
signals is first digitized with an ADC to produce samples x(n). The data values
are fed to a digital filter, which in this case is a low-pass filter. The output data
samples y(n) are used to reconstruct the analog waveform using a DAC.

To maintain real-time operation, the DSP processor must be able to execute
all the steps in the filter routine within one clock period 1/fs. Sometimes, this is
very difficult to do and the high-speed ADC data are stored in a buffer memory.
The buffer memory is then read at a rate that is compatible with the speed of
the DSP-based digital filter.

7.8. FINITE IMPULSE RESPONSE DIGITAL FILTERS

The simplest digital filter is the finite impulse response (FIR) filter, and the
most elementary form of an FIR filter is a moving-average filter as shown in
Figure 7.15. In the figure we show a nine-sample moving average of a function
plotted along the k axis. After nine samples are collected, the first data point
on the moving average is computed by adding the nine data samples together
and dividing by 9. Another way to view the process is to weight each sam-
ple by a factor of 1/9 and perform a summation. To obtain the second point
in the moving average, the first weighted data sample is subtracted from the
summation, and the tenth weighted sample is added to the summation. This
process continues and can be viewed as a very rough low-pass filtering. The
digital implementation of the process is presented in Figure 7.16, which shows
the various multiplications and delays and the summation.

When processing an electrical signal, a moving average might look like
Figure 7.17. It is useful from a mathematical standpoint to view the moving-
average filter as a convolution of the filter impulse response h(t) with the
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FIGURE 7.15 Simple moving average FIR filter.
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FIGURE 7.16 Digital implementation of filtering.

sampled data points x(t) to obtain the output y(t), as shown in Figure 7.17. For
a linear convolution, the operation involves multiplying x(t) by a reversed and
linearly shifted version of h(t), and then summing the values in the product.

The sin (x)/x frequency response of the moving-average filter is shown in
Figure 7.18 for various numbers of taps, N, where N represents the number
of sample points. Increasing the number of sample points sharpens the rolloff
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FIGURE 7.18 Frequency response of a moving-average filter for different number of samples.

characteristic of the moving-average filter but it does not improve the need for
diminishing side lobes.

The most important issues in FIR filter design are the appropriate selection
of the filter coefficients and the number of samples to realize the desired transfer
function H(f ). Filter design software will be able to translate the frequency
response H(f ) into a set of FIR coefficients. The coefficients of the FIR filter
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FIGURE 7.19 Illustration of an FIR filter.

h(n) are the quantized values of the impulse response of the frequency transfer
function.

The FIR filter (Figure 7.19) must perform the following convolution
equation:

y(n) = h(n) ∗ x(n) =
N−1∑
i=0

h(i)x(n − i) (7.13)

where h(i) is the filter coefficient array and x(n − i) is the input data array to
the filter. The number N is the number of samples of the filter. In the series
FIR filter equations, the N coefficient locations are always accessed sequentially
from h(0) to h(N−1). The associated data points circulate through the memory,
adding new samples and replacing old ones.

In practice, the concepts presented above have been implemented in easy-
to-use CAD programs that can run on most PCs. In these CAD programs,
it’s only necessary to specify the desired FIR filter characteristics (sampling
frequency, passband frequency, passband ripple, and stopband attenuation), as
shown in Figure 7.20. The CAD program calculates the number of filter samples
required (N), the impulse response, and the filter coefficient. The number of
samples must be compatible with the throughput of the DSP processor and the
sampling rate.

7.9. INFINITE IMPULSE RESPONSE DIGITAL FILTERS

Digital FIR filters have no analog counterpart. In addition, FIR filters have only
zeros and no poles. Infinite impulse response (IIR) filters do have traditional
analog counterparts (Butterworth, Chebyshev, and elliptic) and can be ana-
lyzed and synthesized using more familiar traditional filter design techniques.
Figure 7.21 shows a second-order low-pass active filter and its IIR digital filter
equivalent is also shown in Figure 7.21. This second-order IIR filter is referred
to as the biquad and forms the basic building block for most higher-order IIR
designs. The difference equation which describes the characteristics of the filter
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FIGURE 7.20 Characteristics of an FIR filter.
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FIGURE 7.21 The IIR filter.

with five coefficients is shown by equation (7.13a)

Y(n) = b0X(n) + b1X(n − 1) + b2X(n − 2) − a1Y(n − 1) − a2Y(n − 2)

H(s) = Y(s)
X(s)

= 1
1 + b(RCs) + (RCs)2

s = j2πf (7.13a)
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The general digital filter equation shown in Figure 7.21 gives rise to the gen-
eral transfer function H(z), which contains polynomials in both the numerator
and the denominator (see Equation 7.14). The roots of the numerator deter-
mine the zero locations. Although it is possible to construct a high-order IIR
filter directly from this equation, accumulation errors due to quantization errors
(finite word length arithmetic) may give rise to instability and large errors. For
this reason, it is common to cascade several biquad sections with appropriate
coefficients rather than use the direct form implementation. The biquads can
be cascaded to minimize the coefficient of quantization and the recursive accu-
mulation errors. Cascaded biquads are more stable and minimize the effects of
errors due to finite arithmetic errors.

Y(n) =
M∑

K=0

bKX(n − K) +
N∑

K=1

aKY(n − K)

H(z) =
∑M

K=0 bKz−K (zeros)

1 − ∑N
K=1 aKz−K (poles)

(7.14)

7.10. FAST FOURIER TRANSFORM

In many applications, it is necessary to process signals in the frequency domain.
In the analog domain, this can be easily accomplished using an analog spectrum
analyzer. Mathematically, this can be accomplished by obtaining the Fourier
transform of the analog signal. The Fourier transform yields the spectral content
of the analog signal.

In digital systems, however, this process needs to be accomplished by DSP
processing of the ADC output data. Furthermore, there are two basic differ-
ences between the analog and digital spectral analysis. First, the output of the
ADC consists of discrete, quantized examples of the continuous input x(t). In
sampled data systems, the discrete Fourier transform performs the transfor-
mation of the time domain signal into the frequency domain. Second, the DFT
operates on a finite number of sampled data points, while the Fourier transform
operates on a continuous waveform.

If x(n) is the sequence of N input data samples, then the DFT produces
a sequence of N samples X(K) spaced equally in frequency. The DFT can be
viewed as a correlation between the input signal to many sinusoids, evaluating
the frequency content of the input signal.

X(K) =
N−1∑
n=v

x(n)e−j2πnk/N (7.15)

where e−j2πnK/N = cos(2πnK/N) − j sin(2πnK/N).
For an N-point DFT it would require N samples of the input signal and

N points from a sinusoid form −fs/2 to +fs/2 are used. Each pass of the DFT
checks the sinusoid against the input signal to see how much of that frequency
is present in the input signal. This is repeated for each of the N frequencies
(a large task if N is large). If the sampling frequency is fs, then the spacing
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between the spectral lines is fs/N, or 1/Nts, where ts is the sampling period,
1/fs. Spectral analysis is often performed with complex signals (i.e., having both
real and imaginary components) so that phase information as well as amplitude
and frequency information is obtained. The total number of multiplications
required is N2 (N complex data values multiplied with the N sinusoid values).
This amount of computation is required when all output frequencies are to be
calculated.

In most spectral analyses, the entire frequency spectrum up to fs/2 must be
computed. The FFT is nothing more than a fast algorithm to speed up the DFT
calculations by reducing the number of multiplications and additions required.
The FFT is based on taking advantage of certain algebraic and trigonometric
symmetries in the DFT computational process. For example, if an N-point DFT
is performed, N2 complex multiplications are required. It is possible to split the
N-point DFT into two N/2 points DFT and end up with same result, a process
called decimation. Each (N/2) DFT requires (N/2)2 complex multiplications
for a total of N2/4 complex multiplications, which is a significant reduction.

Figure 7.22 shows an N-point DFT broken up into two N/2-point DFTs.
The presence of a phase factor W on a horizontal line indicates a multiplication
by W (W is often called the twiddle factor). The points where the arrows
intersect the horizontal lines indicated a summation. The presence of a −1 on
the line indicates a sign reversal.

The decimation process can continue; for example, each N/2-point DFT
can be broken up into two N/4-point DFTs for an even greater reduction in
computation. The decimation process can continue until the original DFT is
broken up into two-point DFTs (the smallest DFT possible).
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FIGURE 7.22 DFT implementation diagram.
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FIGURE 7.23 Eight-point decimation in time FFT normal order inputs, bit reversed outputs.
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FIGURE 7.24 Radix-2 decimation in time FFT butterfly.

The final series of computations, after the decimation process is complete,
is the FFT. This is shown for the eight-point DFT in Figure 7.23. Since the FFT
was first decimated by a factor of 2, the FFT is known as a radix-2 FFT. If the
initial DFT was decimated by a factor of 4, it would be referred to as a radix-4
FFT. Note that the input data points are taken in normal order, but the outputs
are in bit-reversed order. Bit-reversed hardware is common in DSP processors
such as the Analog Devices ADSP-2101. The basic calculation, essentially the
two-point DFT, is commonly referred to as a butterfly calculation. The FFT is
made up of many butterfly calculations. Figure 7.24 shows the basic butterfly
for the radix-2 decimation-in-time FFT, which requires one complex multiply
operation per butterfly.

7.11. FFT HARDWARE IMPLEMENTATION

In general the memory requirements for an N-point FFT are N locations for real
data, N locations for imaginary data, are N locations for the sinusoidal data
(also known as the FFT coefficients). As long as the memory requirements are
met, the DSP processor must perform the needed calculations in the required
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TABLE 7.2 Maximum sampling rate vs FFT execution
time

FFT Execution time (ms) Maximum sampling rate (kHz)

256 0.59 434

512 1.3 394

1024 2.9 353

2048 6.5 315

4096 14.2 288

time. When comparing FFT specifications, it is important to make sure that the
same type of FFT is used in all cases.

The first step in designing an FFT is to determine the number of points
required N, or the record length. The sampling rate fs must be at least twice
the maximum input signal frequency of interest. The spectral resolution of
the FFT is then given by fs/N. The more points in the FFT, the better the
spectral resolution. The signal must be divided up into windows Tw, short
enough to ensure that individual features are not averaged out in the FFT, but
Tw must be long enough to given adequate spectral resolution. It has been
determined, for example, that for human speech, 20 ms is adequate, hence
Tw = 20 ms. The number of sample points in the window Tw is equal to
Tw fs = 20 ms × 8 kHz = 160 points, which is rounded up to 256 points. This
means that the DSP processor must complete the 256-point Tw. Otherwise real-
time processing is not possible, and the computation would have to be done
off line. Table 7.2 shows the maximum sampling rates for real-time operation
associated with the FFT execution times.

7.11.1. DSP Hardware

In this section we study the architecture of the Analog Devices ADSP-2101.
Many other DSP architectures follow similar design blocks.

An overall block diagram of the ADSP-2101 is shown in Figure 7.25.
The ADSP processor contains three independent units: the arithmetic logic
unit (ALU), the multiplier–accumulator (MAC), and the shifter. The com-
putational unit processes 16-bit data directly and has provisions to support
multiprecision computations. The ALU performs a standard set of arithmetic
and logic operations. The MAC performs single-cycle multiply, multiply–add,
and multiply–subtract operations. The shifter performs logical and arithmetic
shifts, normalization, denormalization, and derive exponent operations. The
shifter can be used to implement numeric format control including multiword
floating-point representations.

The internal result (R) bus directly connects the computational units such
that the output of any unit maybe the input of any unit in the next cycle. The
program sequence and dedicated data address generators ensure efficient use of
these computational units. The data address generators handle address pointer
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FIGURE 7.25 Block diagram of the AD2101 DSP from Analog Devices.

updates. Each data address generator keeps track of four address pointers.
When the pointer is used to access data (indirect addressing), it is postmodified
by the value of a specified modify register. A length value is associated with
each pointer.

A length value may be associated with each pointer to implement auto-
matic modulo addressing for circular buffers. The processor can generate
two addresses simultaneously for dual operand fetches. The circular buffering
feature is also used by the serial parts for automatic data transfers.

Efficient data transfer is achieved with the use of five internal buses. The
two address buses (PMA and DMA) share a single external address bus, and
the two data buses (PMD and DMD) share a single external data bus. Program
memory can store both instructions and data, permitting the ADSP-2101 to
fetch two operands in a single cycle, one from program memory and one from
data memory as well as an instruction from program memory. Because the on-
board program memory is so fast, the ADSP-2101 can fetch an operand from
program memory and perform the next instruction in the same cycle.

The memory interface supports slow memories and memory-mapped
peripherals with programmable wait state generation. One execution mode
allows the ADSP-2101 to continue running while the buses are granted to
another master as long as an external operation is not required. The other
execution mode requires the processor to halt while the buses are granted.

The two serial ports provide a complete serial interface with companding
in hardware and a wide variety of framed and frameless data transmit and data
transmit and receive modes of operation. Each port can generate an internal
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programmable serial clock or accept an external serial clock. Boot circuiting
provides for loading on-chip program memory automatically from byte-wide
external memory.

7.11.2. Arithmetic Logic Unit

The ALU is shown in Figure 7.26. The ALU provides a standard set of arithmetic
and logic functions: add, subtract, negate, increment, decrement, absolute
value, AND, OR, exclusive OR, and NOT. Two divide primitives are also
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FIGURE 7.26 The ALU block diagram for the AD2101.
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provided. The ALU takes two 16-bit inputs, X and Y, and generates one 16-bit
output, R. The carry-in feature enables multiword computations. Six arithmetic
status bits are generated: AZ (zero), AN (negative), AV (overflow), AC (array),
AS (sign), and AQ (quotient).

The X input port can be fed by either the AX register set or any result
register via the R-bus (AR, MR0, MR1, MR2, SR0, or SR1). The AX register
set contains two registers, AX0 and AX1. The AX register can be loaded from
the DMD bus. The Y input port can be fed by either the AY register set or the
ALU feedback (AF) register. The AY register set contains two registers, AY0
and AY1. The AY registers can be loaded from either the DMD bus or the
PMD bus.

The register outputs are dual-ported so that one register can provide input
to the ALU while either one simultaneously drives the DMD bus. The ALU
output can be loaded into either the AR register or the AF register.

The AR register has a saturation capability; it can be automatically set to
plus or minus the maximum value if an overflow or underflow occurs. The AR
register can drive both the R bus and the DMD bus and can be loaded from the
DMD bus.

The ALU contains a duplicate bank of registers shown in Figure 7.26 behind
the primary registers. The secondary set contains all the registers described
above (AX0, AX1, AY0, AY1, AF, AR). Only one set is accessible at a time.
The two sets of registers allow fast context switching, such as for interrupt
servicing.

Example ALU Instructions

• AR = AX0 + AYO
• AF = MR1 XOR AY1
• AR = AX0 + AF

7.11.3. Multiplier–Accumulator

The MAC implements high-speed multiply, multiply–add, and multiply–
subtract operations. A block diagram of the MAC section is shown in
Figure 7.27.

The multiplier takes two 16-bit inputs, X and Y, and generates one 32-bit
output, P. The 32-bit output is routed to a 40-bit accumulator which can add
or subtract the P output from the value in MR. MR is a 40-bit register which is
divided into three sections: MR0 (bits 0–15), MR1 (bits 16–31), and MR2 (bits
21–29). The result of the accumulator is either loaded into the MR register or
into the 16-bit MAC feedback (MF) register. The multiplier accepts the X and
Y inputs in either signed or unsigned formats.

In default operation, the result is shifted 1 bit to the left to remove the
redundant sign bit for fractional justification; an optional mode on the ADSP-
2101 inhibits this shift for integer operations. The accumulator generates one
status bit, MV, which is set when the accumulator result overflows the 32-bit
boundary. A saturate instruction is available to change the contents of the MR
register to the maximum 32-bit value if MV is set. The accumulator also has
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FIGURE 7.27 The MAC block diagram.

the capability for rounding the 40-bit result at the boundary between bit 15
and bit 16.

The MAC and ALU registers are similar. The X input port can be fed by
either the MX register set (MX0, MX1) or any result register via the R-bus
(AR, MR0, MR1, MR2, SR0, or SR1). The MX register set is readable and
loadable from the DMD bus and has dual ported outputs.

The Y input port can be fed by either the MY register set (MY0, MY1)
or the MF register. The MY register set is readable from the DMD bus and
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readable and loadable from both the DMD and PMD bus. Its outputs are also
dual ported. The accumulator output can be loaded into either the MR register
or the MR register. The MR register is connected to both the R-bus and the
DMD-bus. Like the ALU section, the MAC section contains two complete
bank registers (MX0, MX1, MY0, MY1, MR, MR0, MR1, MR2) to allow
fast context switching.

Example MAC Instructions

• MR = MXO * MY0
• MR = 0
• MRF = AR * MF
• MR = MX0 * MF
• MR = MR + Mx1 * MY0

7.11.4. Shifter

The shifter gives the ADSP-2101 its unique capability to handle data formatting
and numeric scaling. Figure 7.28 shows a block diagram of the shifter.

The shifter can be divided into the following components: the shifter array,
the OR–PASS logic, the exponent detector, and the exponent compare logic.
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FIGURE 7.28 Shifter block diagram.
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These components give the shifter its six basic functions: arithmetic shift, log-
ical shift, normalization, denormalization, derive exponent, and derive block
exponent.

The shifter array is a 16 × 32 barrel shifter. It accepts a 16-bit input and
can place it anywhere in the 32-bit output field, from off-scale right to off-scale
left. The shifter can perform arithmetic shifts (shifter output is sign-extended to
the left) or logical shifts (shifter output is zero-filled to the left). The placement
of the 16-bit input is determined by the control code C and the HI/LO reference
signal.

Example Shifter Instructions

• SR = ASHIFT SI BY −6
• SR = LSHIFT SR BY 3
• SR = NORM MR1

7.11.5. Data Address Generators

A block diagram of a data address generator is shown in Figure 7.29. The data
address generators (DAGs) provide indirect addressing for data stored in the
program and data memory spaces. The processor contains two independent
DAGs so that two data operands (one in program memory and one in data
memory) can be addressed simultaneously. The two data address generators
are identical except the DAG1 has a bit reversal option on the output (used for
FFTs) and can only generate data memory addresses, while DAG2 can generate
both program and data memory addresses but has no bit reversal capability.
Both DAGs can also be used for serial port autobuffering.
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FIGURE 7.29 Data address generator block diagram.
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There are three register files in each DAG: the modify (M) register file, the
index (I) register file, and the length (L) register file. Each of these register files
contains four 14-bit registers that are readable and loadable from the DMD bus.
The I register holds the actual addresses used to access external memory. When
using the indirect addressing mode, the selected I register content is driven onto
either the PMA or DMA bus. This value is post modified by adding the (signed)
contents of the selected M register. The modified address is passed through the
modulus logic.

Associated with each I register is an L register which contains the length
of the buffer addressed by the I register. The L register and the modulus logic
together enable circular buffer addressing with automatic wraparound at the
buffer boundary. Automatic wraparound is also used by the serial ports to
generate the serial port interrupt when operating in autobuffering mode. The
modulus logic is disabled by setting the L register to zero.

Example Addressing Instructions

• AX0 = DM (10,M3)
• MODIFY (L1,M2)
• MR = MR + MX0 * MY0 = DM(I0,M1), MY0 = PM(I4,M4)

7.11.6. Program Sequencer

The program sequencer incorporates powerful and flexible mechanisms for pro-
gram flow control such as zero-overhead looping single-cycle branching (both
conditional and unconditional) and automatic interrupt processing. Figure 7.30
shows a block diagram of the program sequencer.

The sequencing logic controls the flow of the program execution. It outputs
a program memory address onto the PMA bus from one of four sources: the
PC incrementer, PC stack, instruction register, or interrupt controller. The next
address source selector controls which of these four sources is selected based on
the current instruction word and the processor status. A fifth possible source
for the next program memory address is provided by DAG2 when a register
indirect jump is executed.

The program counter (PC) is a 14-bit register which contains the address of
the currently executing instruction. The PC output goes to the incrementer. The
incremented output is selected as the next program memory address if program
flow is sequential. The PC value is pushed into the 16 × 14 PC stack when a
CALL instruction is executed or when an interrupt is processed. The PC stack
is popped when the return from a subroutine or interrupt is executed. The PC
stack is also used in zero-overhead looping.

The program sequencer section contains six status registers. These are the
arithmetic status register (ASTAT), the stack status register (SSTAT), the mode
status register (MSTAT), the interrupt control register (ICNTL), the interrupt
mask register (IMASK), and the interrupt force and clear register (IFC).

The interrupt controller allows the processor to respond to the six possible
interrupts with a minimum of overhead. Individual interrupt requests are logi-
cally ANDed with the bits in IMASK; the highest priority unmasked interrupt
is then selected.
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FIGURE 7.30 ADSP-2101 program sequencer.

The interrupt control register, ICNTL, allows each interrupt to be set as
either edge or level sensitive. Depending on bit 4 in ICNTL, interrupt rou-
tines can either be nested with higher priority interrupts taking precedence or
processed sequentially with only one interrupt service active at a time.

7.11.7. Serial Ports

The ADSP-2101 incorporates two complete serial ports (SPORT0 and
SPORT1) for serial communications and multiprocessor coordination. A block
diagram of one of the serial ports is shown in Figure 7.31. Each serial port has
a five-pin interface consisting of the signals shown in Figure 7.31.
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Each SPORT has a receive and a transmit register. Companding (a contract
of COM pressing and exPANDing) is the process of logarithmically encoding
data to reduce the number of bits that must be sent. The ADSP-2101 supports
both of the widely used algorithms for companding: A-law and u-law. The type
of companding can be independently selected for each SPORT.

7.11.8. System Interface

Figure 7.32 shows a basic system configuration with the ADSP-2101, two serial
codecs, a boot EPROM, and optional external program and data memories. Up
to 15 K words of data memory and 16 K words of program memory can be sup-
ported. Programmable wait-state generation allows the processor to interface
easily to slow memories.

The ADSP-2101 also provides one external interrupt and two serial ports
or three external interrupts and one serial port.

7.11.9. Interfacing ADCs and DACs to Digital Signal Processors

Interfacing an ADC or a DAC to a fast DSP parallel bus (such as the ADSP-
2101) requires an understanding of how the DSP processor reads data from a
memory-mapped peripheral (the ADC) and how the DSP processor writes data
to a memory-mapped peripheral (to DAC).

A block diagram of a typical parallel DSP interface to an external ADC
is shown in Figure 7.33. The diagram has been simplified to show only
those signals associated with reading data from an external memory-mapped
peripheral device. The timing diagram for the ADSP-2101 read cycle is shown
in Figure 7.34.
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The read process starts when the peripheral device (such as an ADC)
asserts the processor interrupt request (IRQ) line. The processor then places
the address of the peripheral initiating the interrupt request on the memory
address bus (A0-A13). At the same time, the processor asserts the data memory
select line.



216 7 HARDWARE APPROACH TO DIGITAL SIGNAL PROCESSING

tRDD

tRDH

tASR

tAA

tRDA

tRWR
tRPtCRD

D

RD

DMS, PMS

BMS

A0-A13

CLJKOUT

FIGURE 7.34 ADSP-2101 memory read timing.

The ADSP-2101 can easily be interfaced to slow peripheral devices using its
programmable wait-state-generation capability. Three registers control wait-
state generation for boot, program, and data memory interfaces. You can
specify 0 to 7 wait states for each parallel memory interface. Each wait state
added increases the allowable external data memory access time by an amount
equal to the processor clock period (80 ns for the ADSP-2101 operating at
12.5 MHz). The data memory address, DMS, and RD lines are all held stable
for an additional amount of time equal to the duration of the wait states on the
peripheral device usually called output enable or read. The rising edge of the
RD signal is used to clock the data on the data bus into the DSP processor. After
the rising edge of the RD signal, the data on the data bus must remain valid for
tRDH ns, the data hold time. In the case of the ADSP-2101, this value is 0 ns.

The key timing requirements for the peripheral device are shown as follows:

tASR = address and data memory select setup before READ DATA low

tASR = 0.25tCK − 15 ns minimum

tRDD = READ DATA low to data valid

tCK = processor clock period

tRDD = 0.7tCK − 15 ns + # wait states ∗ tCK maximum
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The tRDD specification determines the peripheral device data access require-
ment. In the case of the ADSP-2101, tRDD = 25 ns minimum. If the access time
of the peripheral is greater than this, wait states must be added or the processor
speed reduced.

7.11.10. Parallel ADC-to-DSP Interface

The conversion process in a sampling ADC is initiated by a pulse often called the
encode command, or start-convert. The leading (or trailing) edge of this pulse
tells the internal ADC sample–hold mode that the conversion process can take
place. Extreme care must be taken to ensure that this pulse is both jitter-free and
noise-free. Any sample-to-sample variation in the occurrence of this edge has
the same effect as aperture jitter and will produce a corresponding degradation
in the overall ADC signal-to-noise ratio. For this reason, the start-convert signal
is usually generated by a stable source external to the DSP processor.

The various timing pulses required to carry out the actual internal conver-
sion process (after receipt of the convert-start command) may be generated in
several ways depending upon the individual ADC design. In some ADCs the
convert-start pulse triggers an internal oscillator or timing chain which in turn
controls the conversion. In other ADCs, a user-supplied asynchronous external
clock is required.

At some point in time after the convert-start pulse edge, the internal ADC
conversion process is completed. In the case of a parallel-output ADC, a single
pulse called data valid, data ready, read data, conversion complete, end-of-
conversion, or busy–interrupt is asserted. This pulse is used to drive an interrupt
request input of the DSP processor. The DSP then places the address of the ADC
on the data memory address bus and asserts the data memory select line, which
in turn enables the address decoder. The chip select input to the ADC is then
asserted along with the read data line from the DSP. The read data line is
connected to the read input of the ADC. Asserting the read line to the ADC
enables the tristate parallel outputs which are connected to the data memory
data bus. The DSP then reads the ADC data into an internal register on the
rising edge of the read data pulse. For the circuit shown in Figure 7.33 to operate
properly, the timing between the two devices must be made compatible. This
will be illustrated by considering a representative example of the ADSP-2101
processor interfaced to the AD7871 ADC.

The AD 7871 is a 14-bit, 83-kSPS ADC, which can operate in either the
parallel or serial mode. A functional block diagram of the AD7871 is shown in
Figure 7.35. Specifications for the ADSP-2101 are given for a clock frequency
of 12.5 MHz.

Examining the timing specifications shown in Table 7.3 reveals that for
the timing between the devices to be compatible, one software wait state must
be programmed into the ADSP-2101. A simplified interface diagram for the
two devices is shown in Figure 7.36. The conversion complete signal from the
AD7871 is designated BUSY/INT.

Parallel interfaces with other DSP processors can be designed in a similar
manner by carefully examining the timing specifications for all appropriate
signals for each device. The interface between the ADSP-2100 microprocessor
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TABLE 7.3 ADSP-2101 and AD7871 parallel read interface timing specifications

ADSP-2101 Processor (12.5 MHz) AD7871 ADC

tASR (data address, data memory, select setup
time before RD low) = 5 ns min

t2 (CS to RD setup time) = 0 ns min (must add
address decode time to this value)

tRP (RD pulse width) = 30 ns+# wait states ∗
80 ns min

t3 (RD pulse width) = 60 ns min

tRDD (RD low to data valid) = 25 ns+# wait
states ∗ 80 ns min

t6 (data access time after RD) = 57 ns max

tRDH (data hold from RD high) = 0 ns min t7 (bus relinquish time after RD) = 5 ns min
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FIGURE 7.36 AD7871 ADC parallel interface to ADSP-2101.
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(J-Grade, 6.144-MHz clock) is shown in Figure 7.37. Interfacing the AD7871
ADC to faster versions of the ADSP-2100 series requires the addition of wait
states using the data memory acknowledge (DMACK) signal. The DMACK
signal indicates that the memory-mapped peripheral is ready for data transfer.
If DMACK is not asserted when checked by the processor, wait states are
automatically generated until DMACK is asserted.

The parallel interface between the AD7871 and the TMS32020/C25 is
shown in Figure 7.38.
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7.11.11. Parallel Interfacing to DSP Processors: Writing Data to
Memory-Mapped DACs

A simplified block diagram of a typical DSP interface to a peripheral device
showing write-mode signals is shown in Figure 7.39. The memory-write cycle
timing diagram for the ADSP-2101 is shown in Figure 7.40. The write process
may be initiated by the peripheral device by asserting the DSP interrupt request
line indicating that the peripheral is ready to accept a new parallel data word.
The DSP then places the address of the peripheral device on the address bus and
asserts the data memory select (DMS) line. This causes the output of the address
decoder to assert the chip select input to the peripheral. The write (WR) output
of the DSP is asserted tASW ns after the negative-going edge of the signal. The
width of the WR pulse is tWP ns. Data are placed on the data bus (D) and are
valid tDW ns before the WR line goes high. The positive-going transition of the
WR line is used to clock the data on the data bus (D) into the external parallel
memory. The data on the data bus remain valid tDH ns after the positive-going
edge of the signal.

The ADSP-2101 can easily be interfaced to slow peripheral devices using
its programmable wait-state-generation capability, which causes the memory
address, DMS, WR, and data output lines to remain stable for an amount of
additional time equal to the duration of the wait states.

7.11.12. Parallel DAC-to-DSP Interface

A typical parallel interface between a DSP and a DAC is shown in Figure 7.41.
In most DSP applications, the DAC is operated continuously from a stable
clock source which is external to the DSP processor. The DAC should have
double buffering: an input latch to handle the asynchronous DSP interface,
and a second latch that drives the DAC current switches. The DAC latch strobe
is derived from the external stable clock. In addition to clocking the DAC latch,
the DAC strobe is also used to generate a processor interrupt that indicates the
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FIGURE 7.41 DAC–ADSP-2101 parallel interface.

DAC is ready for new input data. The processor then asserts the data memory
select line and places the DAC address on the memory address bus. The DAC
chip select is then asserted, and the data memory write line loads the next data
word on the data memory data bus into the DAC input latch. This completes
the write cycle, and the DAC is now ready to receive the next DAC latch
strobe from the external source. For the circuit shown in Figure 7.41 to operate
properly, the timing between the two devices must be made compatible. This
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will be illustrated by considering a representative example of the ADSP-2101
processor interfaced to the AD7840 DAC.

The AD7840 is a 14-bit 100-kSPS DAC that has both parallel and serial
interface capability. A block diagram of the device is shown in Figure 7.42. A
simplified interface diagram for the two devices is shown in Figure 7.43.

Parallel interfaces with other DSP processors can be designed in a simi-
lar manner by carefully examining the timing specification for all appropriate
signals for each device. The interface between the ADSP-2100 microproces-
sor (clock speeds up to 8.192 MHz) is shown in Figure 7.44. Interfacing the
AD7840 to the ADSP-2100 at clock speeds of greater than 8.144 MHz requires
the addition of wait states using the ADSP-2100 DMACK signal. The parallel
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interface between the AD7840 DAC and the TMS32020–C25 is shown in
Figure 7.45.

7.11.13. Serial Interfacing to DSP Processors

DSP processors that have serials ports (such as the ADSP-2101, DSP56000,
and the TMS32020–C25) provide a simple interface to peripheral ADCs and
DACs. Use of the serial port eliminates the need for using large parallel buses
to connect the ADCs and DACs to the DSP. To understand serial data transfer
better, we will first examine the serial port operation of the ADSP-2101.

A block diagram of one of the two serial ports of the ADSP-2101 is shown
in Figure 7.46. The transmit (TX) and receive (RX) registers are identified by
name in the ADSP-2101 assembly language, not memory mapped.

In the receiving portion of the serial port, the receive frame synchronization
(RFS) signal initiates reception. The serial receive data (DR) from the external
device (ADC) is transferred into the receive shift register 1 bit at a time. The
negative-going edge of the serial clock (SCLK) is used to clock the serial data
from the external device into the receive shift register. When a complete word
has been received, it is written to the receive register (RX), and the receive
interrupt for that serial port is generated. The receive register is then read by
the processor.

Writing to the transmit register readies the serial port for transmission. The
transmit frame synchronization (TFS) signal initiates transmission. The value in
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the transmit register (TX) is then written to the internal transmit shift register.
The data in the transmit shift register are sent to the peripheral device (ADC)
1 bit at a time, and the positive-going edge of the serial clock (SCLK) is used to
clock the serial transmit data (DT) into the external device. When the first bit has
been transferred the serial port generates the transmit interrupt. The transmit
register can then be written with new data, even though the transmission of the
previous data is not complete.

In the normal framing mode, the frame sync signal (RFS of TFS) is checked
at the falling edge of SCLK. If the framing signal is asserted, data are available
(transmit mode) or latched (receive mode) on the next falling edge of SCLK.
The framing signal is not checked again until the word has been transmitted
or received. In the alternate framing mode, the framing signal is asserted in
the same SCLK cycle as the first bit of a word. The data bits are latched on
the falling edge of SCLK, but the framing signal is checked only on the first
bit. Internally generated framing signals remain asserted for the length of the
serial word. The alternate framing mode of the serial port in the ADSP-2101 is
normally used to receive data from ADCs and transmit data to DACs.

7.11.14. Serial ADC-to-DSP Interface

A timing diagram of the ADSP-2101 serial port operating in the receive mode
(alternate framing) is shown in Figure 7.47. The first negative-going edge of the
SCLK to occur after the rising edge of the RFS input clocks the MSB data from
the ADC into the serial input latch. The key timing specifications of concern are
the serial data setup (tSCS) and hold times (tSCH) with respect to the negative-
going edge of the SCLK. In the case of the ADSP-2101, these values are both
10 ns minimum. The RFS setup and hold times are also 10 ns, respectively.
Most peripheral ADCs will have no trouble meeting these specifications, even
at the maximum serial data transfer rate of 12.5 MHz.

The AD7872 ADC is a 14 bit, 83-kSPS serial-only version of the AD7871.
A block diagram of the device is shown in Figure 7.48. The device operates on
a 2-MHz external or internal clock. Figure 7.49 shows the AD7872 interfaced
to the ADSP-2101. The timing diagram of the AD7872 is shown in Figure 7.50.

DR
IN

MSB BIT n LSB

SCLK

RFS
IN

tSCS>10 ns tSCH >10 ns

ADSP - 2101 SERIAL PORT RECEIVE TIMING

FIGURE 7.47 ADSP-2101 serial port receiving timing.
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FIGURE 7.51 AD7872 serial interface to DSP56000.

The SSTRBbar signal is active-low, so the ADSP-2101 must be programmed
to accept an inverted RFS input. The serial clock operates at a frequency of
2 MHz (500-ns period). The serial clock can be programmed for either contin-
uous or gated operation. In this example, it operates in the continuous mode.
The data bits are valid t12 ns (155-ns max) after the positive-going edges of
SCLK. This allows a setup time of 250 − 155 = 95 ns minimum before the
negative-going edges of SCLK. The hold-time after the negative-going edge of
SCLK is therefore at least equal to one-half the clock period, or 250 ns. The
positive-going edge of the SSTRB signal occurs t13 ns (140 ns max) after the
positive-going edge of SCLK after the last data bit is transferred. This allows
250 − 140 = 110 ns minimum before the next negative-going edge of SCLK.
These simple calculations show that data and RFS setup and hold requirements
of the ADSP-2101 (10 ns) are met with considerable margin.

The ADSP-2101 can be easily programmed to generate the 2-MHz serial
clock for the AD7872 if desired. Details can be found in the ADSP-2101 User’s
Manual–Architecture. The convert start (CONVST) signal is generated exter-
nally to the AD7872 from a stable clock source which is asynchronous to the
serial clock.

The serial interface between the AD7872 and the DSP56000 is shown in
Figure 7.51, and the interface with the TMS32020–C25 is shown in Figure 7.52.
The simple interfaces shown to the three DSP processors are referred to as
zero-chip interfaces because no additional glue logic is required.

7.11.15. Serial DAC-to-DSP Interface

A timing diagram of the ADSP-2101 serial port operating in the alternate fram-
ing transmit mode (with internally generated transmit frame sync) is shown in
Figure 7.53. The first negative-going edge of the SCLK to occur after the rising
edge of the TFS output clocks the MSB data from the serial port into the DAC
serial input latch. The process continues until all serial bits have been trans-
ferred into the DAC serial input latch. The key timing specifications of concern
are the data output setup and hold times with respect to the negative-going
edge of the SCLK. The ADSP-2101 specifies that the TFS output will be a valid
high tRH ns (15 ns max) after the positive-going edge of the SCLK. The serial
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FIGURE 7.53 ADSP-2101 serial port transmit timing.

transmit data are valid tSCDV ns (25 ns max) after the positive-going edge of
SCLK. Due to the high speed of the serial port interface of the ADSP-2101,
data setup and hold times are approximately equal to one-half the period of
the serial clock for clock rates up to 12.5 MHz.

The AD766 is a 16-bit serial DAC that can operate at sample rates up to
500 SPS and is fully specified in terms of both dc and ac parameters such as
THD and SNR. A block diagram of the device is shown in Figure 7.54. Data
are transmitted to the AD766 in a bit stream composed of 16-bit words with
a serial, MSB first format. Three signals must be present to achieve proper
operation: the data, clock, and latch enable signals. Input data bits are clocked
into the input register on the falling edge of the clock signal. The LSB is clocked
in on the 16th clock pulse.
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When all data bits are loaded, a low-going latch enable pulse updates the
DAC input. Figure 7.55 illustrates the general signal requirements for data
transfer for the AD766. Data setup and hold times (with respect to the negative-
going SCLK edge) are each 15 ns.

The negative-going edge of the latch enable must occur at least 15 ns
before the negative-going edge of SCLK. These detailed timing requirements
are illustrated by Figure 7.56. These time requirements are compatible with the
serial ports of popular DSP processors. The AD766 input clock can run at a
12.5-MHz rate. This clock rate will allow sampling rates up to 500 kSPS.

The SDSP-2101 incorporates two complete serial ports that can be directly
interfaced to the AD766, as shown in Figure 7.57. Using both serial ports,
two AD766s can be directly interfaced with no additional hardware. The zero-
chip interface to the TMS32020–C25 is shown in Figure 7.58. The maximum
serial clock rate for the TMS32020–C25 is 5 MHz. Figure 7.59 shows the serial
interface to the DSP56000–56001.

7.11.16. Interfacing I–O Ports and CODECs to DSPs

Since most DSP applications require both an ADC and a DAC, I–O ports and
CODECs have been developed that integrate the two functions on a single chip
as well as providing easy-to-use interfaces to standard DSPs.

The AD7869 is a 14-bit I–O port, which is functionally equivalent to the
AD7868. These devices are fully specified in terms of ac and dc performance.
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The SNR (including distortion) of the AD7868 is 72 dB, while the AD7869 is
82 dB. Both devices provide simple interfaces to the serial ports of standard DSP
microcomputers such as the ADSP-2101 (see Figure 7.60), TMS32020–C25,
and the DSP56000.

The ADSP-28msp02 is a complete voiceband CODEC (ADC and DAC)
based on sigma-delta technology. A block diagram is shown in Figure 7.61. The
device provides a complete analog front-end for high-performance voiceband
DSP applications.

Compared to traditional m-law which is well known, the ADSP-28msp02’s
linear coded ADC and dc maintain wide dynamic range throughout the trans-
fer function. The encoder side of the device consists of two selectable analog
input amplifiers and a sigma-delta ADC. The gain of input amplifiers can be
adjusted with the use of external resistors from −12 to +26 dB. An optional
20-dB preamplifier can be inserted before the ADC. The preamplifier and the
multiplexer are configured by bits in the control register. The decoder consists
of a sigma-delta DAC and a differential amplifier. The output of the DAC drives
an analog smoothing filter which converts the data into an analog voltage. The
gain of the smoothing filter and PGA can be adjusted via the control register
from −15 to +6dB in 3-dB steps. The ADSP-28msp02 easily interfaces to the
serial ports of popular DSP microcomputers such as the ADSP-2101 as shown
in Figure 7.62.
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7.11.17. Serial versus Parallel DSP Interface Summary

Some DSP processors such as the ADSP-2100 support only memory-mapped
peripherals and have no serial port. A large number of peripheral devices can
be connected to the parallel address and data bus. Each device is treated as a
single location in the data memory. A number of high-performance ADCs and
DACs are available with parallel interfaces. Data setup and hold specifications
write and read pulse widths, etc. must be examined carefully to ensure that
there are no interface timing violations. Conflicts frequently occur because DSP
processors are designed to operate at clock frequencies often exceeding 10 MHz,
while ADCs and DACs used in most DSP applications rarely exceed sampling
rates of 500 kSPS. These interfacing timing conflicts can usually be resolved
with the addition of software or hardware wait states.
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ADCs that interface to parallel DSPs must have tristate outputs so that the
data bus can be shared among other peripherals. The convert-start signal for
the ADC is generated externally to minimize jitter. The conversion-complete
signal is typically used to generate an interrupt request to the DSP processor.
Care must be taken in the routing of the ADC parallel digital outputs to prevent
digital switching noise from coupling into the ADC analog input.

7.12. PRACTICAL USE OF DSP: DSP HELPS THE HEARING IMPAIRED

In a normally functioning ear, the ear receives the acoustic pressure waves. The
outer ear directs these waves through the ear canal up to the middle ear. In
the middle ear, the eardrum converts these sound waves into mechanical vibra-
tions that are conducted by very small bones in the middle ear. The motion of
these bones causes movement of the fluid contained in the cochlea, the snail-
shaped inner ear. Pressure variations within the fluids in the cochlea displace
the flexible basilar membrane. This displacement carries the information about
the frequency and amplitude of the acoustic signal. Thousands of tiny hairlike
receptors attached to the basilar membrane bend according to the membrane
displacement. The bending of the hairs causes the release of an electrochemical
substance that causes the neurons to fire. The neurons (through the audi-
tory nerve) transmit this information to the central nervous system where it
is interpreted as sound.

In many people suffering from hearing loss, the hair cells in the cochlea
are damaged; therefore, there is no way for acoustic pressure waves to be
transformed into nerve impulses. A cochlear implant works by bypassing the
damaged hair cells and directly stimulating the neurons. Cochlear implants
are mainly for those people who cannot benefit from hearing aids. A cochlear
implant is an electronic device that electrically stimulates the auditory nerve
fibers in the inner ear. A cochlear implant consists of a speech processor, a
microphone, a cochlear stimulator, and an electrode array (Figure 7.63).

The microphone at the ear opening (on the headpiece) is similar to those in
hearing aids. When the sound is received, it is converted to an electrical signal,
and it is sent to the speech processor via a thin cable. The person wears the
speech processor as if it were a pager device. The speech processor converts
the electrical signal into a particular code based on certain DSP algorithms.
The processor sends this information to the headpiece. The headpiece uses
radio waves to send these signals to a tiny coil within the cochlear implant or
receiver. The receiver stimulator decodes the signal and sends it to the electrode
array within the cochlear implant. The electrodes stimulate the nerve fibers.

The cochlea normally responds to multiple frequencies at different loca-
tions along the basilar membrane. Cochlear implants can be developed such
that multichannel implants stimulate nerve fibers at multiple locations along the
cochlea. The DSP algorithm plays a central role in the stimulation method
since the neural excitation spreads symmetrically from the source, constrain-
ing the frequency coding resolution. The loudness of the sound is dependent
on the number of nerve fibers activated and their rates of firing. This means
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that the DSP processor can control the sound’s loudness by varying the stimulus
current’s amplitude.

The main objective of the cochlear implant DSP is to split the speech input
signals into frequency bands to deliver it to the appropriate electrodes in the
cochlea. To sort out all the frequencies an FIR or IIR filter can be used. The FIR
filter is more stable but uses more power; the IIR filters are less stable but use
less power. A block diagram of the cochlear implant is shown in Figure 7.64.

The preamplifier amplifies the analog signal generated by the microphone.
The signal goes through automatic gain control to avoid overdriving the
circuitry and clipping the input signal. A high-pass antialiasing filter and
a low-frequency preemphasis stage will limit the signal bandwidth to the
human-speech frequencies. The ADC hands off the signal to the DSP processor.
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In addition to handling the speech-coding strategies and frequency separa-
tions, the DSP samples each speech level and accordingly adjusts the automatic
gain control (AGC) levels. The speech processor converts the DSP output to
a serial bit stream, frequency modulates it, and feeds it to the coil. The coil
couples in an inductive manner the RF signal to the implanted receiver and
electrode array. The coil in the receiver picks up the frequency-modulated car-
rier and rectifies it to provide dc power for the implant circuits. The output
is capacitively coupled to the electrodes that stimulate the cochlear nerves to
prevent dc current flow.
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8
OPTICAL SENSORS

There are basically two technologies that are widely used in optical sensors,
charge-coupled devices (CCDs) and fiber optics. Both are major contributors
to the development of advanced diagnostics and therapeutic techniques. In this
chapter, we first address CCD and then fiber optics.

8.1. CHARGE-COUPLED DEVICES

The CCD refers to a semiconductor architecture in which a charge is transferred
through storage areas. The CCD architecture has three basis steps: (1) charge
collection, (2) charge transfer, and (3) the conversion of charge into a mea-
sured voltage. The basic building block of the CCD is the metal semiconductor
capacitor (MIS), also known as the gate. The most common MIS is the metal
oxide semiconductor.

Charge generation is often considered as the initial goal of CCD. Silicon
can create an electron–hole pair for each absorbed photon. The electrons and
holes can be stored or transformed; charge generation occurs under an MOS
capacitor. The charge created at a pixel site is proportional to the incident
light. The aggregate effect of all the pixels is to produce a spatially sampled
representation of the continuous picture. Pixel readout occurs by sensing the
charge transfer between the capacitor at the pixel site.

When an absorbed photon creates an electron–hole pair, photodetection
has occurred. The generated carriers must be stored at a site. The absorption
coefficient is wavelength specific and decreases with increasing wavelength.
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FIGURE 8.2 Movement of electrons in a potential well due to photoelectrons.

Applying a positive voltage to the CCD causes the mobile positive holes in p-
type silicon to migrate toward the ground electrode because like charges repel.
This region, which is devoid of positive charges, is the depletion region. A
photon with an energy greater than the energy gap is absorbed in the depletion
region producing an electron–hole pair as shown in Figure 8.1.

The electron stays within the depletion region, whereas the hole moves to
the ground electrode. The number of electrons collected is proportional to the
applied voltage, oxide thickness, and gate electrode area.

The CCD register consists of a series of gates. The manipulation of the
gate voltage in a systematic and sequential manner transfers the electrons from
one gate to the next in a conveyor-belt-like fashion. For charge transfer, the
depletion region must overlap. The depletion regions are gradients, and the
gradients must overlap for charge transfer to occur.

Initially, a voltage is applied to gate 1 and photodetectors are collected in
well 1 (Figure 8.2). When a voltage is applied to gate 2, electrons move to well 2
in a waterfall manner (c).

The process is rapid and then the charge quickly equilibrates in two
wells (d). As the voltage is reduced on gate 1, the well potential decreases
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FIGURE 8.3 (a)–(d) show internal look at a CCD array and the charge transport.

and electrons again flow in a waterfall manner into well 2 (e). The process is
repeated many times until the charge is transferred through the shift register.

The CCD array is a series of column registers (Figure 8.3). The charge
is kept within rows or columns by channel stops and the depletion regions
overlap in one direction only. At the end of each column is a horizontal register
of pixels. The register accumulates a line at a time, and later it transports the
charge packets in a serial mode to an output amplifier. The horizontal serial
register must be clocked out to be a sense node before the next line enters the
serial register. Therefore, separate vertical and horizontal clocks are required
for all CCD arrays. The process creates a serial data stream that represents the
two-dimensional image.

Although any number of transfer gates per detector can be used, the number
generally varies from two to four. With a three-phase system the charge is stored
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under one or two gates. This is shown in Figure 8.4. Only 33% of the pixel area
is available for well capacity. With equal potential wells, a minimum number
of three phases are required to clock out charge packets efficiently.

As the voltage is applied, the charge packet moves to that well. By sequen-
tially varying the gate voltage, the charge moves off the horizontal shift register
and onto a sense capacitor. The clock signals are identical (only one mas-
ter clock is required to drive the array) for all three phases but offset in time
(phase).

8.1.1. CCD Arrays

Array architecture is dependent on the application. Full-frame arrays are used in
scientific applications. Interline transfer devices are used in consumer product.
In Figure 8.5 we can illustrate a full-frame (FFT) array. After integration the
image pixels are read out line-by-line through a serial register which clocks its
content onto the output sense node. All the charge must be clocked out of the
serial register before the next time line can be transferred.

During the reading process, the pixels are continually illuminated, which
can result in a smeared image in the direction charge flow. Data rates are limited
by the amplifier bandwidth and also by the capabilities of the analog-to-digital
converter. A large array can be divided into subarrays that are read out simulta-
neously, the effective clock rate increases by the number of subarrays. Figure 8.6
illustrates a large array subdivided into four subarrays. Software can recon-
struct the original image, where the serial data are devoted and reformatted by
a video processor.

A frame transfer image contains two almost identical arrays. One array
is used for image pixel and the other one for storage. The storage cells are
identical to the light-sensitive cells but are covered with a metal light shield to
prevent any light exposure. Once the integration cycle is complete the charge
is transferred quickly from the light-sensitive pixels to the storage cells. The
transfer time is around 500 μs. The smear is limited only to the time it takes to
transfer the image to the storage area.

8.1.2. Interline Transfer

The interline transfer array consists of photodiodes separated by vertical regis-
ters that are covered by an opaque metal shield (see Fig. 8.7). After integration,
the charge generated by the photodiodes is transferred to the vertical CCD
registers very fast and the smear is then minimized. The main advantage of the
interline transfer is that the transfer from the active sensors to the shield storage
is quick. The shields act like a venetian blind that obscures half the information
that is available in the scene. The area fill factor can be as low as 20%. Since
the detector is only 20% of the pixel area, the output voltage is only 20% of a
detector, which would fill the pixel area.

A fraction of the light can leak into vertical registers but this can be mini-
mized by using shielded storage array. There are several types of transfer register
architectures. In Figure 8.8 we can observe a four-phase transfer register that
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FIGURE 8.6 CCD subarrays and hardware registers for reading data out.

carries charge under two gates. The 2:1 interlace has both fields collected at the
same time but are read out alternately.

8.2. OPTICAL FIBER

Communications using light as a signal carrier and optical fibers as the media are
termed optical fiber communications. The applications of optical fiber commu-
nications have increased very rapidly since the first commercial installation of
a fiber-optic system in 1977. Today every major telecommunications company
spends millions of dollars developing and utilizing an optical fiber communica-
tions system. Fiber-optic communication systems can process information using
either digital or analog modulation schemes. In the most commonly used fiber-
optic communication system, voice, video, and data are converted to a coded
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pulse stream of light using a suitable light source. This pulse stream is carried by
optical fibers to a regenerating or receiving station. At the final receiving station
the light pulses are converted into the form of the original information. Optical
fiber communication systems are currently used in the fields of telecommunica-
tions, data communications, and cable television. These systems are also used
for many military, automotive, medical, and industrial applications.

Since the dawn of history, people have used light as a vehicle to carry
information. Lanterns on ships and smoke signals or flashing mirrors on land
are early examples of how light was used to communicate. It was over a hundred
years ago that Alexander Graham Bell (1880) transmitted a telephone signal
a distance greater than 200 m using light as a signal carrier. Bell called his
invention a “photophone” and obtained a patent for it (Bruce 1973). Bell,
however, wisely gave up the photophone in favor of the electric telephone. The
photophone, at the time of its invention, could not be exploited commercially
because of two basic drawbacks: (1) the lack of a reliable light source and
(2) the lack of dependable transmission medium.

Modern light-wave communication systems had their birth in the 1960s.
The first demonstration of the ruby laser in 1960 (Maiman 1960) and a demon-
stration of laser operations in semiconductor devices in 1962 (Hall et al. 1962;
Nathan et al. 1962) were early stepping stones that led to the continuous
operation of room temperature, long-lifetime, semiconductor lasers that are
in common use today. The laser made available a coherent optical frequency
carrier of enormous communication capacity. If a communication system was
built that utilized only 0.01% of the laser carrier frequency, its modulation
bandwidth would be 30 GHz. In 1966 a parallel evolution of fiber technology
was taking place. Although the best existing fibers at that time had attenuation
greater than 1000 dB/km, researchers at Standard Telecommunication Labora-
tories (STC) in England (Kao and Hockham 1966) speculated that losses as low
as 20 dB/km should be achievable and they further suggested that such fibers
would be useful in telecommunication applications. And they were correct. In
1970 workers at Corning Glass Works (Kapron et al. 1970) produced the first
fiber with loss under 20 dB/km. Since that time, fiber technology has advanced
to the point of producing fibers with loss less than 0.25 dB/km at 1.55 μm.
These fibers are approaching the Rayleigh scattering limit of the glass being
used to fabricate them. The biggest advantage of an optical fiber communica-
tion system is its tremendous information-carrying capacity. There are already
many systems that can carry several thousand simultaneous conversations over
a pair of optical fibers that are thinner than a human hair.

8.2.1. Classification and Features of Optical Fibers

Fibers that are used for optical communications are waveguides made of trans-
parent dielectrics whose function is to guide light over long distances. An optical
fiber consists of an inner cylinder of glass called the core, surrounded by a cylin-
drical shell of glass of lower refractive index, called the cladding. Optical fibers
may be classified in terms of the refractive index profile of the core and whether
one mode (single-mode fiber) or many modes (multimode fiber) are propagating
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FIGURE 8.9 Dimensions and refractive indexes for commonly used optical fibers.

in the guide (Figure 8.9). If the core, which is typically made of high-silica-
content glass or a multicomponent glass, has a uniform refractive index n1, it
is called a step-index fiber. If the core has a nonuniform refractive index that
gradually decreases from the center toward the core–cladding interface, the
fiber is called a graded-index fiber. The cladding surrounding the core has a
uniform refractive index n2 that is slightly lower than the refractive index of
the core region. The cladding of the fiber is made of a high-silica-content glass
or a multicomponent glass. Figure 8.9 shows the dimensions and refractive
indexes of commonly used telecommunication fibers. Figure 8.10 enumerates
some of the advantages, constraints, and applications of the different types
of fibers. In general, when the transmission medium must have a very high
bandwidth—for example, in an undersea or long-distance terrestrial system—
a single-mode fiber is used. For intermediate system bandwidth requirements
between 150 MHz-km and 2 GHz-km, such as found in local-area networks,
either a single-mode or graded-index multimode fiber would be the choice. For
applications such as short data links in which lower bandwidth requirements
are placed on the transmission medium, either a graded-index or a step-index
multimode fiber can be used.

Because of their low loss and high-bandwidth capabilities, optical fibers
have the potential for being used wherever twisted-wire pairs or coaxial cables
are used as the transmission medium in a communication system. If an engi-
neer were interested in choosing a transmission medium for a given transmission
objective, he or she would tabulate the required and desired features of alter-
native technologies that may be available for use in the applications. With that
process in mind, a summary of the attractive features and the advantages of
optical fiber transmission will be given. These advantages include (1) low loss
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FIGURE 8.10 Advantages, constraints, and applications of optical fibers.

and high bandwidth; (2) small size and bending radius; (3) nonconductive, non-
radiative, and noninductive; (4) light weight; and (5) providing natural growth
capability.

To appreciate the low- and high-bandwidth capabilities of optical fibers,
consider the curves of signal attenuation vs frequency for three different
transmission media shown in Figure 8.11. Optical fibers have a “flat” trans-
fer function well beyond 100 MHz. Compared with wire pairs or coaxial
cables, optical fibers have far less loss for signal frequencies above a few
megahertz. This is an important characteristic that strongly influences sys-
tem economics, because it allows the system designer to increase the distance
between regenerators (amplifiers) in a communication system.

The small size, small bending radius (a few centimeters), and light weight
of optical fibers and cables are very important where space is at a premium,
such as in aircraft, on ships, and in crowded ducts under city streets.

Because optical fibers are dielectric waveguides, they avoid many noise
problems such as radiated interference, ground loops, and, when installed in a
cable without metal, lightning-induced damage that exists in other transmission
media.

Finally, the engineer using optical fibers has a great deal of flexibility. He or
she can install an optical fiber cable and use it initially in a low-capacity (low-
bit-rate) system. As the system needs to grow, the engineer can take advantage
of the broadband capabilities of optical fibers and convert to a high-capacity
(high-bit-rate) system by simply changing the terminal electronics.

The proper design and operation of an optical communication system using
optical fibers as the transmission medium require a knowledge of the transmis-
sion characteristics of the optical sources, fibers, and interconnection devices
(connectors, couplers, and splices) used to join lengths of fibers together. The
transmission criteria that affect the choice of the fiber type used in a system are
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FIGURE 8.11 Signal attenuation vs frequency for different transmission media.

TABLE 8.1 Loss mechanisms in
optical fibers

1. Intrinsic material absorption loss
(a) Ultraviolet absorption tail
(b) Infrared absorption tail

2. Absorption loss due to impurity ions

3. Rayleigh scattering loss

4. Waveguide scattering loss

5. Microbending loss

signal attenuation, information transmission capacity (bandwidth), and source
coupling and interconnection efficiency. Signal attenuation is due to a number
of loss mechanisms within the fiber, as shown in Table 8.1, and due to the losses
occurring in splices and connectors. The information transmission capacity of
a fiber is limited by dispersion, a phenomenon that causes light that is originally
concentrated into a short pulse to spread out into a broader pulse as it travels
along an optical fiber. Source and interconnection efficiency depends on the
fiber’s core diameter and its numerical aperture, a measure of the angle over
which light is accepted in the fiber. Absorption and scattering of light traveling
through a fiber lead to signal attenuation, the rate of which is measured in
decibels per kilometer (dB/km). As can be seen in Figure 8.12, for both multi-
mode and single-mode fibers, attenuation depends strongly on wavelength. The
decrease in scattering losses with increasing wavelength is offset by an increase
in material absorption such that attenuation is lowest near 1.55 μm (1550 nm).
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FIGURE 8.12 Dependence of attenuation on wavelength (a) for multimode and (b) single-mode
fibers.

The measured values given in Table 8.2 are probably close to the lower
bounds for the attenuation of optical fibers. In addition to intrinisic fiber
losses, extrinsic loss mechanisms, such as absorption due to impurity ions and
microbending loss due to jacketing and cabling, can add loss to a fiber. The
bandwidth or information-carrying capacity of a fiber is inversely related to
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TABLE 8.2 Best attenuation results (dB/km) in
Ge-P-SiO2 core fibers

Wavelength (nm) Δ ≈ 0.2%
(single-mode fiber)

Δ ≈ 1.0%
(graded-index
multimode fiber)

850 2.1 2.20

1300 0.27 0.44

1500 0.16 0.23

its dispersion. The total dispersion in a fiber is a combination of three compo-
nents: intermodal dispersion (modal delay distortion), material dispersion, and
waveguide dispersion.

Intermodal dispersion occurs in multimode fibers because rays associated
with different modes travel different effective distances through the optical
fiber. This causes light in the different modes to spread out temporally as it
travels along the fiber. Modal delay distortion can severely limit the bandwidth
of a step-index multimode fiber to the order of 20 MHz/km. To reduce modal
delay distortion in multimode fibers, the core is carefully doped to create a
graded (approximately parabolic) refractive index profile. By carefully design-
ing this index profile, the group velocities of the propagating modes are nearly
equalized. Bandwidths of 1.0 GHz-km are readily attainable in commercially
available graded-index multimode fibers. The most effective way to eliminate
intermodal dispersion is to use a single-mode fiber. As only one mode propa-
gates in a single-mode fiber, modal delay distortion between modes does not
exist and very high bandwidths are possible. The bandwidth of a single-mode
fiber, as mentioned previously, is limited by the combination of material and
waveguide dispersion. As shown in Figure 8.13, both material and waveguide
dispersions are dependent on wavelength.

Material dispersion is caused by the variation of the refractive index of
the glass with wavelength and the spectral width of the system source. Wave-
guide dispersion occurs because light travels in both the core and cladding
of a single-mode fiber at an effective velocity between that of the core and
cladding materials. The waveguide dispersion arises because the effective veloc-
ity changes with wavelength. The amount of waveguide dispersion depends on
the design of the waveguide structure as well as on the fiber material. Material
and waveguide dispersions are measured in picoseconds (of pulse spreading)
per nanometer (of source spectral width) per kilometer (of fiber length), reflect-
ing both the increases in magnitude in source linewidth and the increase in
dispersion with fiber length.

Material and waveguide dispersions can have different signs and effectively
cancel each other’s dispersive effect on the total dispersion in a single-mode
fiber. In conventional germanium-doped silica fibers, the “zero-dispersion”
wavelength at which the waveguide and material dispersion effects cancel each
other out occurs near 1.30 μm. The zero-dispersion wavelength can be shifted
to 1.55 μm, or the low-dispersion characteristics of a fiber can be broadened
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FIGURE 8.13 Dependence of waveguide dispersion on wavelength.
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FIGURE 8.14 Profile shapes of different types of single-mode fibers.

by modifying the refractive index profile shape of a single-mode fiber. This
profile shape modification alters the waveguide dispersion characteristics of
the fiber and changes the wavelength region in which waveguide and material
dispersion effects cancel each other. Figure 8.14 illustrates the profile shapes
of conventional, dispersion-shifted, and dispersion-flattened single-mode fibers.
Single-mode fibers operating in their zero-dispersion region with system sources
of finite spectral width do not have infinite bandwidth (and may exhibit polar-
ization mode dispersion) but have bandwidths that are high enough to satisfy
all current high-capacity system requirements.
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8.3. ANALYSIS OF OPTICAL FIBERS

8.3.1. The Step-Index Fiber

In this section electromagnetic field theory will be used to solve rigorously the
boundary value problem of the round optical fiber with a homogeneous core
(the step-index fiber) (Morse and Feshbach 1953). To simplify this analysis, we
will assume that the fiber is oriented along the z axis and the radius b of the fiber
cladding is large enough to ensure that the cladding field decays exponentially
and approaches zero at the cladding–air interface. This allows us, as shown
in Figure 8.15, to analyze the fiber as a tractable two-media boundary value
problem. This thick-cladding assumption agrees well with the conditions that
exist within a properly designed optical fiber used for communication purposes.
The steps that we will follow to solve the boundary value problem of the step-
index fiber are outlined in Table 8.3. To obtain the modes in a step-index optical
fiber, one must solve the modified wave equation [Eqs. (8.1) and (8.2)] shown
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FIGURE 8.15 Physical characteristics of step-index fibers.

TABLE 8.3 Analysis of the step-index fiber procedures followed

1. Mathematically model the step-index fiber using the wave equation in cylindrical coordinates.

2. Use the technique of separation of variables to partition the wave equation.

3. Define the physical requirements that influence the solution of the fields in the core and
cladding.

4. Select the proper functional form of the solution of the modified wave equation (Bessel’s
equation) in the core and cladding.

5. Apply the boundary conditions at the core–cladding interface.

6. Obtain the “characteristic” equation and its resulting modal equations.

7. Analyze the resulting modes and their cutoff conditions.
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later for Ez and Hz in both the core and cladding regions of the fiber.
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Having obtained expressions for Ez and Hz, we can directly obtain from
Maxwell’s equations expressions for the transverse components of the fields.

Er = − j
κ2

(
β
∂Ez

∂r
+ ωμ

1
r

∂Hz

∂φ

)
(8.3)

Eφ = − j
κ2

(
β

1
r

∂Ez

∂φ
− ωμ

∂Hz

∂r

)
(8.4)

Hr = − j
κ2

(
β
∂Hz

∂r
− ωε

1
r

∂Ez

∂φ

)
(8.5)

Hφ = − j
κ2

(
β

1
r

∂Hz

∂φ
+ ωε

∂Ez

∂r

)
(8.6)

Because Eqs. (8.1) and (8.2) have the same mathematical form, we will solve
Eq. (8.1), understanding that solutions obtained for it will be valid for Eq. (8.2).
To obtain Eq. (8.1) we have already assumed an optical system with cylindri-
cal symmetry. The longitudinal direction of propagation is the z axis and the
dependence of the fields is of the form ej(ωt−βz).

The technique of separation of variables will now be applied to obtain a
solution of Eq. (8.1). We will assume that we can obtain independent solutions
for Ez in φ and r, that is,

Ez(φ, r) = AΦ(φ)F(r) (8.7)

Since the fiber has circular symmetry, we will choose a circular function as a
trial solution for Φ(φ).

Φ(φ) = ejυφ (8.8)

where υ is a positive or negative integer. Now we have

EzAF(r)ejυφ (8.9)

Taking the second-order derivatives of Eq. (8.9) with respect to r and φ and
substituting back into Eq. (8.1), we obtain

d2F(r)
dr2

+ 1
r

dF(r)
dr

+
(

κ2 − υ2

r2

)
F(r) = 0 (8.10)

Equation (8.10) is a form of Bessel’s equation where κ is defined as the wave
number and given by the expression κ2 = k2 − β2, k being the complex prop-
agation constant equal to ω2με. This well-known second-order differential
equation has two independent solutions. Numerous cylinder functions satisfy
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Bessel’s equation. Energy considerations will dictate the choice of the functions
selected as solutions of Eq. (8.10); that is,

1. The field must be finite in the core of the fiber. Specifically the cylinder
function chosen in the core of the fiber must be finite at r = 0.

2. The field in the cladding of the fiber must have an exponentially decaying
behavior at large distances from the center of the fiber.

Because the fields must be finite at the center of the fiber core, we will
choose Jυ(κr) as the form of the solution for r < a. Therefore, for r < a,

Ez = AJυ(κr)ejυφ (8.11)

Hz = BJυ(κr)ejυφ (8.12)

We require that the field in the cladding of the fiber decay in the r direction and
be of the form e−γr where γ is the decay constant of the evanescent field, given
by γ2 = β2 − n2

2k2
0, with n2 being the index of refraction of the cladding given

by (εr2)
1/2.

If we define κ = jγ we can choose a modified Hankel function of the first
kind to describe the decaying behavior of the field in the cladding for large r.
That is, for r > a,

Ez = CH(1)
υ (jγr)ejυφ (8.13)

Hz = DH(1)
υ (jγr)ejυφ (8.14)

where A, B, C, and D are unknown constants to be determined.
To obtain the transverse fields in the core and cladding of the guide, one

must use Eqs. (8.3) through (8.6). For example, to obtain Er in Eq. (8.3) for
both r < a and r > a one must differentiate the longitudinal fields (i.e., Ez) of
Eqs. (8.11) and (8.13), respectively, with respect to r and φ and then substitute
the results back into Eq. (8.3). After some simplification we obtain, for r < a,

Er = − j
κ2

[
AβκJ′

υ(κr)ejυφ + B( jυ)(ωμ)
1
r

Jυ(κr)ejυφ

]
ejυφ (8.15)

For r > a we have

Er = − 1
γ2

[
βγCH(1)′

υ (jγr) + ωμ0
υ

r
DH(1)

υ ( jγr)
]
ejυφ (8.16)

where primed terms (i.e., terms with ′) mean the first derivatives with respect
to κr. Furthermore, for the core region (r < a)

κ2 = k2
1 − β2 (8.17)

k2
1 = ω2μ0ε1 (8.18)

and for the cladding region (r > a)

γ2 = β2 − k2
2 (8.19)

k2
2 = ω2μ0ε2 (8.20)
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In a similar manner using Eqs. (8.4) through (8.6), we can obtain for the core
region (r > a)

Eφ = − j
κ2

[
jβ

υ

r
AJυ(κr) − κωμBJ′

υ(κr)
]
ejυφ (8.21)

Hr = − j
κ2

[
− jωε1

υ

r
AJυ(κr) + κβBJ′

υ(κr)
]
ejυφ (8.22)

Hφ = − j
κ2

[
κωε1AJ′

υ(κr) + jβ
υ

r
BJυ(κr)

]
ejυφ (8.23)

and for the cladding region (r > a)

Eφ = − 1
γ2

[
β
υ

r
CH(1)

υ ( jγr) − γωμ0DH(1)′
υ ( jγr)

]
ejυφ (8.24)

Hr = − 1
γ2

[
− ωε2

υ

r
CH(1)

υ ( jγr) − γβDH(1)′
υ ( jγr)

]
ejυφ (8.25)

Hφ = − 1
γ2

[
γωε2CH(1)′

υ ( jγr) + β
υ

r
DH(1)

υ ( jγr)
]
ejυφ (8.26)

The constants A, B, C, D, and β are determined by applying the boundary
conditions for the two tangential components of the electric and magnetic fields
at the core–cladding interface (r = a). The boundary conditions for the fields
at the core–cladding interface can be written as

Ez1 = Ez2

Eφ1 = Eφ2 for r = a

Hz1 = Hz2

Hφ1 = Hφ2

where subscripts 1 and 2 refer to the fields in the core and cladding, respectively.
Applying these conditions yields four simultaneous equations for the unknown
A, B, C, and D. This solution yields a determinant. The solutions for A, B, C,
and D can be obtained from this determinant provided that the system determi-
nant for the four equations vanishes. Expansion of this determinant results in
what is known as the “eigenvalue” or characteristic equation of the waveguide.
This equation defines the modes in the guide and yields the permissible values
of β, κ, and γ associated with each mode. The resulting characteristic equation
for the setp-index fiber is

[
ε1

ε2

aγ2

κ

J′
υ(κa)

Jυ(κa)
+ jγa

H(1)′
υ ( jγa)

H(1)
υ ( jγa)

]
×

[
aγ2J′

υ(κa)

κJυ(κa)
+ jγa

H(1)′
υ ( jγa)

H(1)
υ ( jγa)

]

=
[
υ

(
ε1

ε2
− 1

)
βk2

κ2

]2

(8.27)



ANALYSIS OF OPTICAL FIBERS 255

The coefficients A, B, C, and D can be written so that A is the only unknown
coefficient. For example, it can be shown that

C = Jυ(κa)

H(1)
υ (jγa)

A (8.28)

D = Jυ(κa)

H(1)
υ (jγa)

B (8.29)

where A and B are related to each other via

B = jυ
ω(ε1 − ε2)βJυ(κa)H(1)

υ (jγa)

κγa
[
γJ′

υ(κa)H(1)
υ (jγa) + jκJυ(κa)H(1)′

υ (jγa)
]A (8.30)

In general, the permissible field configurations or modes that exist in a step-
index fiber have six field components. For the round fiber, hybrid modes exist
as well as the transverse electric (TE) and transverse magnetic (TM) modes.
The hybrid modes are denoted HE and EH modes and have both longitudinal
electric and magnetic field components present. In terms of a ray analogy for
the step-index fiber, the hybrid modes correspond to propagating skew rays
and the TE and TM modes correspond to propagating meridional rays [υ = 0
in Eq. (8.27)]. For meridional rays the right-hand side of Eq. (8.27) is equal to
zero and one obtains two characteristic equations that define the TE and TM
modes. These equations are[

aγ2

κ

J′
0(κa)

J0(κa)
+ jγa

H(1)′
0 (jγa)

H(1)

0 (jγa)

]
= 0 (8.31)

[
ε1

ε2

aγ2

κ

J′
0(κa)

(κa)
+ jγaH(1)′

0 (jγa)

H(1)

0 (jγa)

]
= 0 (8.32)

An important parameter for each propagating mode is its cutoff frequency.
A mode is cut off when its field in the cladding ceases to be evanescent and
is detached from the guide; that is, the field in the cladding does not decay.
The rate of decay of the fields in the cladding is determined by the value of the
constant γ. For large values of γ, the fields are tightly concentrated inside and
close to the core. With decreasing values of γ, the fields reach farther out into
the cladding. Finally, for γ = 0, the fields detach themselves from the guide.
The frequency at which this happens is called the cutoff frequency. The mode
cutoff frequency can be calculated from Eqs. (8.17) through (8.20) for γ = 0
and is given by

ωc = κc√
μ0(ε1 − ε2)

(8.33)

The cutoff of each mode is obtained by solving the characteristic equation for
κc for that mode. The cutoff frequency of a mode can be zero if κc = 0. One
and only one mode can exist in an optical fiber with ωc = 0. This mode is
the hybrid HE11 mode and it exists for all frequencies. If the fiber is designed
to operate with only the HE11 mode present, it will operate as a single-mode
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optical fiber. The single-mode fiber has a very small core diameter and small
refractive index difference between its core and cladding. These parameters are
chosen to ensure that all other guided modes are below their cutoff frequency.
To better understand the relationship between mode cutoff and the physical
parameters of a fiber, a cutoff parameter κca, which is usually called the “V”
number of the fiber, is defined as

κca = ωc
√

μ0ε0

(√
n2

1 − n2
2

)
a (8.34)

Noting that

ωc
√

μ0ε0 = 2π

λ0
(8.35)

we finally obtain

V ≡ κca = 2πa
λ0

√
n2

1 − n2
2 (8.36)

The number of propagating modes in a step-index fiber is proportional to the V
number as shown in Figure 8.16. Table 8.4 illustrates how increasing a, n1, n2,
or λ0 influences the number of propagating modes in the fiber. Notice that for
V < 2.405 it is possible to design a single-mode fiber that supports only the
HE11 mode. Typical commercial single-mode fibers have a core diameter of
approximately 8–10 μm and a refractive index difference between the core and
the cladding of approximately 0.2%. These types of fibers are used for long-
distance communications where their very large information-carrying capacity
is needed. Single-mode fibers are used in a large majority of the fiber-optic
telecommunication systems being installed today. A typical commercial step-
index multimode fiber, on the other hand, will propagate hundreds of mode
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TABLE 8.4 Dependence of the number of propagating
modes in a fiber on the physical properties of the fiber

Increasing physical parameters Number of propagating modes

Core radius, a Increases

Core refractive index, n1 Increases

Cladding refractive index, n2 Decreases

Source wavelength, λ0 Decreases

groups and have a relatively large core diameter and refractive index difference
between the core and cladding. Step-index multimode fibers are used in short-
distance data links where their lower information-carrying capacity is not an
issue.

8.4. THE GRADED-INDEX FIBER

The graded-index fiber, because of its relatively large bandwidth and core diam-
eter, is used in many local-area networks where moderate information-carrying
capacity is needed. The multimode step-index fiber bandwidth is severely lim-
ited (less than 100 MHz-km) due to modal delay distortion. The grading of
the refractive index profile of a fiber core has the effect of increasing the band-
width of a fiber to up to 2 GHz-km by equalizing the group delays of the various
propagating mode groups.

Let’s consider a multimode fiber with an inhomogeneous core as shown in
Figure 8.17. The wave Eq. (8.10) is rewritten below showing the variation of
the refractive index with r:

d2F(r)
dr2

+ 1
r

dF(r)
dr

+
[
k2(r) − β2 − υ2

r2

]
F(r) = 0 (8.37)

where

k(r) = 2π

λ0
n(r) = k0n(r) (8.38)

and
κ2 = k2(r) − β2 (8.39)

The solution of the wave equation leads to a “characteristic equation” for the
guide which relates β to κ. To simplify the analysis we first assume that the
refractive index continues to decrease in the cladding following the core profile
shown by the dashed curve in Figure 8.17 (i.e., refractive index is circular
symmetric).

Furthermore, to solve the wave equation we resort to a ray optics method
of analysis based on the WKBJ method (after Wentzel, Kramers, Brillouin,
and Jefferies [Morse and Feshbach 1953]). The WKJB approach is a geomet-
ric optics approximation that works whenever the refractive index of the fibers



258 8 OPTICAL SENSORS

CORE/CLADDING
BOUNDARY

n(r)

CORE

CLADDING

EXTENDED CORE
PROFILE

r

n1
R

E
F

R
A

C
T

IV
E

 IN
D

E
X

FIGURE 8.17 Physical profile of a graded-index fiber.

varies only slightly over distances on the order of the optical wavelength. Imple-
mentation of the WKBJ approach to a graded-index fiber yields that for a
propagation mode to exist it is a necessary condition that (Cherin 1983)

k2(r) − β2 − υ2

r2
> 0 (8.40)

Figure 8.18a illustrates k2(r) and υ2/r2 as a function of the radius r. The solid
curve in Figure 8.18b shows k2(r) − υ2/k2 as a function of r. For a fixed value
of β there exist two values of r (r1 and r2) which

k2(r) − υ2

r2
− β2 = 0 (8.41)

It is between these two radii that the ray associated with the assumed plane-
wave solution is constrained to move. Outside these two values of r, called
caustics, the ray becomes imaginary, leading to decaying fields.

For a fixed value of β, as υ increases, the region between the two caustics
becomes narrower. As υ is increased further a point will be reached where the
caustics merge. Beyond this point the wave is no longer bound. The propagation
conditions of a wave depend on the value of both β and υ. For a fixed value of
υ, modes far from cutoff have large β values and correspondingly more closely
spaced caustics. In general, a bound hybrid mode in a graded-index optical fiber
can be represented pictorially by a skew ray spiraling down the fiber between
two caustics. Both inside (r < r1) and outside (r < r2) the caustics, the field
corresponding to the hybrid mode decays.



CT SCANNERS IN MEDICINE 259

(a)
k 2 (r)

k 2 (a)

r = ar = a r r

�2

Bound Mode Region

Turning Points

r2r1 rr = a

k 2(a)

k 2(r ) –

r 2

�2

r 2

k 2 – – β2 ≥ 0�2

r 2

β2

(b)

FIGURE 8.18 Wave number diagram for graded-index fiber.

8.5. CT SCANNERS IN MEDICINE

For almost a century, x rays have been used for medical imaging and radia-
tion therapy. Over 100 years ago Wilhelm Röntgen, a professor of physics at
the Julius Maximilian University of Wurzburg, discovered x rays while exper-
imenting with cathode rays in a Crookes tube. Word of this discovery spread
quickly, and by early 1986 the properties of x rays were under investigation in
many laboratories in Europe and North America. By the turn of the century,
physicians were exploiting the penetrating character of x rays to look inside the
human body without cutting it open.

The usage of x rays for medical diagnosis and therapy has expanded enor-
mously since those early years. Today, in the United States alone, over 300
million clinical x-ray examinations are performed annually for purposes rang-
ing from static imaging of fractures and cancers to the real-time guidance of
tissue biopsies and cardiovascular angioplasties. In addition, half a million
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cancer patients each year receive x-ray treatments, about half of them for
curative purposes and the rest for pain relief.

Until recently the diagnostic and therapeutic applications were distinct.
Today, however, the boundary between the diagnostic and therapeutic appli-
cations of x rays in medicine is far less distinct.

Ordinary planar x-ray images are formed by placing a patient between an
x-ray tube and an image receptor, usually a cassette containing an intensifying
screen and a photographic film. The film is exposed by light emitted when the
transmitted x rays interact in the screen. The resulting radiograph is a static
shadow image. Fluoroscopy is a variant of this procedure in which a fluorescent
screen and an electronic image intensifier are used to form a continuous moving
picture. When the x rays traverse the patient, they can be absorbed, scattered
or transmitted undisturbed to the receptor. The scattered x rays merely inter-
fere with the information conveyed by the shadow pattern of transmitted rays.
Therefore, a mechanical grid is inserted behind the patient to prevent most of
the scattered x rays from reaching the cassette. For a parallel, monoenergetic
x-ray beam incident along the z axis, the distribution N(x, y) of transmitted
x-ray photons at the image plane is given, in the absence of scattering, by

NoA
∫

e−μ(z)dz

where the line integral is taken over all tissues along the unscattered photon
trajectory to the point (x, y) on the image plane, μ is the linear attenuation
coefficient for x rays of the tissue encountered at (x, y, z), and A is the x-ray
energy absorption coefficient of the intensifying screen. The distribution of
x rays absorbed in the screen thus forms a two-dimensional projection image
of the transmission of x rays through the three-dimensional volume of tissue
exposed to the x-ray beam.

The linear attenuation coefficient μ is in fact the sum of the coefficients for
various types of x-ray interactions. For the range of x-ray energies employed
in medical imaging, two kinds of interactions predominate: the photoelectric
effect, described by the linear attenuation coefficient τ, and Compton scattering
described by the linear attenuation coefficient σ. Thus μ = τ + σ. Figure 8.19
shows the x-ray energy dependencies of these coefficients in human soft tis-
sue. The photoelectric coefficient increases with atomic number Z like Z3,
principally because x rays interact photoelectrically with the inner, tightly
bound electrons of an atom. The Compton coefficient, by contrast, is rela-
tively independent of the atomic number of the tissue atoms, because x rays
Compton scatter almost exclusively off the outer, loosely bound atomic elec-
trons. Both coefficients increase linearly with the tissue density. To achieve
contrast between soft tissues that differ only slightly in Z, one must use
low-energy x rays, because they interact predominantly by the photoelectric
effect. An example is in mammography, which employs x rays in the range
of 15–30 keV. For chest x-ray images, which involve tissue of greater intrinsic
contrast, clinicians use x rays with energies ranging from 50 to 150 keV.

X-ray images represent a combination of four kinds of resolution: spa-
tial, contrast, temporal, and statistical. Improving any one of these resolution
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FIGURE 8.19 Linear attenuation coefficient for x rays traversing human soft tissue is the sum of two
dominating contributions.

factors degrades one or more of the others. The compromise among them rep-
resents a balance such that no single factor dominates the degradation of the
image.

8.5.1. Sectional Imaging

A limitation of conventional planar x-ray imaging is the projection of a three-
dimensional distribution of attenuation coefficients as a shadow onto a two-
dimensional detector. This type of projection discards a lot of information
about tissue variation along the beam direction. For many years, techniques of
analog tomography were used in attempts to overcome this limitation, but they
were restricted to certain applications, and images were difficult to interpret.

An important development was achieved in 1972 with the introduc-
tion of x-ray transmission computed tomography (CAT). This technique was
brought to clinical medicine through the effort of Godfrey Hounsfield and Allan
Cormack, who shared the 1979 Nobel Prize in medicine.

Consider a highly collimated x-ray pencil beam in the plane of a slice of the
body only a few millimeters thick. X rays transmitted all the way through the
slice are measured with a collimated detector on the opposite side of the patient.
The signal from the x-ray detector is converted to digital output. The tight
collimation of source and detector prevents scattered radiation from degrading
image contrast. The number of x-ray photons recorded by the detector at one
position constitutes a single pencil-beam projection of x-ray transmission data
at a specific angle through the tissue slice. This process is repeated many times
at slightly different angles to create a set of multiple projections of the entire
tissue slice (Figure 8.20).
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If the x-ray projection data are collected at a sufficient number of angles,
a matrix of values of the attenuation coefficient μ for different δxδy cells can
be calculated by a simple back-projection technique, which yields the two-
dimensional distribution μ(x, y) over the whole tissue slice. In displaying the
variation of the attenuation coefficient pictorially in shades of gray, one creates
an image that shows the various anatomical features of the tissue slice. In prac-
tice, the back projection is calculated by Fourier transforming the projection
data into (spatial) frequency space.

The first type of CT scanners used a single collimated x-ray source and two
detectors for data to be collected from two contiguous tissue slices. The source
and each detector mapped out projection data in a translate-rotate geometry,
one x-ray path at a time. The efforts to collect the data faster soon led to
the successive generation of fan-beam scanners shown in Figures 8.20b, 8.20c,
and 8.20d. Figure 8.20b shows an array of detectors that move in a translate-
rotate configuration; Figure 8.20c shows a bank of detectors that move in a
purely rotational geometry; finally Figure 8.20d shows a ring array of stationary
detectors. Using fan-beam geometries, a whole tissue slice can be imaged in a
few seconds. By combining these geometries with the patient gantry moving
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continuously along its long axis, one can get cross-sectional images of many
slices of the patient in minimum time; a procedure called spiral scanning.

Although the evolution of x-ray scanning geometries greatly shortened the
time required to acquire images, none of the three fan-beam generations permit-
ted data acquisition in a time (less than 0.1 s) short enough to capture images
of the heart and other blood-perfused organs without significant degradation
caused by motion. Fifth-generation scanners employ an electron-beam gun that
generates x-ray beams in different directions by scanning over a stationary
concave metal target. The resulting scan times are only a few milliseconds.

8.5.2. Digital Imaging

The combination of intensifying screen and photographic film has many advan-
tages for capturing and recording many x-ray images. This approach is simple,
inexpensive, and it yields excellent spatial resolution. This approach is limited
to a narrow range of acceptable exposures and offers little flexibility for image
processing or data compression. Film images are bulky to store, and they must
be transported from place to place. Digital imaging methods overcome these
limitations, but they are more expensive and more complex. Digital methods
employ a variety of approaches for x-ray detection and measurements: fluores-
cent crystals with photomultipliers, semiconductor detectors, channel electron
multipliers, and photostimulatable phosphors with laser-scanning readout.

A digital radiographic unit (Figure 8.21), the x-ray source, and receptor
are computer controlled to provide digital images that can be displayed in
real time on video screens. Digital images can be stored on magnetic media.
Digital image storage and display are used routinely in x-ray CT and magnetic
resonance imaging.

8.6. THE ENDOSCOPE

The future of diagnostic devices using photonics looks promising with a large
amount of research focusing on early cancer detection. Photonic components
for the detection of cancer and other diseases keep getting smaller and cheaper,
making many of these instruments fit inside the body. One such device, the
endoscope, has been used for many years to diagnose and treat gastrointestinal
problems, and research is still being performed to improve this instrument.

The endoscope uses a CCD or optical fibers to form images that are trans-
mitted to a monitor. Endoscopes not only let doctors see inside, but also include
an instrument that can take a biopsy, and some can even dye the area for
x-ray imaging. By guiding an endoscope into the gastrointestinal tract, doc-
tors can view lesions or sources of bleeding. Endoscopes for this purpose cost
around $15,000 and typically have lifetimes of about 3000 uses. The endo-
scope can improve its image quality and get smaller to give the patient more
comfort. Furthermore, the methods of cleaning and sterilizing the reusable
instruments are complicated and time consuming. Attempts to make semidis-
posable endoscopes have not had great success. Patients sometimes avoid the
uncomfortable procedure because it requires sedation and/or local anesthetic.
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In addition, endoscopes cannot reach all parts of the small intestine. However,
making endoscopes that can go wireless would allow doctors to take endoscopes
where they could not go before and could make patients more comfortable. An
endoscope is illustrated in Figure 8.22.

8.7. DIGITAL X RAYS

Breast cancer remains a leading cause of cancer deaths in the world (50,000
+ a year in the United States alone). Better diagnosis and treatment of breast
cancer have noticeably improved the outcome of the disease, reducing death
rates over the last decade by about 2% per year in the United States. A great
deal of that success is due to earlier detection by the standard breast imaging
technology, film-screen x-ray mammography.

The variety and sophistication of imaging technologies have increased
greatly, encompassing everything from optical laser imaging to digital mam-
mography. While these new technologies (see Table 8.5) have shown impressive



TABLE 8.5 Imaging technologies for breast cancer

Technology Description FDA
approved

Used routinely Used
frequently

Clinical data
suggest a role

Preclinical data
suggest a role

Data not
available

Film-screen
mammography

The standard x-ray technique Yes Screening and
diagnosis

Digital mammography Digital version of x-ray technique Yes Screening and
diagnosis

Ultrasound Forms images by reflection of megahertz
frequency sound waves

Yes Diagnosis Screening

MRI Forms images from radio emissions from
nuclear spins

Yes Diagnosis Screening

Scintimammography Senses tumors from gamma ray emissions of
radioactive pharmaceuticals

Yes Diagnosis Screening

Thermography Seeks tumors by infrared signature Yes Diagnosis Screening
Optical imaging Localizes tumors by measuring scattered

near infrared light
Diagnosis Screening

Electrical potential
measurement

Identifies tumors by measuring potential at
array of detectors on skin

Diagnosis Screening

Positron emission
tomography

Forms images using emissions from
annihilation of positrons from radioactive
pharmaceuticals

Yes Screening and
diagnosis

Novel ultrasound
techniques

Include compound imaging, which improves
resolution using sound waves from several
angles; 3D and Doppler imaging

Screening and
diagnosis

Elastography Uses ultrasound or MRI to infer the
mechanical properties of tissue

Screening and
diagnosis

Magnetic resonance
spectroscopy

Analyzes tissue’s chemical makeup using
radio emissions from nuclear spins

Screening and
diagnosis

Thermoacoustic
computed
tomography

Generates short sound pulses within breast
using RF energy and constructs a 3D image
from them

Screening and
diagnosis

Microwave imaging Views breast using scattered microwaves Screening and
diagnosis

Hall-effect imaging Picks up sonic vibrations of charged particles
exposed to a magnetic field

Screening and
diagnosis

Magnetomammography Senses magnetic contrast agents collected in
tumors

Screening and
diagnosis

265
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FIGURE 8.22 Flexible endoscope for looking at gastrointestinal tract without surgery.

results, a report released by the Institute of Medicine concludes that such tech-
nologies will only play a supporting role to film-screen mammography. Film
mammography is the gold standard for screening for breast cancer and the
technology against which all other technologies will be benchmarked.

Presently, abnormalities and lesions are discovered either by physical exam-
ination or by screening mammography, a task performed by a radiologist. Once
identified, the abnormality must be diagnosed as benign or malignant by using
other imaging technologies such as ultrasound or a biopsy and microscopic
examination. The true tumors are biochemically characterized and categorized
(staged) according to size and how much they have spread. The system is not
flawless. It misses up to 20% of the tumors and many of those are found later
to be benign.

Screening tools have to be highly sensitive, identifying as correctly as pos-
sible those tumors that could be malignant. Diagnostic tools must have a great
specificity in order to really catch those tumors that are malignant.

Digital mammography (Figure 8.23) is the new technology most certain to
see clinical use.With its high spatial resolution, mammography requires very
small pixels and a high signal-to-noise ratio. The digital version of the techno-
logy has superior dynamic range and linearity compared to film, leading to a
much better contrast resolution. It also allows the images to be manipulated and
analyzed with software. This approach may lead to the discovery of more subtle
features indicative of cancer and to a great ability to distinguish between poten-
tial cancers and harmless tissue abnormalities. Digital mammography may not
make a difference in the numbers of cancers that are detected when compared
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with film mammography. However, it is also possible that digital mammogra-
phy may decrease the number of follow-up tests needed for proper screening
and diagnosis.

Digital mammography can employ either indirect detection, or scintillator
x-ray conversion, or direct detection, or electronic x-ray conversion. In indi-
rect detection, x rays are converted into visible light and then picked up on a
solid-state detector. Direct detection, a more advanced technique aiming for
higher resolution, converts x rays directly into electric signals. In the indirect
detection, x rays pass through the breast and then strike a scintillator, a mate-
rial that absorbs the x rays and emits visible light. The scintillator is coupled to
a photodetector array or connected to tiles of (CCD) by tapered optical fibers.
Cesium iodide can be used as a scintillator. An important design considera-
tion in making indirect detectors is choosing the thickness of the scintillator. A
thicker scintillator captures more x rays, but also leads to a loss of resolution
because the photons have more chance to scatter before reaching the CCD.
Direct detection omits the conversion of x rays to visible light, thus removing
the loss from scattering of the light.
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Clinical digital mammography provides digital files, rather than stacks of
films. This allows the transfer of information more easily. Image enhancements
and other software techniques will add enough functionalities for radiologists
to make it worthwhile. Computer-aided detection (CAD) systems are software
systems that can identify potential cancers on digital mammography images.
These software systems are entering clinical practice as a way to improve radi-
ologists’ ability to detect the few cancer cases in the sea of normal-looking
images they observe every day. In a typical mammography day, a radiologist
uncovers around 6 cancers for every 1000 images observed. Some cancers are
overlooked. Therefore, allowing the easy distribution of digital images among
several radiologists can significantly reduce the chances of some cancers being
missed. The use of CAD software has the peculiarity that the software has to
be “trained” for a particular machine to recognize tumor sizes and types.

Other well-established imaging technologies such as MRI, positron emis-
sion tomography (PET), and ultrasound can assist digital mammography in the
diagnosis problem. For example, physicians frequently use ultrasound to help
determine whether a lesion detected on a mammogram is a malignant mass or
a harmless cyst. However, many of these techniques have real limitations. MRI
specificity is highly variable, ranging from 28 or 100 percent so, depending
on the interpretation technique used and the patient population; PET scanners
are expensive and scarce, and ultrasound has trouble seeing microcalcifications
because of so-called speckle—tiny bright flecks on the image caused by scattered
echoes.

The imaging principle relies on the physical characteristics of a cancer, such
as its relative opacity to different wavelengths of light. This approach may need
to be helped by combining the imaging approach with the usage of markers that
exploit the biochemistry of cancer (e.g., compounds that will bind to tumors
only) and that are picked up by imaging when such compounds react to light.

8.8. MEDICAL SENSORS FROM FIBER OPTICS

Fiber optics is beginning to have great use in healthcare for intracavity imaging
and safe laser delivery. It is also becoming greatly useful in monitoring phys-
iological functions. The optical fiber technology in healthcare provides many
advantages.

1. The fibers are very small and flexible and they can be inserted inside very
thin catheters and hypodermic needles. These are highly noninvasive
techniques useful for monitoring.

2. Fibers are nontoxic, chemically inert, and very safe for patients. They are
practically immune to electromagnetic interference from other electronic
sources, which is of great importance for the patients.

3. Because of interference immunity there is no crosstalk between neigh-
boring fibers, which allows the usage of several sensors grouped together
in a single catheter.
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The ideal fiber-optic sensors for medical applications must have the following
properties: (1) reliability, (2) automated operations, and (3) simple implanta-
tion and low-cost maintenance. The fiber-optic sensors in medical applications
are based on sensing processes that are typical of other types of fiber sensors,
especially in intensity and time domain modulation. Mostly, they act as point
sensors, either intrinsic or extrinsic, depending on whether the modulation is
produced in the fiber sensor itself, or whether there is an external transducer
connected to the fiber. They can also be used as spectral sensors, where the
fibers act simply as light guiders.

The design of fiber-optic probes must be such that no thrombosis or inflam-
matory effects of the blood vessels occurs. Of course, this is only for temporary
use since long-term implantable sensors are not feasible. Proper probe encap-
sulation is a crucial factor, so potential problems of selectivity, hysteresis, and
stability must be resolved. Contrary to physical sensors, chemical and bio-
chemical sensors cannot usually be hermetically encapsulated. There may be
problems of interference with other substances in the environments.

8.8.1. Fiber Optics for Circulatory and Respiratory Systems

Fiber-optic sensors in the circulatory and respiratory systems are becoming
very popular in both invasive and noninvasive approaches. Optical fibers can
be used to measure the oxygen saturation in the blood. This measurement is
necessary to monitor the cardiovascular and cardiopulmonary systems. The
simplest method of this measurement is either through reflected or absorbed
light, which is collected at two different wavelengths and the oxygen saturation
is calculated on the basis of isosbestic regions of Hb (hemoglobin) and OxyHb
(oxygenated hemoglobin) absorption.

Optical oximeters, which calculate oxygen saturation via the light trans-
mitted to the earlobes, toes, and fingertips, have been developed primarily for
neonatal care. A difficulty in neonatal care is the importance of differentiating
between the light absorption due to arterial blood and that due to all other tis-
sues and blood in the light path, which implies the use of multiple wavelengths.
This challenge can be met using an oximeter. This approach is based on the
assumption that a change in the light absorbed by the tissue during systole is
caused by the passage of arterial blood. Using two wavelengths, it is possible
to noninvasively measure the oxygen saturation by using the pulsatile rather
than the absolute level of transmitted or reflected light intensity. The detec-
tion of blood absorbance fluctuations that are synchronous with systolic heart
contractions is called photoplethysmography.

Blood Gases and Blood pH

Monitoring of the blood pH and blood oxygen (pO2) and carbon dioxide
(pCO2) partial pressures to determine the quantity of oxygen delivered to the
tissues and the quality of the perfusion is of great importance. The pH is detected
by a chromophore, which changes its optical spectrum as a function of the
pH. The absorption-based indicators or fluorophores are usually used. The
carbon dioxide is detected indirectly, since its diffusion in a carbonate solution
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FIGURE 8.24 Fiber-optic vascular sensor for measuring blood oxygen and carbon dioxide.

fixed at the optical fiber tips alters the pH, which means that the CO2 content
can be determined by measuring the pH. Oxygen is measured using a separate
chemical transducer; oxygen is detected via fluorescence techniques that exploit
the quenching produced by oxygen on fluorophores.

The first intravascular sensor for simultaneous and continuous monitoring
of the pH, pO2, and pCO2 is shown in Figure 8.24. It is composed of three
optical fibers encapsulated in a polymer enclosure, including also a thermocou-
ple used for temperature monitoring. Three fluorescent indicators are used as
chromophores. The pH and pCO2 are measured by the same fluorophore. The
optoelectronics is composed of three modules, one for each sensor. A suitable
filtered xenon lamp, when modulated, provides illumination for the modules.
The source of light is focused through a lens onto a prism beam splitter and
coupled through fiber to the sensor tip. The deflected light is collected by a
reference detector for source control. The returning fluorescence is deflected by
the prism beam splitter onto the signal detector.

There have been problems concerning the usage of intravascular fiber-
optic sensors during clinical trials on volunteers in critical care and on surgical
patients and these remain unresolved.

1. blood flow decreases due to peripheral vasoconstriction lasting for
several hours after surgical operations, which can give rise to a
contamination by flush solutions

2. the wall effect, which affects the oxygen count
3. the formation of a clot around the sensor tip, which can alter the value

of all the analytical values.

Respiratory Monitoring

In intensive care units there is a need to continuously monitor breathing
condition. It is possible to accomplish this monitoring from the nurse’s station
in such a way that patients can be kept under observation without the need for
the nurses to be physically present. An optical fiber with a moisture-sensitive
cladding can be developed for that purpose. The cladding is a plastic film doped
with umbelliferous dye, which is a moisture-sensitive fluorescent material when
pumped with UV light. The sensitive fiber section is placed over the patient’s
mouth and excited with He-Cd laser on a halogen lamp. Since the water vapor



MEDICAL SENSORS FROM FIBER OPTICS 271

content in the human exhalation exceeds that in the room, the patient’s exha-
lation produces a fluorescent signal that is detected by an electro-optical unit
at the nurse’s station. This monitoring is very useful in detecting abnormal
breathing in patients.

Angiology

Blood vessels that are obstructed by atherosclerotic plaques can be recanal-
ized by means of a pulse excimer laser radiation, guided by an optical fiber
(laser angioplasty). Despite its widespread uses there is the possibility of blood
vessel perforation, which occurs in between 20% and 40% of patients. To
minimize the risk there is the usage of laser-induced fluoresce diagnosis of the
vessel wall. This is part of identifying the target under irradiation. An all-
optical approach to target identification is suggested by the fact that short
optical pulses, when absorbed by the tissue, generate ultrasonic thermoelas-
tic waves. The amplitude and temporal characteristics of the acoustic signal
are dependent on the target composition and can be detected by a pressure
fiber-optics system. In this approach an optical fiber tipped with a Fabry-Pérot
cavity is inserted in the lumbar of the artery, and the sensor is in contact with
the tissue. As shown in Figure 8.25, two signals are guided by the optical fiber:
(1) pulse light of a Nd : YAG laser used to generate the thermoelastic wave in
the tissue and (2) low-power continuous wave light of a tunable laser diode
used for sensor interrogation. The Fabry-Pérot cavity of the fiber tip is formed
by a polyethylene-terephthalate film and the fiber end provides a fiber–polymer
acoustic impedance match. As the polymer film is in contact with the tissue,
the stress due to the thermoelastic wave modulates its thickness and, hence, the

FFP
Source/Detector

Artery

obstruction

Water Layer

Optical Fiber PMMA
PET Film

FIGURE 8.25 Angiology instrument using optical fibers.
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FIGURE 8.26 The fiber-optic Doppler flow meter.

optical phase difference between the interfering Fresnel reflections from both
sides of the film.

When the sensor head is coaxially positioned with the delivery fiber, mea-
surements are taken from the center of the acoustic source, giving improved
targeting accuracy. This kind of photoacoustic spectroscopy has been experi-
mentally tested on postmortem human aortas.

In addition to disturbing central circulation, cardiovascular diseases may
influence the peripheral circulation by affecting the microvascular perfusion in
tissue. Insufficient peripheral circulation may produce chemical gastric discom-
fort and ulcers. The best method for assessment of microvascular perfusion is
laser Doppler flow monitoring in which the use of optical fibers can improve
the possibilities of both invasive and contact measurements.

The basic concept of fiber-optic laser Doppler flow is shown in Figure 8.26.
Light from the He-Ne laser is guided by an optical fiber to the tissue or vascular
network being studied. The light is diffusely scattered and partially absorbed
within the illuminated volume. Light hitting a moving blood cell undergoes a
small Doppler shift due to the scattering particles.

Gastroenterology

The need for fiber optic systems to monitor in vivo the functional aspect
of the foregut is increasing. An important parameter when studying the human
foregut is the gastric and esophageal pH. Monitoring gastric pH for long periods
serves to analyze the physiological pattern of acidity. It provides information
regarding changes in the course of the peptic ulcer and enables assessment of
the effect of gastric antisecretory drugs. In the esophagus, the gastroesophageal
reflux, which causes a pH decrease in the contents from 7 to 2, can determine
esophagitis with possible strictures and Barrett’s esophagus, which is considered
a pheneoplastic lesion. In addition, in measuring the bile-containing reflux, the
bile and pH should be measured simultaneously.

The sensor shown in Figure 8.27 uses two dyes. Chromophores, immobi-
lized on controlled pore glasses, are fixed at the end of plastic optical fibers. The
distal end of the fibers is heated and the CPG forms a very thin pH-sensitive layer
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FIGURE 8.27 Gastroenterology usage of fiber optics.

on the fiber tips. The probe has four fibers (two for each chromophore). The use
of LEDs as light sources, solid-state detection, and an internal microprocessor
makes this a truly portable, battery-powered sensor.
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