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Preface

Introduction

The control of electric power with power electronic devices has become increasingly important over
the last 20 years. Whole new classes of motors have been enabled by power electronics, and the
future offers the possibility of more effective control of the electric power grid using power elec-
tronics. The Power Electronics Handbook is intended to provide a reference that is both concise and
useful for individuals, ranging from students in engineering to experienced, practicing professionals.
The Handbook covers the very wide range of topics that comprise the subject of power electronics
blending many of the traditional topics with the new and innovative technologies that are at the
leading edge of advances being made in this subject. Emphasis has been placed on the practical
application of the technologies discussed to enhance the value of the book to the reader and to
enable a clearer understanding of the material. The presentations are deliberately tutorial in nature,
and examples of the practical use of the technology described have been included.

The contributors to this Handbook span the globe and include some of the leading authorities
in their areas of expertise. They are from industry, government, and academia. All of them have been
chosen because of their intimate knowledge of their subjects as well as their ability to present them
in an easily understandable manner.

Organization

The book is organized into three parts. Part I presents an overview of the semiconductor devices
that are used, or projected to be used, in power electronic devices. Part II explains the operation of
circuits used in power electronic devices, and Part III describes a number of applications for power
electronics, including motor drives, utility applications, and electric vehicles.

The Power Electronics Handbook is designed to provide both the young engineer and the experi-
enced professional with answers to questions involving the wide spectrum of power electronics
technology covered in this book. The hope is that the topical coverage, as well as the numerous
avenues to its access, will effectively satisfy the reader’s needs.
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1.1 Overview

Kaushik Rajashekara

The modern age of power electronics began with the introduction of thyristors in the late 1950s. Now there
are several types of power devices available for high-power and high-frequency applications. The most
notable power devices are gate turn-off thyristors, power Darlington transistors, power MOSFETs, and
insulated-gate bipolar transistors (IGBTs). Power semiconductor devices are the most important functional
elements in all power conversion applications. The power devices are mainly used as switches to convert
power from one form to another. They are used in motor control systems, uninterrupted power supplies,
high-voltage DC transmission, power supplies, induction heating, and in many other power conversion
applications. A review of the basic characteristics of these power devices is presented in this section.

Thyristor and Triac

The thyristor, also called a silicon-controlled rectifier (SCR), is basically a four-layer three-junction pnpn
device. It has three terminals: anode, cathode, and gate. The device is turned on by applying a short pulse
across the gate and cathode. Once the device turns on, the gate loses its control to turn off the device.
The turn-off is achieved by applying a reverse voltage across the anode and cathode. The thyristor symbol
and its volt—ampere characteristics are shown in Fig. 1.1. There are basically two classifications of
thyristors: converter grade and inverter grade. The difference between a converter-grade and an inverter-
grade thyristor is the low turn-off time (on the order of a few microseconds) for the latter. The converter-
grade thyristors are slow type and are used in natural commutation (or phase-controlled) applications.

Anocde
+p
Gate Forward
conduction
Cathode lag>lg,> g,
(a)
Holding I I | lg=0
current [ % ,(GZ Pl
& / 7Y Z J
=V / T / A T +Va
Reverse Forward Forward
leakage leakage breakover
Avalanche voltage
breakdown
—| A
{b)

FIGURE 1.1 (a) Thyristor symbol and (b) volt-ampere characteristics. (From Bose, B.K., Modern Power Electronics:
Evaluation, Technology, and Applications, p. 5. © 1992 IEEE. With permission.)
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FIGURE 1.2 (a) Triac symbol and (b) volt—ampere characteristics. (From Bose, B.K., Modern Power Electronics:
Evaluation, Technology, and Applications, p. 5. © 1992 IEEE. With permission.)

Inverter-grade thyristors are used in forced commutation applications such as DC-DC choppers and
DC-AC inverters. The inverter-grade thyristors are turned off by forcing the current to zero using an
external commutation circuit. This requires additional commutating components, thus resulting in
additional losses in the inverter.

Thyristors are highly rugged devices in terms of transient currents, di/dt, and dv/dt capability. The
forward voltage drop in thyristors is about 1.5 to 2 V, and even at higher currents of the order of 1000 A,
it seldom exceeds 3 V. While the forward voltage determines the on-state power loss of the device at any
given current, the switching power loss becomes a dominating factor affecting the device junction
temperature at high operating frequencies. Because of this, the maximum switching frequencies possible
using thyristors are limited in comparison with other power devices considered in this section.

Thyristors have I ’t withstand capability and can be protected by fuses. The nonrepetitive surge current
capability for thyristors is about 10 times their rated root mean square (rms) current. They must be protected
by snubber networks for dv/dt and di/dt effects. If the specified dv/dt is exceeded, thyristors may start
conducting without applying a gate pulse. In DC-to-AC conversion applications, it is necessary to use an
antiparallel diode of similar rating across each main thyristor. Thyristors are available up to 6000 V, 3500 A.

A triac is functionally a pair of converter-grade thyristors connected in antiparallel. The triac symbol
and volt—ampere characteristics are shown in Fig. 1.2. Because of the integration, the triac has poor reapplied
dv/dt, poor gate current sensitivity at turn-on, and longer turn-off time. Triacs are mainly used in phase
control applications such as in AC regulators for lighting and fan control and in solid-state AC relays.

Gate Turn-Off Thyristor

The GTO is a power switching device that can be turned on by a short pulse of gate current and turned
off by a reverse gate pulse. This reverse gate current amplitude is dependent on the anode current to be
turned off. Hence there is no need for an external commutation circuit to turn it off. Because turn-off
is provided by bypassing carriers directly to the gate circuit, its turn-off time is short, thus giving it more
capability for high-frequency operation than thyristors. The GTO symbol and turn-off characteristics
are shown in Fig. 1.3.

GTOs have the I't withstand capability and hence can be protected by semiconductor fuses. For reliable
operation of GTOs, the critical aspects are proper design of the gate turn-off circuit and the snubber
circuit. A GTO has a poor turn-off current gain of the order of 4 to 5. For example, a 2000-A peak current
GTO may require as high as 500 A of reverse gate current. Also, a GTO has the tendency to latch at
temperatures above 125°C. GTOs are available up to about 4500 V, 2500 A.
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FIGURE 1.3 (a) GTO symbol and (b) turn-off characteristics. (From Bose, B.K., Modern Power Electronics: Eval-
uation, Technology, and Applications, p. 5. © 1992 IEEE. With permission.)

Reverse-Conducting Thyristor (RCT) and Asymmetrical
Silicon-Controlled Rectifier (ASCR)

Normally in inverter applications, a diode in antiparallel is connected to the thyristor for commu-
tation/freewheeling purposes. In RCTs, the diode is integrated with a fast switching thyristor in a
single silicon chip. Thus, the number of power devices could be reduced. This integration brings
forth a substantial improvement of the static and dynamic characteristics as well as its overall circuit
performance.

The RCTs are designed mainly for specific applications such as traction drives. The antiparallel
diode limits the reverse voltage across the thyristor to 1 to 2 V. Also, because of the reverse recovery
behavior of the diodes, the thyristor may see very high reapplied dv/df when the diode recovers from its
reverse voltage. This necessitates use of large RC snubber networks to suppress voltage transients. As the
range of application of thyristors and diodes extends into higher frequencies, their reverse recovery charge
becomes increasingly important. High reverse recovery charge results in high power dissipation during
switching.

The ASCR has similar forward blocking capability to an inverter-grade thyristor, but it has a limited
reverse blocking (about 20 to 30 V) capability. It has an on-state voltage drop of about 25% less than an
inverter-grade thyristor of a similar rating. The ASCR features a fast turn-off time; thus it can work at
a higher frequency than an SCR. Since the turn-off time is down by a factor of nearly 2, the size of the
commutating components can be halved. Because of this, the switching losses will also be low.

Gate-assisted turn-off techniques are used to even further reduce the turn-off time of an ASCR. The
application of a negative voltage to the gate during turn-off helps to evacuate stored charge in the device
and aids the recovery mechanisms. This will, in effect, reduce the turn-off time by a factor of up to 2
over the conventional device.
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FIGURE 1.4 A two-stage Darlington transistor with bypass diode. (From Bose, B.K., Modern Power Electronics:
Evaluation, Technology, and Applications, p. 6. © 1992 IEEE. With permission.)

Power Transistor

Power transistors are used in applications ranging from a few to several hundred kilowatts and switching
frequencies up to about 10 kHz. Power transistors used in power conversion applications are generally
npn type. The power transistor is turned on by supplying sufficient base current, and this base drive has
to be maintained throughout its conduction period. It is turned off by removing the base drive and

making the base voltage slightly negative (within —Vyp,.,)). The saturation voltage of the device is

max
normally 0.5 to 2.5 V and increases as the current increases. Hence, the on-state losses increase more
than proportionately with current. The transistor off-state losses are much lower than the on-state losses
because the leakage current of the device is of the order of a few milliamperes. Because of relatively larger
switching times, the switching loss significantly increases with switching frequency. Power transistors can
block only forward voltages. The reverse peak voltage rating of these devices is as low as 5 to 10 V.

Power transistors do not have I't withstand capability. In other words, they can absorb only very little
energy before breakdown. Therefore, they cannot be protected by semiconductor fuses, and thus an
electronic protection method has to be used.

To eliminate high base current requirements, Darlington configurations are commonly used. They are
available in monolithic or in isolated packages. The basic Darlington configuration is shown schematically
in Fig. 1.4. The Darlington configuration presents a specific advantage in that it can considerably increase
the current switched by the transistor for a given base drive. The Vi, for the Darlington is generally
more than that of a single transistor of similar rating with corresponding increase in on-state power loss.
During switching, the reverse-biased collector junction may show hot-spot breakdown effects that are
specified by reverse-bias safe operating area (RBSOA) and forward-bias safe operating area (FBSOA).
Modern devices with highly interdigited emitter base geometry force more uniform current distribution
and therefore considerably improve secondary breakdown effects. Normally, a well-designed switching
aid network constrains the device operation well within the SOAs.

Power MOSFET

Power MOSFETs are marketed by different manufacturers with differences in internal geometry and with
different names such as MegaMOS, HEXFET, SIPMOS, and TMOS. They have unique features that make
them potentially attractive for switching applications. They are essentially voltage-driven rather than
current-driven devices, unlike bipolar transistors.

The gate of a MOSFET is isolated electrically from the source by a layer of silicon oxide. The gate
draws only a minute leakage current on the order of nanoamperes. Hence, the gate drive circuit is simple
and power loss in the gate control circuit is practically negligible. Although in steady state the gate draws
virtually no current, this is not so under transient conditions. The gate-to-source and gate-to-drain
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FIGURE 1.5 Power MOSFET circuit symbol. (From Bose, B.K., Modern Power Electronics: Evaluation, Technology,
and Applications, p. 7. © 1992 IEEE. With permission.)

capacitances have to be charged and discharged appropriately to obtain the desired switching speed, and
the drive circuit must have a sufficiently low output impedance to supply the required charging and
discharging currents. The circuit symbol of a power MOSFET is shown in Fig. 1.5.

Power MOSFETs are majority carrier devices, and there is no minority carrier storage time. Hence,
they have exceptionally fast rise and fall times. They are essentially resistive devices when turned on,
while bipolar transistors present a more or less constant Vg, over the normal operating range. Power
dissipation in MOSFET: is IdzRI)s(on), and in bipolars it is IoVg,,. At low currents, therefore, a power
MOSFET may have a lower conduction loss than a comparable bipolar device, but at higher currents,
the conduction loss will exceed that of bipolars. Also, the Ry, increases with temperature.

An important feature of a power MOSFET is the absence of a secondary breakdown effect, which is
present in a bipolar transistor, and as a result, it has an extremely rugged switching performance. In
MOSFETSs, Ry, increases with temperature, and thus the current is automatically diverted away from
the hot spot. The drain body junction appears as an antiparallel diode between source and drain. Thus,
power MOSFETSs will not support voltage in the reverse direction. Although this inverse diode is relatively
fast, it is slow by comparison with the MOSFET. Recent devices have the diode recovery time as low as
100 ns. Since MOSFETs cannot be protected by fuses, an electronic protection technique has to be used.

With the advancement in MOS technology, ruggedized MOSFETs are replacing the conventional
MOSFETs. The need to ruggedize power MOSFETs is related to device reliability. If a MOSFET is operating
within its specification range at all times, its chances for failing catastrophically are minimal. However,
if its absolute maximum rating is exceeded, failure probability increases dramatically. Under actual
operating conditions, a MOSFET may be subjected to transients—either externally from the power bus
supplying the circuit or from the circuit itself due, for example, to inductive kicks going beyond the
absolute maximum ratings. Such conditions are likely in almost every application, and in most cases are
beyond a designer’s control. Rugged devices are made to be more tolerant for overvoltage transients.
Ruggedness is the ability of a MOSFET to operate in an environment of dynamic electrical stresses,
without activating any of the parasitic bipolar junction transistors. The rugged device can withstand
higher levels of diode recovery dv/dt and static dv/dt.

Insulated-Gate Bipolar Transistor (IGBT)

The IGBT has the high input impedance and high-speed characteristics of a MOSFET with the conductivity
characteristic (low saturation voltage) of a bipolar transistor. The IGBT is turned on by applying a positive
voltage between the gate and emitter and, as in the MOSFET, it is turned off by making the gate signal
zero or slightly negative. The IGBT has a much lower voltage drop than a MOSFET of similar ratings.
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FIGURE 1.6 (a) Nonpunch-through IGBT, (b) punch-through IGBT, (c) IGBT equivalent circuit.

The structure of an IGBT is more like a thyristor and MOSFET. For a given IGBT, there is a critical value of
collector current that will cause a large enough voltage drop to activate the thyristor. Hence, the device
manufacturer specifies the peak allowable collector current that can flow without latch-up occurring. There
is also a corresponding gate source voltage that permits this current to flow that should not be exceeded.

Like the power MOSFET, the IGBT does not exhibit the secondary breakdown phenomenon common
to bipolar transistors. However, care should be taken not to exceed the maximum power dissipation and
specified maximum junction temperature of the device under all conditions for guaranteed reliable
operation. The on-state voltage of the IGBT is heavily dependent on the gate voltage. To obtain a low
on-state voltage, a sufficiently high gate voltage must be applied.

In general, IGBTs can be classified as punch-through (PT) and nonpunch-through (NPT) structures, as
shown in Fig. 1.6. In the PT IGBT, an N" buffer layer is normally introduced between the P* substrate and
the N epitaxial layer, so that the whole N drift region is depleted when the device is blocking the off-state
voltage, and the electrical field shape inside the N drift region is close to a rectangular shape. Because a
shorter N™ region can be used in the punch-through IGBT, a better trade-off between the forward voltage
drop and turn-off time can be achieved. PT IGBTs are available up to about 1200 V.

High-voltage IGBTS are realized through a nonpunch-through process. The devices are built on an N
wafer substrate which serves as the N base drift region. Experimental NPT IGBTs of up to about 4 kV
have been reported in the literature. NPT IGBTs are more robust than PT IGBTs, particularly under short
circuit conditions. But NPT IGBTs have a higher forward voltage drop than the PT IGBTs.

The PT IGBTs cannot be as easily paralleled as MOSFETs. The factors that inhibit current sharing of
parallel-connected IGBTs are (1) on-state current unbalance, caused by V(sat) distribution and main
circuit wiring resistance distribution, and (2) current unbalance at turn-on and turn-off, caused by the
switching time difference of the parallel connected devices and circuit wiring inductance distribution.
The NPT IGBTs can be paralleled because of their positive temperature coefficient property.
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FIGURE 1.7 Typical cell cross section and circuit schematic for P-MCT. (From Harris Semiconductor, User’s Guide
of MOS Controlled Thyristor. With permission.)

MOS-Controlled Thyristor (MCT)

The MCT is a new type of power semiconductor device that combines the capabilities of thyristor voltage
and current with MOS gated turn-on and turn-off. It is a high-power, high-frequency, low-conduction
drop and a rugged device, which is more likely to be used in the future for medium and high power
applications. A cross-sectional structure of a p-type MCT with its circuit schematic is shown in Fig. 1.7.
The MCT has a thyristor type structure with three junctions and pnpn layers between the anode and
cathode. In a practical MCT, about 100,000 cells similar to the one shown are paralleled to achieve the
desired current rating. MCT is turned on by a negative voltage pulse at the gate with respect to the anode,
and is turned off by a positive voltage pulse.

The MCT was announced by the General Electric R&D Center on November 30, 1988. Harris
Semiconductor Corporation has developed two generations of p-MCTs. Gen-1 p-MCTs are available at
65 A/1000V and 75 A/600 V with peak controllable current of 120 A. Gen-2 p-MCTs are being developed
at similar current and voltage ratings, with much improved turn-on capability and switching speed.
The reason for developing a p-MCT is the fact that the current density that can be turned off is two
or three times higher than that of an #n-MCT; but n-MCTs are the ones needed for many practical
applications.

The advantage of an MCT over IGBT is its low forward voltage drop. n-type MCTs will be expected to
have a similar forward voltage drop, but with an improved reverse bias safe operating area and switching
speed. MCTs have relatively low switching times and storage time. The MCT is capable of high current
densities and blocking voltages in both directions. Since the power gain of an MCT is extremely high, it
could be driven directly from logic gates. An MCT has high di/dt (of the order of 2500 A/us) and high
dv/dt (of the order of 20,000 V/us) capability.

The MCT, because of its superior characteristics, shows a tremendous possibility for applications such
as motor drives, uninterrupted power supplies, static VAR compensators, and high power active power
line conditioners.

The current and future power semiconductor devices developmental direction is shown in Fig. 1.8.
High-temperature operation capability and low forward voltage drop operation can be obtained if silicon
is replaced by silicon carbide material for producing power devices. The silicon carbide has a higher band
gap than silicon. Hence, higher breakdown voltage devices could be developed. Silicon carbide devices
have excellent switching characteristics and stable blocking voltages at higher temperatures. But the silicon
carbide devices are still in the very early stages of development.
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FIGURE 1.8 Current and future power semiconductor devices development direction. (From Huang, A.Q., Recent
developments of power semiconductor devices, VPEC Seminar Proceedings, pp. 1-9. With permission.)
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1.2 Diodes

Sohail Anwar

Power diodes play an important role in power electronics circuits. They are mainly used as uncontrolled
rectifiers to convert single-phase or three-phase AC voltage to DC. They are also used to provide a path
for the current flow in inductive loads. Typical types of semiconductor materials used to construct diodes
are silicon and germanium. Power diodes are usually constructed using silicon because silicon diodes can
operate at higher current and at higher junction temperatures than germanium diodes. The symbol for a
semiconductor diode is given in Fig. 1.9. The terminal voltage and current are represented as V, and I,
respectively. Figure 1.10 shows the structure of a diode. It has an anode (A) terminal and a cathode (K)
terminal. The diode is constructed by joining together two pieces of semiconductor material—a p-type
and an n-type—to form a pn-junction. When the anode terminal is positive with respect to the cathode
terminal, the pn-junction becomes forward-biased and the diode conducts current with a relatively low
voltage drop. When the cathode terminal is positive with respect to the anode terminal, the pn-junction
becomes reverse-biased and the current flow is blocked. The arrow on the diode symbol in Fig. 1.9 shows
the direction of conventional current flow when the diode conducts.
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Characteristics

The voltage-current characteristics of a diode are shown in Fig. 1.11. In
the forward region, the diode starts conducting as the anode voltage is
increased with respect to the cathode. The voltage where the current starts
to increase rapidly is called the knee voltage of the diode. For a silicon
diode, the knee voltage is approximately 0.7 V. Above the knee voltage,
small increases in the diode voltage produce large increases in the diode
current. If the diode current is too large, excessive heat will be generated,
which can destroy the diode. When the diode is reverse-biased, diode
current is very small for all values of reverse voltage less than the diode
breakdown voltage. At breakdown, the diode current increases rapidly
for small increases in diode voltage.

Principal Ratings for Diodes
Figures 1.12 and 1.13 show typical data sheets for power diodes.

Maximum Average Forward Current

The maximum average forward current (I, m,) is the current a diode
can safely handle when forward biased. Power diodes are available in
ratings from a few amperes to several hundred amperes. For example,
the power diode Dy described in the data specification sheet (Fig 1.12)
can handle up to 6 A in the forward direction when used as a rectifier.

Peak Inverse Voltage

The peak inverse voltage (PIV) of a diode is the maximum reverse voltage
that can be connected across a diode without breakdown. The peak
inverse voltage is also called peak reverse voltage or reverse breakdown
voltage. The PIV ratings of power diodes extend from a few volts to
several thousand volts. For example, the power diode D, has a PIV rating
of up to 1600 V, as shown in Fig. 1.12.

lq

Forward
Region

Breakdown

FIGURE 1.9 Diode symbol.

A

+
Vi

=[]

K

FIGURE1.10 Diode structure.

\\\W\ TU

Reverse
Region

FIGURE 1.11 Diode voltage-current characteristic.
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Rectifier Diode USHA
D6 (IED‘LA] LTD

Technical Data

Typical applications :All purpose high power rectifier diodes, Non-controllable and half
controlled rectifiers.. Free-wheeling diodes.

Type No. Ve Voo
(Volts) (Volts)
D6/02 700 300 Features
D6/04 400 500 + Reverse voltage upto 1600V.
D08 800 900 « Hermatic glass to metal seal
9
D6/12 1200 1300 » C: Cathode to stud
Dene 1600 1700 + A Anode to stud
Symbol Conditions Values
D e S$in 180;Tcase = 130 °C 6A
Tyj=25°C ;10 ms 180 A
Tvj =180 "C; 10 ms 160 A
Pt Tyj=25"C 180 A%
Tyj = 180°C 130 Als
o Tyj= 180 °C 2.2 mA max
v, Tyj=26"C;l,=15A 1.25V max
A Tvj=180C 0.85V
R, Tvj = 180 °C 25 mQ
R i 38 °C/w
Royen 1.0 "C/W
T, 180 °C
T, a -40....+ 180 °'C
Mounting torque Sk units 2 Nm O Ry
Weight Approx 209 &L "’“‘o

Case outline CIP % }
&

“4

FIGURE 1.12  Diode data sheet—ratings. (From USHA, India. With permission.)
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FIGURE 1.13 Diode data sheet—characteristic curves.
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FIGURE 1.15 Input and output voltage waveforms for the circuit in Fig. 1.14.

Maximum Surge Current

The Igy (forward surge maximum) rating is the maximum current that the diode can handle as an
occasional transient or from a circuit fault. The Iy, rating for the power diode D; is up to 190 A, as
shown in Fig 1.12.

Maximum Junction Temperature

This parameter defines the maximum junction temperature that a diode can withstand without failure.
The maximum junction temperature for the power diode Dy is 180°C.

Rectifier Circuits

Rectifier circuits produce a DC voltage or current from an AC source. The diode is an essential component
of these circuits. Figure 1.14 shows a half-wave rectifier circuit using a diode. During the positive half
cycle of the source voltage, the diode is forward-biased and conducts for v,(t) > E;. The value of E, for
germanium is 0.2 V and for silicon it is 0.7 V. During the negative half cycle of v(¢) , the diode is reverse-
biased and does not conduct. The voltage v,(t) across the load R; is shown in Fig. 1.15.

The half-wave rectifier circuit produces a pulsating direct current that uses only the positive half cycle
of the source voltage. The full-wave rectifier shown in Fig. 1.16 uses both half cycles of source voltage.
During the positive half cycle of v(¢), diodes D, and D, are forward-biased and conduct. Diodes D; and
D, are reverse-biased and do not conduct. During the negative half cycle of v(t), diodes D, and D, are
reverse-biased and do not conduct, whereas diodes D, and D, are forward-biased and conduct. The
voltage v,(t) across the load R; is shown in Fig. 1.17.
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FIGURE 1.17 Input and output voltage waveforms for the circuit in Fig. 1.16.

Testing a Power Diode

An ohmmeter can be used to test power diodes. The ohmmeter is connected so that the diode is forward-
biased. This should give a low resistance reading. Reversing the ohmmeter leads should give a very high
resistance or even an infinite reading. A very low resistance reading in both directions indicates a shorted
diode. A high resistance reading in both directions indicates an open diode.

Protection of Power Diodes

A power diode must be protected against over current, over voltage, and transients.

When a diode is reverse-biased, it acts like an open circuit. If the reverse bias voltage exceeds the breakdown
voltage, a large current flow results. With this high voltage and large current, power dissipation at the
diode junction may exceed its maximum value, destroying the diode. For the diode protection, it is a
usual practice to choose a diode with a peak reverse voltage rating that is 1.2 times higher than the
expected voltage during normal operating conditions.

Current ratings for diodes are based on the maximum junction temperatures. As a safety precaution,
it is reccommended that the diode current be kept below this rated value. Electrical transients can cause
higher-than-normal voltages across a diode. To protect a diode from the transients, an RC series circuit
may be connected across the diode to reduce the rate of change of voltage.
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1.3 Schottky Diodes

Sohail Anwar

Bonding a metal, such as aluminum or platinum, to n-type silicon forms a Schottky diode. The Schottky
diode is often used in integrated circuits for high-speed switching applications. An example of a high-
speed switching application is a detector at microwave frequencies. The Schottky diode has a voltage-
current characteristic similar to that of a silicon pn-junction diode. The Schottky is a subgroup of the TTL
family and is designed to reduce the propagation delay time of the standard TTL IC chips. The construction
of the Schottky diode is shown in Fig. 1.18a, and its symbol is shown in Fig. 1.18b.

Characteristics

The low-noise characteristics of the Schottky diode make it ideal for application in power monitors of
low-level radio frequency, detectors for high frequency, and Doppler radar mixers. One of the main
advantages of the Schottky barrier diode is its low forward voltage drop compared with that of a silicon
diode. In the reverse direction, both the breakdown voltage and the capacitance of a Schottky barrier diode
behave very much like those of a one-sided step junction. In the one-sided step junction, the doping
level of the semiconductor determines the breakdown voltage. Because of the finite radius at the edges
of the diode and because of its sensitivity to surface cleanliness, the breakdown voltage is always somewhat
lower than theoretical predictions.

Data Specifications

The data specification sheet for a DSS 20-0015B power Schottky diode is provided as an example in
Figs. 1.19 and 1.20. Specifications will vary depending on the application and model of Schottky diode.

Testing of Schottky Diodes

Two ways of testing the diodes use either a voltmeter or a digital multimeter. The voltmeter should be
set to the low resistance scale. A single diode or rectifier should read a low resistance, typically, 2/3 scale
from the resistance in the forward direction. In the reverse direction, the resistance should be nearly
infinite. It should not read near 0 Q in the shorted or open directions. The diode will result in a higher

Metallic

AmK A

L]

Si0,—»

n-type

p-type substrate

(a) (b)

FIGURE 1.18 Diagram (a) and symbol (b) of the Schottky diode.
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Power Schottky Rectifier

Preliminary Data

Vasu Verm Type A %2
\" \"
15 15 DSS 20-0015B
Symbol Conditions Maximum Ratings
leams 35 A
leavm T¢ =135 C; rectangular, d = 0.5 20 A
lesm Ty, = 45iC; t, =10 ms (50 Hz), sine 350 A
Eas las =tbd A; L =180 H; T, = 25{C; non repetitive tbd mJ
lar V,o=1.5 Vgay typ.; 1=10 kHz; repetitive tbd A
(dv/dt),, tbd v/ s
Tw -55...+150 C
Tum 150 ¢
Tag -55...+150 C
Piot Tc=25C 9 0 w
M, mounting torque 0.4..0.6 Nm
Weight typical 2 g
Symbol Conditions Characteristic Values
typ. max.
Is Ty, =25iC Vi =Vaau 10 mA
Ty, =100iC Vi = Vaau 200 mA
Ve l-=20A; T, =125C 0.33 \Y
l=20A; Ty,= 25C 0.45 \Y
l.=40A; T,=125iC 0.43 \Y
Rinsc 1.4 KW
ehCH 0.5 KW
Pulse test: Pulse Width = 5 ms, Duty Cycle < 2.0 %

Data according to IEC 60747 and per diode unless otherwise specified

IXYS reserves the right to change limits, Conditions and dimensions.

Iy =20A
V. =0.33V

TO-220 AC

A = Anode, C = Cathode , TAB = Cathode

Features

¥ International standard package
Very low V_
Extremely low switching losses
Low I,,-values
Epoxy meets UL 94V-0

Applications
Rectifiers in switch mode power
supplies (SMPS)
Free wheeling diode in low voltage
converters

Advantages
High reliability circuit operation
Low voltage peaks for reduced
protection circuits
Low noise switching
Low losses

Dimensions see outlines.pdf

FIGURE 1.19 Data specification sheet for a DSS 20-00105B power Schottky diode (front). (Courtesy of IXYS.)
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FIGURE 1.20 Data specification sheet for a DSS 20-00105B power Schottky diode (reverse).

scale reading of resistance as a result of its lower voltage drop. What is being measured is the resistance
at a particular low current point; it is not the actual resistance in a power rectifier circuit.

The digital multimeter will usually have a diode test mode. When using this mode, a silicon diode
should read between 0.5 to 0.8 V in the forward direction and open in the reverse direction. A germanium
diode will be in the range of 0.2 to 0.4 V in the forward direction. By using the normal resistance range,
these diodes will usually show open for any semiconductor junction since the voltmeter does not apply
enough voltage to reach the value of the forward drop.
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1.4 Thyristors

Sohail Anwar

Thyristors are four-layer pnpn power semiconductor devices. These devices switch between conducting
and nonconducting states in response to a control signal. Thyristors are used in timing circuits, AC motor
speed control, light dimmers, and switching circuits. Small thyristors are also used as pulse sources for
large thyristors. The thyristor family includes the silicon-controlled rectifier (SCR), the DIAC, the Triac,
the silicon-controlled switch (SCS), and the gate turn-off thyristor (GTO).

The Basics of Silicon-Controlled Rectifiers (SCR)

The SCR is the most commonly used electrical power controller. An SCR is sometimes called a pnpn
diode because it conducts electrical current in only one direction. Figure 1.21a shows the SCR symbol.
It has three terminals: the anode (A), the cathode (K), and the gate (G). The anode and the cathode
are the power terminals and the gate is the control terminal. The structure of an SCR is shown in
Fig. 1.21b.

When the SCR is forward-biased, that is, when the anode of an SCR is made more positive with respect
to the cathode, the two outermost pn-junctions are forward-biased. The middle pn-junction is reverse-
biased and the current cannot flow. If a small gate current is now applied, it forward-biases the middle pn-
junction and allows a much larger current to flow through the device. The SCR stays ON even if the gate
current is removed. SCR shutoff occurs only when the anode current becomes less than a level called the
holding current (I;).

Characteristics

The volt-ampere characteristic of an SCR is shown in Fig. 1.22. If the forward bias is increased to the
forward breakover voltage, V5o, the SCR turns ON. The value of forward breakover voltage is controlled
by the gate current I;. If the gate-cathode pn-junction is forward-biased, the SCR is turned ON at a lower
breakover voltage than with the gate open. As shown in Fig. 1.22, the breakover voltage decreases with
an increase in the gate current. At a low gate current, the SCR turns ON at a lower forward anode voltage.
At a higher gate current, the SCR turns ON at a still lower value of forward anode voltage.

When the SCR is reverse-biased, there is a small reverse leakage current (I). If the reverse bias is
increased until the voltage reaches the reverse breakdown voltage (V|zz)z), the reverse current will increase
sharply. If the current is not limited to a safe value, the SCR may be destroyed.

(anode)
A
G
(gate)
K
(cathode) (gSte)
(a) (b)

FIGURE 1.21 (a) The SCR symbol; (b) the SCR structure.
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FIGURE 1.22 SCR characteristics.
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FIGURE 1.23 An SCR turn-off circuit.

SCR Turn-Off Circuits
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If an SCR is forward-biased and a gate signal is applied, the device turns ON. Once the anode current is
above I, the gate loses control. The only way to turn OFF the SCR is to make the anode terminal negative
with respect to the cathode or to decrease the anode current below I;;. The process of SCR turnoff is called
commutation. Figure 1.23 shows an SCR commutation circuit. This type of commutation method is called
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AC line commutation. The load current I; flows during the positive half cycle of the source voltage. The
SCR is reverse-biased during the negative half cycle of the source voltage. With a zero gate current, the
SCR will turn OFF if the turn-off time of the SCR is less than the duration of the half cycle.

SCR Ratings
A data sheet for a typical thyristor follows this section and includes the following information:

Surge Current Rating (Ip,)—The surge current rating (I,) of an SCR is the peak anode current an
SCR can handle for a short duration.
Latching Current (I;)—A minimum anode current must flow through the SCR in order for it to stay
ON initially after the gate signal is removed. This current is called the latching current (I;).
Holding Current (I;)—After the SCR is latched on, a certain minimum value of anode current is
needed to maintain conduction. If the anode current is reduced below this minimum value, the
SCR will turn OFF.

Peak Repetitive Reverse Voltage (Vypy)—The maximum instantaneous voltage that an SCR can with-
stand, without breakdown, in the reverse direction.

Peak Repetitive Forward Blocking Voltage (Vpry)—The maximum instantaneous voltage that the SCR
can block in the forward direction. If the Vi, rating is exceeded, the SCR will conduct without
a gate voltage.

Nonrepetitive Peak Reverse Voltage (Vygy)—The maximum transient reverse voltage that the SCR can
withstand.

Maximum Gate Trigger Current (Igry)—The maximum DC gate current allowed to turn the SCR ON.

Minimum Gate Trigger Voltage (V;r)—The minimum DC gate-to-cathode voltage required to trigger
the SCR.

Minimum Gate Trigger Current (I;r)—The minimum DC gate current necessary to turn the SCR ON.

The DIAC

A DIAC is a three-layer, low-voltage, low-current semiconductor switch. The DIAC symbol is shown in
Fig. 1.24a. The DIAC structure is shown in Fig. 1.24b. The DIAC can be switched from the OFF to the
ON state for either polarity of applied voltage.

The volt-ampere characteristic of a DIAC is shown in Fig. 1.25. When Anode 1 is made more positive
than Anode 2, a small leakage current flows until the breakover voltage Vj, is reached. Beyond Vy, the

Anode 1 Anode 1

" |

— N/,
AY N,

b /N,

O
Anode 2 Anode 2
(@ (b)

FIGURE 1.24 (a) The DIAC symbol; (b) the DIAC structure.
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FIGURE 1.25 The DIAC characteristics.

MTI1

WP\i
N

NP N

MT, O O MT, /- T

Gate MT2
(a) (b)

FIGURE 1.26 (a) The Triac symbol; (b) the Triac structure.

DIAC will conduct. When Anode 2 is made more positive relative to Anode 1, a similar phenomenon
occurs. The breakover voltages for the DIAC are almost the same in magnitude in either direction. DIACs
are commonly used to trigger larger thyristors such as SCRs and Triacs.

The Triac

The Triac is a three-terminal semiconductor switch. It is triggered into conduction in both the forward
and the reverse directions by a gate signal in a manner similar to the action of an SCR. The Triac symbol
is shown in Fig. 1.26a and the Triac structure is shown in Fig. 1.26b.

The volt-ampere characteristic of the Triac is shown in Fig. 1.27. The breakover voltage of the Triac
can be controlled by the application of a positive or negative signal to the gate. As the magnitude of
the gate signal increases, the breakover voltage decreases. Once the Triac is in the ON state, the gate
signal can be removed and the Triac will remain ON until the main current falls below the holding
current (I;) value.

The Silicon-Controlled Switch

The SCS is a four-layer pnpn device. The SCS symbol is shown in Fig. 1.28a and the SCS structure is
shown in Fig. 1.28b. The SCS has two gates labeled as the anode gate (AG) and the cathode gate (KG).
An SCS can be turned ON by the application of a negative gate pulse at the anode gate. When the SCS
is in the ON state, it can be turned OFF by the application of a positive pulse at the anode gate or a
negative pulse at the cathode gate.
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FIGURE 1.27 The Triac characteristics.
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FIGURE 1.28 (a) The SCS symbol; (b) the SCS structure.
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FIGURE 1.29 (a) The GTO symbol; (b) the GTO structure.

The Gate Turn-Off Thyristor

The GTO is a power semiconductor switch that turns ON by a positive gate signal. It can be turned OFF
by a negative gate signal. The GTO symbol is shown in Fig. 1.29a and the GTO structure is shown in
Fig. 1.29b. The GTO voltage and current ratings are lower than those of SCRs. The GTO turn-off time
is lower than that of SCR. The turn-on time is the same as that of an SCR.

Data Sheet for a Typical Thyristor

Figures 1.30 to 1.35 are the data sheets for a typical thyristor.
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Philips Semiconductors Product specification
]

Thyristors BT151S series
BT151M series

GENERAL DESCRIPTION QUICK REFERENCE DATA

Passivated thyristors in a plastic SYMBOL | PARAMETER MAX. | MAX. | MAX. |UNIT
envelope, suitable for surface
mounting, intended for use in BT1518 (or BT151M)- | 500R | 650R | 800R
applications requiring high Voru, Repetitive peak off-state 500 | 650 | 800 \
bidirectional blocking voltage Varm voltages
capability and high thermal cycling Iravy Average on-state current 7.5 75 7.5 A
performance. Typical applications trrus) RMS on-state current 12 12 12 A
include motor control, industrial and lrsm Non-repetitive peak on-state 100 100 100 A
domestic lighting, heating and static current
switching.
PINNING - SOT428 PIN CONFIGURATION SYMBOL

PIN Standard | Alternative tab

NUMBER ) M
1 cathode gate a k
2 anode anode
]
3 gate cathode H 2 Q g
tab anode anode 1 3

LIMITING VALUES
Limiting values in accordance with the Absolute Maximum System (IEC 134).

SYMBOL |PARAMETER CONDITIONS MIN. MAX. UNIT
-500R | -650R | -800R
Ve Vrru | Repetitive peak off-state - 500" | 650* | 800 \%
voltages
Iravy Average on-state current | half sine wave; T, <103 °C - 7.5 A
l1(rus) RMS on-state current all conduction angles - 12 A
lism Non-repetitive peak half sine wave; T; = 25 °C prior to
on-state current surge
t=10ms - 100 A
t=8.3ms - 110 A
2t 12t for fusing t=10ms - 50 A%
dl./dt Repetitive rate of rise of |l =20 A; Ig = 50 mA; - 50 Alus
on-state current after dig/dt = 50 mA/us
triggering
lon Peak gate current - 2 A
Vem Peak gate voltage - 5 \
Vren Peak reverse gate voltage - 5 \
Peu Peak gate power - 5 w
Py Average gate power over any 20 ms period - 0.5 w
sig Storage temperature -40 150 C
T Operating junction - 125 °C
temperature

1 Although not recommended, off-state voltages up to 800V may be applied without damage, but the thyristor may
switch to the on-state. The rate of rise of current should not exceed 15 Alus.

June 1999 1 Rev 1.200

FIGURE 1.30 Page 1 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)
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Philips Semiconductors Product specification

Thyristors BT151S series
BT151M series

THERMAL RESISTANCES

SYMBOL |PARAMETER CONDITIONS MIN. | TYP. | MAX. | UNIT
Ry jmb Thermal resistance - - 1.8 KW
junction to mounting base
Rinja Thermal resistance pcb (FR4) mounted; footprint as in Fig.14 - 75 - KW
junction to ambient
STATIC CHARACTERISTICS
T, = 25 "C unless otherwise stated
SYMBOL |PARAMETER CONDITIONS MIN. | TYP. | MAX. | UNIT
ler Gate trigger current Vp=12V;;=0.1A - 2 15 mA
Ie Latching current Vp=12V;ler=0.1A - 10 40 mA
Iy Holding current Vp=12V;lgr=0.1A - 7 20 mA
Vo On-state voltage ;=23 A - 1.4 1.75 \4
Vot Gate trigger voltage Vp=12V;11=0.1A - 0.6 1.5 \i
Vp= VDRM(,“;,), =01A;T;=125°C 025 | 04 - Vv
Io, g Off-state leakage current |V, = VDRM(,“,,,), Ve = VRRW,,.E,), T,=125°C - 0.1 0.5 mA
DYNAMIC CHARACTERISTICS
T, = 25 °C unless otherwise stated
SYMBOL |PARAMETER CONDITIONS MIN. | TYP. | MAX. | UNIT
dVp/dt Critical rate of rise of Vou = 67% Vormmaxs 1; = 125 °C;
off-state voltage exponential waveform
Gate open circuit 50 130 - Vius
Re =100 | 200 | 1000 - Vius
te Gate controlled turn-on =40 A; Vp = VDRM(,,,ax); ls=0.1A; - 2 - us
time dIG/dt =5 Alus
t Circuit commutated =67% VDRM(,M,, - 70 - us
turn-off time I =20 A;V, éV dITM/dt = 30 Alus;
dVD/dt 50 V/us RGK 100 Q
June 1999 2 Rev 1.200

FIGURE 1.31 Page 2 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)
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Philips Semiconductors Product specification

Thyristors BT151S series
BT151M series

Piot/ W Tmb(max)/C 1TSM/A
] p—— 98 120 1T 171
omaseten [ ) _ITSM
«».2‘&; '23" al=157 100 g Z E il
e |28 1.9 Tl time
PP I 22 107 a0 |—— Tjinitial = 25% max |||
180 | i57 28 —
/. a 4 v T~
5 / — 116 w0 ™~
/ [ 7 11
\ J 20
/ ~
0 L ) L 125
0 1 2 3 4 s 6 7 8 03 10 100 1000
IF(AV) 1 A Number of half cycles at 50Hz
Fig.1. Maximum on-state dissipation, P,,, versus Fig.4. Maximum permissible non-repetitive peak
average on-state curremt, Iy, where on-state current Irey, versus number of cycles, for
a = form factor = lyysy Iay) sinusoidal currents, f = 50 Hz.
1000 ITSM /A 25 IT(RMS)/ A
PR 20
\ \\\
W dlfat limil 15 T
100 | | |] manal
 —
0 10
Oy E_ITSM
|| T time 5
T initial = 25T max
10 I A
10us 100us ms 10ms. 8.01 0.1 1 10
Tis surge duration /s
Fig.2. Maximum permissible non-repetitive peak Fig.5. Maximum permissible repetitive rms on-state
on-state current Irey, versus pulse width t,, for current lygys, versus surge duration, for sinusoidal
sinusoidal currents, {,< 10ms. currents, =50 Hz; T, < 103°C.
IT(RMS) /A VGT(T]
15 16 IGTE5C)
103°C
14
o 12
1
5 08
06
%3 0 50 100 150 0dgs 0 50 100 150
Tmb /C T/c
Fig.3. Maximum permissible rms current lrgys) , Fig.6. Normalised gate trigger voltage
versus mounting base temperature T, Ve T) Vsr(25°C), versus junction temperature T,
June 1999 3 Rev 1.200

FIGURE 1.32 Page 3 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)
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Philips Semiconductors Product specification

Thyristors BT151S series
BT151M series

IGT(T) 30 IT/A
3 BT25C) Tj=126C ——— 7 //
Tj=25C —— /
25
25 Vo =106V / /
Rs = 0.0304 chm:
20 tvp £ max
2 S
avi
15 4
1.5 7 /
[/
1 10
5 /
05 ;i
//_,/
%55 0 50 700 750 % 0§ 1 15 2
Tj/C VTV
Fig.7. Normalised gate trigger current Fig.10. Typical and maximum on-state characteristic.
Ier(T) 15:(25°C), versus junction temperature T,
1L(Tj
5 LE@5C)
25
2
i5
1
|
05
% ) 50 100 150 ms
Tic
Fig.8. Normalised latching current I,(T)/ 1,(256°C), Fig.11. Transient thermal impedance Zy, ;.,;,, versus
versus junction temperature T, pulse width t,.
IH(T)) dvD/dt {Vius)
, 50y 10000
25 ==
.
) 1000 EE%E%
15 ~— T
\\
1 100 —— qale apen cirguit
05
%o 0 50 100 150 10 50 100 150
e e
Fig.9. Normalised holding current I(T)/ 1,(25°C), Fig.12. Typical, critical rate of rise of off-state voltage,
versus junction temperature T, dV,,/dt versus junction temperature T,
June 1999 4 Rev 1.200

FIGURE 1.33 Page 4 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)
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Philips Semiconductors Product specification

Thyristors BT151S series
BT151M series

MECHANICAL DATA

Dimensions in mm seating plane
|Seating plane
NetMass: 1.1g
6.73 max 1.1 238 max | 5.4
tab l __ 0.93max ’_7
Bl B
4 min|
6.22 max|
10.4 max
4.6
[H]
2 0.5 min t0.5
1 3 _ 03 il §
_’I 0.8 max O-E:I fa—
x2)
pE@

Fig.13. SOT428 : centre pin connected to tab.

MOUNTING INSTRUCTIONS

Dimensions in mm

7.0

2.15

25

Fig.14. SOT428 : minimum pad sizes for surface mounting.

Notes
1. Plastic meets UL94 VO at 1/8".

June 1999 5 Rev 1.200

FIGURE 1.34 Page 5 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)
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Philips Semiconductors Product specification

Thyristors BT151S series
BT151M series

DEFINITIONS

Data sheet status

Objective specification | This data sheet contains target or goal specifications for product development.
Preliminary specification | This data sheet contains preliminary data; supplementary data may be published later.
Product specification This data sheet contains final product specifications.

Limiting values

Limiting values are given in accordance with the Absolute Maximum Rating $r¥lstem (IEC 134). Stress above one
or more of the limiting values may cause permanent damage to the device. These are stress ratings only and
operation of the device at these or at any other conditions above those given in the Characteristics sections of
this specification is not implied. Exposure to limiting values for extended periods may affect device reliability.

Application information

Where application information is given, it is advisory and does not form part of the specification.
© Philips Electronics N.V. 1999

All rights are reserved. Reproduction in whole or in part is prohibited without the prior written consent of the
copyright owner.

The information presented in this document does not form part of any quotation or contract, it is believed to be
accurate and reliable and may be changed without notice. No liability will be accepted by the publisher for any
consequence of its use. Publication thereof does not convey nor imply any license under patent or other
industrial or intellectual property rights.

LIFE SUPPORT APPLICATIONS

These products are not designed for use in life support appliances, devices or systems where malfunction of these
products can be reasonably expected to result in personal injury. Philips customers using or selling these products
for use in such applications do so at their own risk and agree to fully indemnify Philips for any damages resulting
from such improper use or sale.

June 1999 6 Rev 1.200

FIGURE 1.35 Page 6 of a data sheet for a typical thyristor. (From Philips Semiconductors. With permission.)

1.5 Power Bipolar Junction Transistors

Sohail Anwar

Power bipolar junction transistors (BJTs) play a vital role in power circuits. Like most other power devices,
power transistors are generally constructed using silicon. The use of silicon allows operation of a BJT at
higher currents and junction temperatures, which leads to the use of power transistors in AC applications
where ranges of up to several hundred kilowatts are essential.

The power transistor is part of a family of three-layer devices. The three layers or terminals of a transistor
are the base, the collector, and the emitter. Effectively, the transistor is equivalent to having two pn-diode
junctions stacked in opposite directions to each other. The two types of a transistor are termed npn and
pnp. The npn-type transistor has a higher current-to-voltage rating than the pnp and is preferred for most
power conversion applications. The easiest way to distinguish an npn-type transistor from a pnp-type is
by virtue of the schematic or circuit symbol. The pnp type has an arrowhead on the emitter that points
toward the base. Figure 1.36 shows the structure and the symbol of a pnp-type transistor. The npn-type
transistor has an arrowhead pointing away from the base. Figure 1.37 shows the structure and the symbol
of an npn-type transistor.

When used as a switch, the transistor controls the power from the source to the load by supplying sufficient
base current. This small current from the driving circuit through the base—emitter, which must be maintained,
turns on the collector—emitter path. Removing the current from the base—emitter path and making the base
voltage slightly negative turns off the switch. Even though the base—emitter path may only utilize a small
amount of current, the collector—emitter path is capable of carrying a much higher current.

© 2002 by CRC Press LLC



Collector C
o]

Bgse B N Vee
—
H IB -
15
E
Emitter E
(a) (b)
FIGURE 1.36  pnp transistor structure (a) and circuit symbol (b).
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FIGURE 1.37 npn transistor structure (a) and circuit symbol (b).

The Volt-Ampere Characteristics of a BJT

The volt-ampere characteristics of a BJT are shown in Fig. 1.38. Power transistors have exceptional
characteristics as an ideal switch and they are primarily used as switches. In this type of application, they
make use of the common emitter connection shown in Fig. 1.39. The three regions of operation for a
transistor that must be taken into consideration are the cutoff, saturation, and the active region. When the
base current (I) is zero, the collector current (I.) is insignificant and the transistor is driven into the cutoff
region. The transistor is now in the OFF state. The collector—base and base—emitter junctions are reverse-
biased in the cutoff region or OFF state, and the transistor behaves as an open switch. The base current
(Iz) determines the saturation current. This occurs when the base current is sufficient to drive the
transistor into saturation. During saturation, both junctions are forward-biased and the transistor acts
like a closed switch. The saturation voltage increases with an increase in current and is normally between
0.5 to 2.5 V. The active region of the transistor is mainly used for amplifier applications and should be
avoided for switching operation. In the active region, the collector-base junction is reversed-biased and
the base—emitter junction is forward-biased.
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FIGURE 1.38 BJT V-I characteristic.

FIGURE 1.39  Biasing of a transistor.

BJT Biasing

When a transistor is used as a switch, the control circuit provides the necessary base current. The current
of the base determines the ON or OFF state of the transistor switch. The collector and the emitter of the
transistor form the power terminals of the switch.

The DC load line represents all of the possible operating points of a transistor and is shown in Fig. 1.40.
The operating point is where the load line and the base current intersect and is determined by the values
of V- and R..

In the ON state, the ideal operating point occurs when the collector current I.. is equal to V /R and
Vg is zero. The actual operating point occurs when the load line intersects the base current at the saturation
point. This occurs when the base current equals the saturation current or Iy = Iy, At this point, the
collector current is maximum and the transistor has a small voltage drop across the collector—emitter
terminals called the saturation voltage Vi

In the OFF state, or cutoff point, the ideal operating point occurs when the collector current I. is zero
and the collector—emitter voltage Vi is equal to the supply voltage V. The actual operating point, in
the OFF state, occurs when the load line intersects the base current (I; = 0). At the cutoff point, the
collector current is the leakage current. By applying Kirchoff’s voltage law around the output loop, the
collector—emitter voltage (V) can be found.

The operating points between the saturation and cutoff constitute the active region. When operating
in the active region, high power dissipation occurs due to the relatively high values of collector current
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FIGURE 1.40 DC load line.

I and collector—emitter voltage V. For satisfactory operation, a slightly higher than minimum base
current will ensure a saturated ON state and will result in reduced turn-on time and power dissipation.

BJT Power Losses

The four types of transistor power losses are the ON-state and OFF-state losses and turn-ON and turn-OFF
switching loss. OFF-state transistor losses are much lower than ON-state losses since the leakage current
of the device is within a few milliamps. Essentially, when a transistor is in the off state, whatever the
value of collector—emitter voltage, there is no collector current. Switching losses depend on switching
frequency. The highest possible switching frequency of the transistor is limited by the losses due to the
rate of switching. In other words, the higher the switching frequency, the more power loss in the transistor.

BJT Testing

Testing of the state of a transistors can be done with a multimeter. When a transistor is forward-biased,
the base—collector and base—emitter regions should have a low resistance. When reverse-biased, the base—
collector and base—emitter regions should have a high resistance. When testing the resistance between
the collector and the emitter, the resistance reading should result in a much higher than forward bias
base—collector and base—emitter resistance. However, faulty power transistors can appear shorted when
measuring resistance across the collector and emitter, but still pass both junction tests.

BJT Protection

Transistors must be protected against high currents and voltages to prevent damage to the device. Since they
are able to absorb very little energy before breakdown, semiconductor fuses cannot protect them. Thermal
conditions are vitally important and can occur during high-frequency switching. Some of the most
common types of BJT protection are overcurrent and overvoltage protection. Electronic protection
techniques are also frequently used to provide needed protection for transistors.

Overcurrent protection turns the transistor OFF when the collector—emitter voltage and collector
current reach a preset value. When the transistor is in the ON state, an increase in collector—emitter
voltage causes an increase in the collector current and therefore an increase in junction temperature.
Since the BJT has a negative temperature coefficient, the increase in temperature causes a decrease in
resistance and results in an even higher collector current. This condition, called positive feedback, could
eventually lead to thermal runaway and destroy the transistor. One such method of overcurrent protection
limits the base current during an external fault. With the base current limited, the device current will be
limited at the saturation point, with respect to the base current, and the device will hold some value of
the voltage. This feature turns the transistor off without being damaged and is used for providing
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ﬁNational Semiconductor

LM195/LM395

July 2000

Ultra Reliable Power Transistors

General Description

The LM195/LM395 are fast, monolithic power integrated cir-
cuits with complete overload protection. These devices,
which act as high gain power transistors, have included on
the chip, current limiting, power limiting, and thermal over-
load protection making them virtually impossible to destroy
from any type of overload. In the standard TO-3 transistor
power package, the LM195 will deliver load currents in ex-
cess of 1.0A and can switch 40V in 500 ns.

The inclusion of thermal limiting, a feature not easily avail-
able in discrete designs, provides virtually absolute protec-
tion against overload. Excessive power dissipation or inad-
equate heat sinking causes the thermal limiting circuitry to
turn off the device preventing excessive heating.

The LM195 offers a significant increase in reliability as well
as simplifying power circuitry. In some applications, where
protection is unusually difficult, such as switching regulators,
lamp or solenoid drivers where normal power dissipation is
low, the LM195 is especially advantageous.

The LM195 is easy to use and only a few precautions need
be observed. Excessive collector to emitter voltage can de-
stroy the LM195 as with any power transistor. When the de-
vice is used as an emitter follower with low source imped-

ance, it is necessary to insert a 5.0k resistor in series with
the base lead to prevent possible emitter follower oscilla-
tions. Although the device is usually stable as an emitter fol-
lower, the resistor eliminates the possibility of trouble without
degrading performance. Finally, since it has good high fre-
quency response, supply bypassing is recommended.

For low-power applications (under 100 mA), refer to the
LP395 Ultra Reliable Power Transistor.

The LM195/LM395 are available in the standard TO-3, Kovar
TO-5, and TO-220 packages. The LM195 is rated for opera-
tion from 55C to +150C and the LM395 from 0C to
+125 C.

Features

Internal thermal limiting

Greater than 1.0A output current

3.0 A typical base current

500 ns switching time

2.0V saturation

Base can be driven up to 40V without damage
Directly interfaces with CMOS or TTL

100% electrical burn-in

3 3333333

Simplified Circuit

| |cotLecTon
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1.0 Amp Lamp Flasher
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12v
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LM195

DS006009-16

Slojsisuel] 1amod d|qelay edln S6ENT/S6LINT

DS006009-1

FIGURE 1.41 Typical data sheet for a power transistor (page 1). (From National Semiconductor. With permission.)
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Connection Diagrams

TO-3 Metal Can Package TO-220 Plastic Package
BASE COLLECTOR EMTER
[ ) CoLLECTOR
O [ [
I — T 3
CASE IS
EMITTER DS006009-3
Case is Emitter
DS006009-2 Top Vlew
Bottom View Order Number LM395T
Order Number LM195K/883 See NS Package Number T03B
See NS Package Number K02A
(Note 5)

TO-5 Metal Can Package

CASE IS EMITTER
DS006009-4
Bottom View
Order Number LM195H/883
See NS Package Number H03B
(Note 5)

FIGURE 1.42 Typical data sheet for a power transistor (page 2). (From National Semiconductor. With permission.)
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Absolute Maximum Ratings (Note 1)

If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales Office/
Distributors for availability and specifications.

Base to Emitter Voltage (Reverse)

Collector Current

Power Dissipation

Operating Temperature Range

20V

Internally Limited
Internally Limited

Collector to Emitter Voltage LM195 55C to +150C
LM195 42V LM395 0Cto+125C
LM395 36V Storage Temperature Range 65C to+150C

Collector to Base Voltage Lead Temperature
LM195 42V (Soldering, 10 sec.) 260 C
LM395 36V

Base to Emitter Voltage (Forward)

LM195 42V
LM395 36V

Preconditioning

100% Burn-In In Thermal Limit

Electrical Characteristics

(Note 2)

Parameter Conditions LM195 LM395 Units
Min Typ Max Min Typ Max
Collector-Emitter Operating Voltage lg < lg < Iyax 42 36 \
(Note 4)
Base to Emitter Breakdown Voltage 0 < Ve < Veemax 42 36 60 Vv
Collector Current
TO-3, TO-220 Vee < 15V 1.2 2.2 1.0 2.2 A
TO-5 Vee € 7.0V 1.2 1.8 1.0 1.8 A
Saturation Voltage Ic<1.0A, T,=25C 1.8 2.0 1.8 22 \
Base Current 0<lc<|
G = max 30 | 50 3.0 10 A
0 < Vce < Veemax
Quiescent Current (| Vpe =0
(la) ee 20 | 50 2.0 10 mA
0 < Vge < Veemax
Base to Emitter Voltage Ic=10A, T, =+25C 0.9 0.9 \]
Switching Time Vce = 36V, R_ = 369,
9 ce - 500 500 ns
To=25C
Thermal Resistance Junction to TO-3 Package (K) 23 3.0 2.3 3.0 C/W
Case (Note 3) TO-5 Package (H) 12 15 12 15 C/wW
TO-220 Package (T) 4 6 C/wW

Note 1: »Absolute Maximum Ratings..indicate limits beyond which damage to the device may occur. Operating Ratings indicate conditions for which the device is
functional, but do not guarantee specific performance limits.

Note 2: Unless otherwise specified, these specifications apply for 55 C < T; < +150 C for the LM195 and 0 C < +125 C for the LM395.

Note 3: Without a heat sink, the thermal resistance of the TO-5 package is about +150 C/W, while that of the TO-3 package is +35 C/W.
Note 4: Selected devices with higher breakdown available.
Note 5: Refer to RETS195H and RETS195K drawings of military LM195H and LM195K versions for specifications.
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FIGURE 1.43 Typical data sheet for a power transistor (page 3). (From National Semiconductor. With permission.)




Collector Characteristics
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Typical Performance Characteristics (for k and T Packages)

Short Circuit Current

25
_ 103

s 2 -
z I N\

&

S 15

3 Taetl

=

3 I

2 10

=

et

S s

S

3

0 50 10 15 20 25 30 35

COLLECTOR-EMITTER VOLTAGE (V)
DS006009-34

Base Emitter Voltage

14

s 12

= —

g 4 =

2

= - ~

5 —~ T~~~ =10A

S 08 =g S~

[T s
X Ic = 0.58

E c

= S

w04 Ie=01AT

9

2

® 02 —H—

0
55 -35-15 50 25 45 65 85 105 125

TEMPERATURE ('C)
DS006009-37

Response Time

OUTPUT VOLTAGE (V)
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FIGURE 1.44 Typical data sheet for a power transistor (page 4). (From National Semiconductor. With permission.)

© 2002 by CRC Press LLC




Typical Performance Characteristics (for k and T Packages) (Continued)
10V Transfer Function 36V Transfer Function
20 T 12 T T T 1
vt=10v 1' v*=36v Ta=+25°C
— | 7 _
z 16 i { =
= Ta=+126°C =
g€ 2+ Z o8
& g
3 Ta=+25C /TA=—55‘C 3
o «
g 0s /1 2
E / g oa
g 04 T 8 .
JJ
0 04 08 12 186 0 04 08 12 16
BASE-EMITTER VOLTAGE (V) BASE-EMITTER VOLTAGE (V)
DS006009-7 DS006009-8
Transconductance Small Signal Frequency
10 Response
= Ta=+25°C il
. [— f =50 kHz 1 —
Z o = Ta=+25°C
E 30 P 5‘: -200
= o
S 2 100 |—
5 10 / z
=3 : o a
2 - = = 0
g BEEi gs
@ / T < w
Z 03 ‘ =2 10
2 o=
= CTTTI— T =5
| R
01 zZg
0.01 01 10 10 5]
COLLECTOR CURRENT (A) 100k oM Tom
DS006009-9 FREQUENCY (Hz)
DS006009-10

FIGURE 1.45 Typical data sheet for a power transistor (page 5). (From National Semiconductor. With permission.)
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FIGURE 1.46 Typical data sheet for a power transistor (page 6). (From National Semiconductor. With permission.)
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Typical Applications

1.0 Amp Voltage Follower

]
1.0uF*
+
+15V
a1
LM195
INPUT
ouTPUT
e
] § LM195
-15v
— s
I 1.0uF
- DS006009-12
*Solid Tantalum
Power PNP Time Delay
EMITTER Hsv

RESET —-| SW, R
9 ouTPUT
a2
LM195 I/
[

LM195

c1 R1 $

e
100F T 1006 S

Vv

p—— COLLECTOR

DS006009-13

*Protects against excessive base drive =
** Needed for stability DS006009-14

1.0 MHz Oscillator

R6
25

aov _‘L - %

ouTPUT
a
LM195
D1 ca c5
N914 100 pF 100 pF 100 pF: RS
I | | 3.0k
- * *—
DS006009-15

FIGURE 1.47 Typical data sheet for a power transistor (page 7). (From National Semiconductor. With permission.)
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Typical Applications (continued)

1.0 Amp Negative Regulator

® Py

l%

104FT
— outpuT
-10V
1.0
o
LM195
R3
100
v-
— 10uFt

+

DS006009-17
tSolid Tantalum

1.0 Amp Positive Voltage Regulator

Vin
36V

10uFF

ouTPUT
4.5V - 34V

DS006009-18
tSolid Tantalum

FIGURE 1.48 Typical data sheet for a power transistor (page 8). (From National Semiconductor. With permission.)
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Typical Applications (continued)

Optically Isolated Power Transistor

DS006009-21

6.0V Shunt Regulator with Crowbar

Vout

Q2
LM195

Fast Optically Isolated Switch
+ p— +
v
N —
- 0UTPUT
_—— o
LM195 L35
R1 R1
33k 33k
p—V" p— —
DS006009-19 DS006009-20
CMOS or TTL Lamp Interface Two Terminal Current Limiter 40V Switch
[ +12v 40v
R1
v 20
> )! + -
q 1A O\ ouTPUT
[i1]
:D__ a1 LM195
LM195
DS006009-22 DRIVE*
oV - 40v
p
-

DS006009-23

*Drive Voltage 0V to > 10V < 42V

Two Terminal 100 mA Current Regulator

C1 —
50 pF =

DS006009-25

DS006009-24

FIGURE 1.49 Typical data sheet for a power transistor (page 9). (From National Semiconductor. With permission.)
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Typical Applications (continued)
Low Level Power Switch Power One-Shot
12v v
% 12v
A2 p: R = 120
1.5M
p— ouTPUT I
c1
0.22uF
a2
LM195
a1
2N2222 _L a1
- LM195
INPUT
DS006009-26
ouTPUT
Turn ON = 350 mV
_ >
Turn OFF = 200 mV/ S R, >120
>
DS006009-27
T=RIC
R2 = 3R1
R2 < 82k
Emitter Follower High Input Impedance AC Emitter Follower
_T_ vt _T— 15V
R1 c1 R3
S0k a1 a1
INPUT
INPUT —MVV— LM195 LM195
R1
@—— ouTPUT 200k 5.0V
> '—0— OUTPUT
R > R4
30
50W
- DS006009-28 pr—— -15V
*Need for Stability DS006009-29
Fast Follower
vt
R1
5.0k
a1
INPUT LM195
D1
1N914*
ouTPUT
Ry
v
DS006009-30
*Prevents storage with fast fall time square wave drive

FIGURE1.50 Typical data sheet for a power transistor (page 10). (From National Semiconductor. With permission.)
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Typical Applications (continued)

Power Op Amp

R +15V
100k

—— 10.F!

a3
TURNS
LM195 z

ouTPUT

RS
10k
INPUT —AAA—d

a1
2N2905

At s
—— 10FT

Q2
LM195

-15V
DS006009-31

*Adjust for 50 mA quiescent current
1Solid Tantalum

6.0 Amp Variable Output Switching Regulator

36V l

Q1
2N2905

a2z
LM195**

1*

)Y Y Y a OUTPUT

4.5V - 30V

R4

c1
500 D.USMFl I
R5
6 1.0k
wios [ AAA—9 AA—AAS— Sro
>

D1 R R8 $
LM103 2.0k 25K > 100
39V .
R6 - 02 c2
2.0k 1N3890 1004FT

DS006009-32
*Sixty turns wound on Arnold Type A-083081-2 core.
** Four devices in parallel
tSolid tantalum

FIGURE1.51 Typical data sheet for a power transistor (page 11). (From National Semiconductor. With permission.)
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Physical Dimensions inches (millimeters) unless otherwise noted

0.350-0.370
(8.8909.398)
DIA

0.240-0.260 0.315-0.335
.096 — 6. (8.001-8.509)
(6.096—6.604) I. o -‘
0.045

(1.143)
MAX

SEATING
i 1 i‘ PLANE
0.500 0.025 MAX UNCONTROLLED
(1;&0) ﬂ (0.635) LEAD DIA
0.016-0.019
, -l L-(“ 2050483 " T
200
(5.080) |00
. 2540)
0.033£0.007
(0.8380.178)
0.028-0.037
0.711-0.940)

N

HO3B (REV £)

TO-5 Metal Can Package
Order Number LM195H/883
NS Package Number HO3B

0.420-0.500 0.325-0.352
[10.67-12.70] [8.26-8.94]
0.980-1.020
o 0.060-0.070
0.151-0.161 - |
X8 3.84-4.09] [24.89-25.01] I [1.52-1.78]
_ 4 0.495-0.510
R[12.57-12.95]
0.660-0.670
[16.76-17.02]
5 0.880-0.915
[22.35-23.24]
0.760-0.775
_ | — 2 [19.30-19.69]
1.177-1.197
[29.90-30.40]
g 0.038-0.043 v
[0.97-1.09] -
UNCONTROLLED
0.210-0.220 2x R 0,15870.178 L%AgznsIA 0.116
Care 4.27-4.52 - | 0.
[5.33-5.59] ! [ ] [0.64] MAX T[T 5 957 MAX
0.425-0.435 SEATING PLANE — ! K024 (REV 6)

[10.80-11.05]

TO-3 Metal Can Package
Order Number LM195K/883
NS Package Number K02A

FIGURE1.52 Typical data sheet for a power transistor (page 12). (From National Semiconductor. With permission.)
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Physical Dimensions inches (millimeters) unless otherwise noted (Continued)

0.240-0.260 _ 0.330-0.350

[6.10-6.60] [8.38-8.89]
0.100-0.120 0.149-0.153
[2.54-3.05] /' [3.78-3.89]

+0.015

0.400 19002 [2.29-2.79] 0.190-0.210
+0.38 A :E“" f L l [4.83-5.33]

[10.16 %332 = _ _ ;
0.048-0.055 _t

0.130-0.160 [1.22-1.40]
L TYP Tvp

PIN #1 1D [3.30-4.06]
1.005-1.035 0.027-0.037
[25.53-26.29] —1  [0.69-0.94]
Y
7 +0.007 +0.18
| 70 ( [?.Sss—?.‘s?g]) I 0.015 10007 [0.38 13221
0.175-0.185 | F—Tr———m
[4.45-4.70] ]~ 1

A
T 0°-6° \‘”" L 0.105 #0019 [2.67 %025
0.048-0.052 -105 Zoo1s [2:67 Zg5
[1.22-1.32] SEATING PLANE

TAPERED
SIDES 1° T038 (REV L)

TO-220 Plastic Package
Order Number LM395T
NS Package Number T03B

LIFE SUPPORT POLICY

NATIONAL'S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT
DEVICES OR SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT AND GENERAL
COUNSEL OF NATIONAL SEMICONDUCTOR CORPORATION. As used herein:

1. Life support devices or systems are devices or 2. A critical component is any component of a life
systems which, (a) are intended for surgical implant support device or system whose failure to perform
into the body, or (b) support or sustain life, and can be reasonably expected to cause the failure of
whose failure to perform when properly used in the life support device or system, or to affect its
accordance with instructions for use provided in the or effectiveness.

labeling, can be reasonably expected to result in a
significant injury to the user.

National Semiconductor National Semiconductor National Semiconductor National Semiconductor
Corporation Europe Asia Pacific Customer Japan Ltd.
Americas Fax: +49 (0) 180-530 85 86 Response Group Tel: 81-3-5639-7560
Tel: 1-800-272-9959 Email: europe.support@nsc.com Tel: 65-2544466 Fax: 81-3-5639-7507
Fax: 1-800-737-7018 Deutsch Tel: +49 (0) 69 9508 6208 Safety Fax: 65-2504466
Email: support@nsc.com English Tel: +44 (0) 870 24 0 2171 Email: ap.support@nsc.com

www.national.com FranQais Tel: +33 (0) 1 41 91 8790

National does not assume any responsibility for use of any circuitry described, no circuit patent licenses are implied and National reserves the right at any time without notice to change said circuitry and specifications.
FIGURE1.53 Typical data sheet for a power transistor (page 13). (From National Semiconductor. With permission.)

protection in low power converters by limiting the current during an external fault. Other methods of
overcurrent protection for more severe faults use a shorting switch, or shunt switch, in parallel with the
transistor. When a fault is detected, an external circuit activates the parallel shorting switch, providing
an alternate path for the fault current.

Overvoltage protection is used to protect a transistor from high voltages. When a transistor is in the
OFF state, high collector-base reverse—bias voltages can cause avalanche breakdown. Avalanche break-
down occurs when the reverse voltage exceeds the reverse voltage limit of the collector—base region. High
collector—base reverse-bias voltages can easily damage the transistor. One simple method to ensure
overcurrent protection of a transistor is to connect an antiparallel diode across the transistor.

Most power transistors are unable to block reverse voltages in excess of 20 V. Reverse voltages can
easily damage the transistor and therefore they should not be used in AC control applications without
a reverse shunting diode connected between the emitter and the collector.

A typical data sheet for a power transistor is provided in Figs. 1.41 through 1.53.
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1.6 MOSFETs

Vrej Barkhordarian

The metal-oxide-semiconductor field-effect transistor (MOSFET) is the most commonly used active
device in very large scale integrated (VLSI) circuits. Figure 1.54 shows the device schematic, current-
voltage characteristics, transfer characteristics and device symbol for a MOSFET. It is a lateral device and
though very suitable for integration into integrated circuits, it has severe limitations at high power levels.
The power MOSFET design is based on the original field-effect transistor and, since its invention in the
early 1970s, has gone through several evolutionary steps. The processing of power MOSFETs is very
similar to that of today’s VLSI circuits although the device geometry is significantly different from the

Source Field Gate Gate . = Drain
contact oxide oxide metallization contact
..................................... + © Drain
n* Source fox

1

p-Substrate ’{

Channel

ID /D

Ves> Vi

0 Ves= V¢ 0

~<—0SB
(Channel or

G | substrate)
S

(d)

FIGURE 1.54 (a) Schematic diagram, (b) current-voltage characteristics, (c) transfer characteristics, and (d) device
symbol for an n-channel enhancement mode MOSFET.

© 2002 by CRC Press LLC



design used in these circuits. Power MOSFETs are commonly used as switches in power electronic
applications.

The invention of the power MOSFET was partly driven by the limitations of bipolar power transistors
which, until recently, were the devices of choice in power electronics applications. Although it is not
possible to define absolutely the operating boundaries of a power device, we will loosely refer to the
power device as any device that is capable of switching at least 1A. The bipolar power transistor is a
current-controlled device and a large base drive current as high as one fifth of the collector current is
required to keep the device in the on state. Also, higher reverse base drive currents are required to obtain
fast turn-off. Despite the very advanced state of manufacturability and lower costs of bipolar power
transistors, these limitations have made the base drive circuit design more complicated and hence more
expensive. There are two further limitations to the bipolar power transistor. First, both electrons and
holes contribute to conduction in BJTs. Presence of holes with their higher carrier lifetime causes the
switching speed to be several orders of magnitude slower than for a power MOSFET of similar size and
voltage rating. Secondly, the BJTs suffer from thermal runaway. The forward voltage drop of a BJT
decreases with increasing temperature causing diversion of current to a single device when several devices
are paralleled. Power MOSFETS, on the other hand, are majority carrier devices with no minority carrier
injection. They are superior to the BJTs in high-frequency applications where switching power losses are
important and can withstand simultaneous application of high current and voltage without undergoing
destructive failure due to second breakdown. Power MOSFETs can also be paralleled easily since the
forward voltage drop increases with increasing temperature, ensuring an even distribution of current
among all components. However, at high breakdown voltages (>~200V) the on-state voltage drop of the
power MOSFET becomes higher than that of a similar size bipolar device with a similar voltage rating,
making it more attractive to use the bipolar power transistor at the expense of worse high-frequency
performance. Figure 1.55 shows the present current-voltage limitations of power MOSFETs and BJTs.
New materials, structures and processing techniques are expected to push these limits out over time. A
relatively new device which combines the high-frequency advantages of the MOSFET with the low on-
state voltage drop of high voltage BJTs is the insulated-gate-bipolar transistor (IGBT).

2000 -

1500
S :
° Bipolar
o transistors
e
2 10001
]
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[e]
T

MOS
500
0 . . - .
1 10 100 1000

Maximum current (A)

FIGURE 1.55 Current-voltage limitations of MOSFETs and BJTs.

© 2002 by CRC Press LLC



Source Gate Polysilicon
@)

oxide gate Source

/metallization
p* Body Region E pi Channels

nt

Drift Region

L\

n~ epilayer y
J SR
/{ p* substrate/( S
(100)
{ !

A

[
Drain
metallization Drain

FIGURE 1.56 Schematic diagram for an n-channel power MOSFET and the device symbol.

n~ epilayer

n~ substrate

FIGURE 1.57 The origin of parasitic components for a power MOSFET.

MOSFET: used in integrated circuits are lateral devices with gate, source and drain all on the top of
the device and with current flow taking place in a path parallel to the surface. Although this design lends
itself to integration, it is not suitable for discrete power device applications due to large distances required
between source and drain in order to maintain isolation. Having all three terminals as the upper surface
makes the metallization and isolation of terminals more complicated from the processing point of view.
The vertical double diffused MOSFET solves this problem by using the substrate of the device as the
drain terminal. Figure 1.56 shows the schematic diagram and the circuit symbol for an #n-channel power
MOSFET. When a positive bias greater than the threshold voltage is applied to the gate, the silicon
surface in the channel region is inverted and a current starts to flow between the source and drain. For
gate voltages of less than V, no surface inversion occurs in the channel and the device remains in the off-
state. The current in this device flows horizontally along the inverted channel first and then vertically
between the drain and source. The term “double-diffused” refers to the two consecutive ion implantation
steps using the poly as a mask. For an n-channel device, the regions formed by double implant and
subsequent diffusion are first p-type to define the channel and then n-type to define the source. The p-
body implant is performed in a separate step. The terms “body drift” and “body-drain” diodes are used
interchangeably to denote the p-n junction formed by this p-body implant and the drift region.

Figure 1.57 shows the physical origin of the parasitic components in an n-channel power MOSFET.
The parasitic JFET appearing between the two body implants restricts current flow when the depletion
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FIGURE 1.58 Schematic diagram of (a) V-groove trench MOSFET showing the current crowding at the apex and
(b) truncated V-groove design.

widths of the two adjacent body diodes extend into the drift region with increasing drain voltage.
Poly line-width and the epi layer resistivity under the poly are two important design parameters for
minimizing the JFET effect. The parasitic BJT can make the device susceptible to unwanted device turn-
on and premature breakdown. The base resistance R, has to be minimized through careful design of the
doping and distance under the source region. These two components and the parasitic resistances are
discussed further in the next sections. There are several parasitic capacitances associated with the power
MOSFET as shown in Fig. 1.57. Cq is the capacitance due to the overlap of the source and the channel
regions by the polysilicon gate and is independent of applied voltage. G, is made up of two parts. The
first part is the capacitance associated with the overlap of the polysilicon gate and the silicon underneath
in the JFET region. The second part is the capacitance associated with the depletion region immediately
under the gate. C,, is a nonlinear function of voltage and is discussed further in the “Dynamic Charac-
teristics” section. Finally, C is the capacitance associated with the body-drift diode and varies inversely
with the square root of the drain-source bias.

There are currently two designs of power MOSFETs. These are usually referred to as the planar and
the trench designs. The planar design has already been introduced in the schematics of Figs. 1.56 and
1.57. Two variations of the trench power MOSFET are shown in Fig. 1.58. The V-groove device is
fabricated by etching a groove in the silicon after the double diffusion step. The use of an anisotropic
etch results in the sides of the groove to be at an angle of 54.7° to the surface of the wafer. Etching stops
when the groove sides, which are planes, reach each other. The gate oxide and gate poly or metallization
are then grown in the groove followed by the source metallization. Current crowding at the apex of the
V-groove reduces current handling capability. In a truncated V-groove design, the anisotropic etch is
stopped before this point is reached. The trench technology has the advantage of higher cell density but
is more difficult to manufacture compared with the planar device.

Static Characteristics

One of the important features of the power MOSFET is the very high input impedance which simplifies
the gate drive circuitry and reduces cost. It is a voltage-controlled device with to gate current flow during
operation. Figure 1.59 shows [-V characteristics of an enhancement mode (normally off) power MOSFET.
Data sheets contain typical graphs which can be used to determine if the device is in the fully on state
or in the constant-current region for a given value of gate bias and drain current. Temperature effect on
threshold voltage (about 6 mV/C reduction) and the difference between typical values of parameters and
the maximums should be taken into account.
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FIGURE 1.59 Current-voltage characteristics of a power MOSFET.

Breakdown Voltage

This is the drain voltage at which the reverse-biased body-drift diode breaks down and a significant
current starts to flow between the source and drain by the avalanche multiplication process, while the
gate and source are shorted together. Breakdown voltage, BV, is normally measured at a drain current
of 250 uA. For drain voltages below BV ¢ and with no bias on the gate, no channel is formed under the
gate at the surface and the drain voltage is entirely supported by the reverse-biased body-drift pn junction.
There are two related phenomena which can occur in poorly designed and processed devices. These are
punch-through and reach-through.

Punch-through is observed when the depletion region on the source side of the body-drift pn-junction
reaches the source region at drain voltages below the rated avalanche voltage of the device. This provides
a current path between source and drain and causes a soft breakdown characteristic as shown in Fig. 1.60.
The leakage current flowing between source and drain is denoted by I 4. Careful selection and optimization
of the doping profile used in the fabrication of a power MOSFET is therefore very important. Figure 1.61
shows a typical diffusion profile for a power MOSFET. The surface concentration of the body diffusion and
the channel length (distance between the two pr-junctions formed by the source diffusion and the channel
diffusion) will determine whether punch-through will occur or not. There are trade-offs to be made between
on-resistance R;,,,, which requires shorter channel lengths and punch-through avoidance which requires
longer channel lengths. An approximate equation giving the depletion region width as a function of silicon
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FIGURE 1.60 Breakdown characteristics of a power MOSFET showing the ideal (sharp) and nonideal (soft)
behaviors.

1026 L 1

1025 - n+ -

1024_ -
&
£
c
Re]
8 1021 -
<
3
§ ~—— Surface region
.g 1022 Along carrier path
s
a

107" Epilayer

Drain drift
102 Source Channel region
0 1 2

Distance along channel (um)

FIGURE 1.61 Typical doping profile of a power MOSFET, in a direction parallel to the device surface. Threshold
voltage is determined by the peak carrier concentration in the channel region.

background doping is given by:

Wz

4e, KT, [N,
ln[ }

: A4 (1.1)
q Ny

n;

where €, is semiconductor permittivity, K is Boltzmann’s constant, T is temperature in K, ¢ is electronic
charge, N, is background doping, and #; is the intrinsic carrier density.
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FIGURE 1.62 The origin of the internal resistances in a power MOSFET.

Also, higher channel implant dose is beneficial from the punch-through point of view since depletion
width will be smaller, but the R, will suffer through reduced carrier mobility. The design of the doping
profile involves choosing channel and source implant doses, diffusion times and temperatures that give
a designed threshold voltage while simultaneously minimizing R, and Is. Optimizing these perfor-
mance parameters with manufacturability in mind is one of the challenges of power MOSFET design.

The reach-through phenomenon, on the other hand, occurs when the depletion region on the drift
side of the body-drift pn-junction reaches the epilayer-substrate interface before avalanching takes place
in the epi. Once the depletion edge enters the high carrier concentration substrate, a further increase in
drain voltage will cause the electric field to quickly reach the critical value of 2 x 10° V/cm at which
avalanching begins.

Other factors that affect the breakdown voltage of power MOSFETSs for a given epitaxial layer include
termination design, cell spacing (poly line width) and curvature of the body diode depletion region in
the epi which is a function of diffusion depth. Power MOSFETs are designed such that avalanche
breakdown occurs in the active area first.

On-Resistance

The on-state resistance of a power MOSFET is made up of several components as shown in Fig. 1.62.

Rdsan = Rsource + Rch + RA + R] + RD + Rsub + chml (12)

where

R, e = source diffusion resistance

R, = channel resistance

R, = accumulation resistance

R, = the “JFET” component-resistance of the region between the two body regions

R, = drift region resistance

R, = the substrate resistance; wafers with resistivities of up to 20 mQ-cm are used for high-voltage

devices and less than 5 mQ-cm for low-voltage devices

R, = sum of bond wire resistance, contact resistance between the source and drain metallization
and the silicon, metallization resistance, and leadframe contributions; these are normally
negligible in high-voltage devices but can become significant in low-voltage devices
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FIGURE 1.63 Relative contributions to R, in devices with different voltage ratings.

Figure 1.63 shows the relative importance of each of the components to R, over the voltage spectrum.
As can be seen, at high voltages the R, is dominated by epi resistance and the JFET component. This
component is higher in high-voltage devices due to the higher resistivity or lower background carrier
concentration in the epi. At lower voltages, the R, is dominated by the channel resistance and the
contributions from the metal to semiconductor contact, metallization, bond wires, and leadframe. The
substrate contribution becomes more significant for lower breakdown voltage devices.

Transconductance

This parameter is a measure of the sensitivity of drain current to changes in gate-source bias and is
defined as:

Al
g = (AVgs) V,; constant (1.3)

i.e., the gradient of the I, vs. V,, graph. In the saturation region, g is given by:
w
gfs = ucaxf(vgs_ Vth) (14)

This parameter is normally quoted for a V,, that gives a drain current equal to about one half of the
maximum current rating value and for a V)¢ that ensures operation in the constant current region. With
mobility u fixed for a given semiconductor, the design parameters influencing transconductance of a
MOSEET are gate width W, channel length L, and gate oxide thickness ¢, and hence C,,. Gate width is the
total polysilicon gate perimeter of the cellular structure and increases in proportion to the active area as
the cell density increases. The cell density has increased over the years from around half a million per square
inch in 1980 to around 8 million for planar MOSFETs and around 12 million for the trench technology at
the present time. The limiting factor for even higher cell densities is the photolithography process control
and resolution which allows contacts to be made to the source metallization in the center of the cells.
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Reduced channel length is beneficial to both g and on-resistance, with punch-through as a trade-off.
The lower limit of this length is set by the ability to control the double-diffusion process and is around
1 to 2 um today. Finally, reductions in gate oxide thickness give higher C,, and higher g;. The reduction
in oxide thickness will reduce V,;, unless channel implant dose is increased which in turn will cause a higher
R.,- Ultimately, the lower limit of £, is set by the maximum gate-source voltage rating. This is £30 V for
high-voltage devices and 20V for lower-voltage logic-level devices used in portable electronic applications.

Threshold Voltage

This is defined as the minimum gate electrode bias required to strongly invert the surface under the poly
and form a conducting channel between the source and the drain regions. V,, is usually measured at a
drain-source current of 250 tA. A value of 2 to 4 V for high-voltage devices with thicker gate oxides and
logic-compatible values of 1 to 2 V for lower-voltage devices with thinner gate oxides are common. With
power MOSFETs finding increasing use in portable electronics and wireless communications where
battery power is at a premium, the trend is toward lower values of R, and V,,. Gate oxide quality and
integrity become major issues as the gate oxide thickness is reduced to achieve lower V,,. An approx-
imate expression for V,, is given by:

4€ KTN, In(N,/n
:/\/ €, A 1’1( A ”')—i—ﬁln(NA/n;) (15)
(eox/tox) 9

th

where €, and ¢, are oxide permittivity and thickness and the other parameters are defined in Eq. (1.1).

Processing methods used and their influence on the chemistry of the silicon surface have pronounced
effects on V,,. Fixed and mobile surface and interface charges as well as charges in the gate oxide act to
change the value of V,, from the intended value. Therefore, control of these charges in the process is
necessary for obtaining consistent V,;, values in production. Also, the presence of mobile charges away
from the gate oxide and oxide/silicon interface may find their way to the device surface over the lifetime
of the device and cause a gradual shift in V,,. For example, sodium ions in the low-temperature oxide
(LTO) or in the metallization can cause a shift in V,;, by changing the charge distribution at the interface.
Accelerated life-tests are used by manufacturers to evaluate new processes and also to monitor V,, shift
in production. Monitoring and control of contamination in the clean room equipment are routinely
carried out by capacitance-voltage measurements of test diodes.

In real devices, V,, is altered by the unequal metal and semiconductor work functions. Denoting the
barrier height between the metal and silicon oxide as ¢, the work function difference is given by:

q¢nrs = q¢B+an_(q%+Eg/2+qWB) (16)

where v is the potential difference between the intrinsic and Fermi levels in the semiconductor; y and
X are the semiconductor and oxide electron affinities and E, is the semiconductor band-gap energy.

Taking into account this effect and also the various fixed and mobile charges that may alter the value
of V,, from that given above, the expression for V,, becomes:

QS+Q$S+Q1+QFC) (1.7)

Vth= ¢m5+2WB_( C

ax

where

Q, = surface charge, which is a function of surface potential and determines channel conductivity

Q. =interface state charge (typically 10" to 10" cm *); caused by dangling bonds at the semiconductor
surface, these can charge and discharge with changes in the surface potential

Q, = charge due to mobile ions in the oxide

Qpc = fixed surface charge at the silicon—oxide interface
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FIGURE 1.64 Typical source-drain (body) diode forward voltage characteristics.

It is worth mentioning that the success of silicon devices lies partly in the low density of these interface
states which is due to the existence of native oxide in silicon as opposed to other semiconductors such
as GaAs where such a native oxide does not exist and oxide layers have to be deposited with several orders
of magnitude higher interface state densities.

Diode Forward Voltage (Vi or V)

This is the guaranteed maximum forward drop of the body-drain diode at a specified value of source
current. Figure 1.64 shows a typical I-V characteristic for this diode at two temperatures. p-Channel
devices have higher values of V. due to the higher contact resistance between metal and p-silicon compared
with n-type silicon. Maximum values of 1.6 V for high-voltage devices (>100 V) and values of 1.0 V for
low-voltage devices (<100 V) are common.

Power Dissipation
The maximum allowable power dissipation which will raise the die temperature to the maximum allow-
able when the case temperature is held at 25°C is an important parameter and is given by:

T. 25
P, = (Jm—) (1.8)
d Rth/c

where T, .. is the maximum allowable temperature of the pn junction in the device (normally 150 or

jmax

175°C) and Ry, is the junction to cause thermal impedance of the device.

Dynamic Characteristics

Switching and Transient Response

When the MOSFET is used as a switch, its basic function is to control the drain current by the gate
voltage. Figure 1.65 shows the transfer characteristics and an equivalent circuit model often used for the
analysis of MOSFET switching performance. For a detailed discussion of this topic see Chapter 4 in Grant
and Gower (1989). The following is a summary of the important points.

The switching performance of a device is determined by the time required to establish voltage changes
across capacitances and current changes in inductances. R is the distributed resistance of the gate and
is approximately inversely proportional to active area. Values of around 20 Q-mm” are common for the
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FIGURE 1.65 (a) Transfer characteristics and (b) an equivalent circuit diagram showing the MOSFET parasitic
components that have the greatest effect on switching speed.

product of R; and active area for polysilicon gates. L; and L, are source and drain lead inductances and
are around a few tens of nH. The physical origin of the capacitances Cgg, Cgp, and Cpg were discussed
in the introduction of this chapter regarding the device schematic shown in Fig. 1.57. The typical values
of input (Cy,), output (C,,), and reverse transfer (C,,,) capacitances given in the data sheets are used by
circuit designers as a starting point in determining circuit component values. The data sheet capacitances
are defined in terms of the equivalent circuit capacitances as:

Cis = Cgs+ Csp,  Cpg shorted
Crss = CGD
Cass = CDS + CGD

The gate-to-drain capacitance Cgp, is a nonlinear function of voltage and is the most important parameter
since it provides a feedback loop between the output and the input of the circuit. Cgj, is also called the
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FIGURE 1.66 Switching time test circuit and resulting Vs and V), waveforms.

Miller capacitance since it causes the total dynamic input capacitance to become greater than the sum
of the static capacitances.

Figure 1.66 shows a typical switching time test circuit. Also shown are the components of the rise and
fall times with reference to the Vg and V), waveforms. Turn-on delay, ;) is the time taken to charge
the input capacitance of the device before drain current conduction can start. Similarly, turn-off delay
ta0fr) 15 the time taken to discharge the capacitance after the gate is switched off.

Gate Charge

Although input capacitance values are useful, they do not provide accurate results when comparing the
switching performances of two devices from different manufacturers. Effects of device size and transcon-
ductance make such comparisons more difficult. A more useful parameter from the circuit design point
of view is the gate charge rather than capacitance. Most manufacturers include both parameters on their
data sheets. Figure 1.67 shows a typical gate charge waveform and the test circuit. When the gate is
connected to the supply voltage, Vq starts to increase until it reaches V,;, at which point the drain current
starts to flow and the Cgq starts to charge. During the period ¢, to t,, Cg continues to charge, the gate
voltage continues to rise and the drain current rises proportionally. At time t,, Cg is completely charged
and the drain current reaches the predetermined current I, and stays constant while the drain voltage
starts to fall. With reference to the equivalent circuit model of the MOSFET shown in Fig. 1.67, it can
be seen that with Cg; fully charged at t,, V;g becomes constant and the drive current starts to charge the
Miller capacitance Cgp,. This continues until time #;. Note that the charge time for the Miller capacitance is
larger than that for the gate to source capacitance Cg, due to the rapidly changing drain voltage between
t, ant #; (current = C dV/dt). Once both of the capacitances Cg and Cg, are fully charged, the gate voltage

© 2002 by CRC Press LLC



TEST CIRCUIT
(@

| |
T <'OG§N<_ OGD —>
1

' 1 DRAIN! o

rw VOLTAGE /ORAIN CURRENT
| L
1

*

Ip

Y

WAVEFORM
(b)

FIGURE 1.67 (a) Gate charge test circuit and (b) resulting gate and drain waveforms.

Vs starts increasing again until it reaches the supply voltage at time ¢,. The gate charge (Qgs + Qgp)
corresponding to time t; is the bare minimum charge required to switch the device on. Good circuit
design practice dictates the use of a higher gate voltage than the bare minimum required for switching
and therefore the gate charge used in the calculations is Q corresponding to t,.

The advantage of using gate charge is that the designer can easily calculate the amount of current required
from the drive circuit to switch the device on in a desired length of time; since Q = CV and I = C dV/dt
then Q = time X current. For example, a device with a gate charge of 20 nC can be turned on in 20 us if a
current of 1 mA is supplied to the gate or it can turn on in 20 ns if the gate current is increased to 1 A.
These simple calculations would not have been possible with input capacitance values.

dVv/dt Capability
This is also called the peak diode recovery and is defined as the maximum rate of rise of drain-source

voltage allowed. If this rate is exceeded then the voltage across the gate-source terminals may become
higher than the threshold voltage of the device, forcing the device into the current conduction mode and
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FIGURE 1.68 Equivalent circuit model of a power MOSFET showing the two possible mechanisms for dV/dt-
induced turn-on. (From Baliga, B. J., Modern Power Devices, © 1987 John Wiley & Sons, Inc., New York. Reprinted
by permission of John Wiley & Sons, Inc.)

under certain conditions a catastrophic failure may occur. There are two possible mechanisms by which a
dV/dt induced turn-on may take place. Figure 1.68 shows the equivalent circuit model of a power MOSFET,
including the parasitic BJT. The first mechanism of dv/dt induced turn-on becomes active through the
feedback action of the gate-drain capacitance Cg;,. When a voltage ramp appears across the drain and
source terminals of the device, a current I, flows through the gate resistance R; by means of the gate-
drain capacitance Cg,. R is the total gate resistance in the circuit and the voltage drop across it is given by:

Ves = IL1Rg

(4 o

When the gate voltage Vi exceeds the threshold voltage of the device V,, the device is forced into
conduction. The dV/dt capability for this mechanism is thus set by:

av _ Vth
()~ = o

It is clear that low V,, devices are more prone to dV/dt turn-on. The negative temperature coefficient of
Vi, 1s of special importance in applications where high-temperature environments are present. Also, gate
circuit impedance has to be chosen carefully in order to avoid this effect. Cy, is an internal device
parameter and is determined by the overlap area between poly gate and silicon and gate oxide thickness.
Higher gate oxide thicknesses reduce Cgp, and also increase V,;, both advantageous to dV/dt rating, as
long as the higher V; is acceptable in the application.

The second mechanism for the dV/dt turn-on in MOSFETs is through the parasitic BJT as shown in
Fig. 1.69. The capacitance associated with the depletion region of the body diode extending into the drift
region is denoted as Cp; and appears between the base of the BJT and the drain of the MOSFET. This
capacitance gives rise to a current I, which flows through the base resistance Ry when a voltage ramp
appears across the drain-source terminals. With analogy to the first mechanism, the dV/dt capability of
this mechanism is given by:

dvy Vg
(dt) B RyCpp (1.11)
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FIGURE 1.69 Physical origin of the parasitic BJT components that may cause dV/dt-induced turn-on in power
MOSEET. (From Baliga, B. J., Modern Power Devices, © 1987 John Wiley & Sons, Inc., New York. Reprinted by
permission of John Wiley & Sons, Inc.)

If the voltage that develops across Ry is greater than about 0.7 V, then the base—emitter junction is forward-
biased and the parasitic BJT is turned on. Under the conditions of high dV/dt and large values of Ry, the break-
down voltage of the MOSFET will be limited to that of the open-base breakdown voltage of the BJT. If
the applied drain voltage is greater than the open-base breakdown voltage, then the MOSFET will enter
avalanche and may be destroyed if the current is not limited externally.

Increasing dV/dt capability therefore requires reducing the base resistance R, by increasing the body
region doping and reducing the distance the current I, has to flow laterally before it is collected by the
source metallization. As in the first mode, the BJT related dV/dt capability becomes worse at higher
temperatures since Ry increases and Vy; decreases with increasing temperature.

Applications

The following are two of the major markets where power MOSFETs are finding increasing applications
as either logic-controlled or analog switches.

Portable Electronics and Wireless Communication

With the recent advances in the portable electronic products, low R, logic level surface mount power
MOSFET are experiencing explosive demand. A portable computer, for example, uses power MOSFETs
in the AC-DC converters, the DC-DC converters and voltage regulators, load management switches,
battery charger circuitry, and reverse battery protection. Required features of MOSFETs in these appli-
cations are small size, low power dissipation, and low on-resistance for extended battery life. Reduction
of both conduction and switching losses are important considerations in the design of MOSFETs aimed
at this market.

Automotive

Mechanical contact breakers have mostly been replaced by semiconductor devices in ignition circuits in
modern cars. A suitable semiconductor device must be capable of blocking high voltages in a severe
environment where line voltage surges are common due to the opening and closing of switches and the
connection and disconnection of inductive loads during maintenance and loose connections. Bipolar
transistors with their susceptibility to secondary breakdown are not suited whereas power MOSFETs with
avalanche capability are ideally suited. Voltage transients are clamped by the avalanching of the MOSFET
without the need to use any external protection circuits.
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In 12-V battery vehicles the most commonly used MOSFETs are rated at 50 or 60 V breakdown volt-
ages. The significant guard-banding is necessary in order to avoid device failure due to the alternator
producing high voltages after shedding a heavy load.

The other features of power MOSFETs which make them suitable for the automotive applications are high
dV/dr ratings, high-temperature performance, ruggedness and high reliability. Logic level, surface mount
devices with low R, have recently found application in this field. The smaller footprint of surface mounts
offers space savings and the lower R, does away with the need to parallel devices to reduce on-resistance.
This in turn translates into fewer device counts and heat-sinks which lowers the overall cost.

In addition to ignition control, power MOSFETs are used in anti-lock brake (ABS) systems, electronic
power steering (EPS) systems, air bags, electronic suspension, and numerous motor control applications
such as power windows, power seats, radiator fan, wipers, fuel pump, etc.
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1.7 General Power Semiconductor Switch Requirements

Alex Q. Huang

A power semiconductor switch is a component that can either conduct a current when it is commanded
ON or block a voltage when it is commanded OFF through a control. This change of conductivity is
made possible in a semiconductor by specially arranged device structures that control the carrier trans-
portation. The time that it takes to change the conductivity is also reduced to the microsecond level
compared with the millisecond level of a mechanical switch. By employing this kind of switch, a properly
designed electrical system can control the flow of electric energy, shaping the electricity into desired
forms.

Parameters describing the performance of a power conversion system include reliability, efficiency,
size, and cost. The power switch plays an important role in determining these system-level performances
[1]. To facilitate the analysis, a simple buck converter shown in Fig. 1.70a (buck converter) and 1.70b
(its switching waveforms) is used as an example. There are two switches SW and D; in the circuit. The
purpose of this circuit is to deliver energy from a power source with a higher voltage V. to the load
with a lower voltage V,, requirement. When the power switch SW is on, the energy is delivered from the
source V. through switch SW, inductor L to the load. When the output voltage is high enough, this
energy link will be shut down by turning off SW. Energies stored in L and C, will maintain the load
voltage. The typical circuit waveforms are depicted in Figs. 1.70a and b its switching waveforms. The
circuit has four different operating modes: (1) (t,—t,) SW off and D; on; (2) (f,—t;) SW turn-on and D,
turn-off; (3) (#,-t,) SW on and Dy, off; (4) (t,—t;) SW turn-off and D, turn-on.

Generally, the following parameters are important for a semiconductor switch designed for power
conversion applications:

Maximum current carrying capability

Maximum voltage blocking capability

Forward voltage drop during ON and its temperature dependency
Leakage current during OFF

Thermal capability

A
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FIGURE 1.70 (a) Buck converter and (b) its switching waveforms.

6. Switching transition times during both turn-on and turn-off
7. Capability to stand dV/dt when the switch is OFF or during turn-off
8. Capability to stand dI/dt when the switch is ON or during turn-on
9. Controllable dI/dt or dV/dt capability during switching transition
10. Ability to withstand both high current and voltage simultaneously
11. Switching losses
12. Control power requirement and control circuit complexity

The above items can be further divided into three categories: static, dynamic, and control parameters.
Items 1 to 5 relate to the static performance of a switch. Both current and voltage ratings describe the
power handling capability of a switch. For a certain application, devices with higher current and voltage
ratings are more robust to transient overcurrent and voltage due to switching transitions or circuit faults,
increasing the system level reliability. For the buck converter, the nominal current of SW when it is on
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is equal to the current of the output inductor. However, SW will experience higher peak current during
the turn-on period between t, and t; due to diode Dy reverse recovery. When the load R, is shorted or
Dy is fail shorted, SW will observe a much higher fault current.

Lower forward voltage drop and leakage current lead to a lower power loss, which is good from the
energy efficiency and the thermal management point of view. Between £, and ¢, SW is on and its power
dissipation is (I;V}), where V. is the forward voltage drop of SW. Between t; and t,, SW is off and its power
dissipation is (VeI k), where I, is the leakage current of SW. Good thermal capability, which refers to
the thermal resistance from the device to ambient and the maximum temperature the device can withstand,
allows the device to operate at its full power rating instead of being limited by the thermal management.

Items 6 to 11 are related to the dynamic performance of a switch. Short transition times are required
to increase the switching frequency and reduce the switching loss. The latter is caused by the overlap of
current and voltage on the switch. For the buck converter, the turn-on transition time of SW is (¢; — t,)
and the turn-off transition time is (t; — t,). The current/voltage of the switch overlaps; hence, its switching
losses are approximately proportional to the switching times. Item 7 describes the external dV/dt immu-
nity of the device. In a system, the switch is generally exposed to a complex electromagnetic environment.
However, the state and the operation of the switch should only be controlled by its control command
instead of the environment. When the switch is in the OFF state or during turn-off operation, the switch
should stay OFF or continue its turn-off process no matter what the external dV/dt across its anode and
cathode (or collector/emitter) is. Similarly, there is a dI/dt requirement when the switch is ON or during
the turn-on transition. Devices with a large cell size such as the gate turn-off (GTO) thyristor have lower
dl/dt limitations because of the longer time required for uniform current distribution.

While a good switch should be able to withstand severe dynamic voltage and current changes, it should
also be able to provide the system with an acceptable electromagnetic noise. This requires the controllable
dl/dt and dV/dt capabilities from the switch [2]. A typical turn-on operation of a switch in a power
conversion system is associated with a turn-off process of another switch (or diode). The dI/dt is generally
determined by the turn-on switch and shared by the turn-off switch, which may not be able to withstand
the high dI/dt. For example, a diode has a turn-off problem and high turn-off dI/dt may overstress it.
In the buck converter, the turn-off of the diode D; is accompanied with the turn-on of SW starting
from t,. The falling dI/dt of the D; of the is equal to that of rising dI/dt of the SW. After t,, D, enters its
reverse recovery process, experiencing its highest instant power before its current finally goes to zero.
To protect these associated devices effectively, the maximum turn-on dI/dt should be limited. Similarly,
a typical turn-off operation of a switch in a power conversion circuit is associated with a turn-on process
of another switch (or diode). The dV/dt is generally determined by the turn-off switch and shared by the
turn-on switch, which may not be able to withstand the high dV/dt. The maximum dV/dt of the active
switch should be limited to protect the associated switches. Both dV/dt and dI/dt controls normally require
a device to possess a forward-biased safe operation area (FBSOA) [3]. The FBSOA defines a maximum V—
I region in which the device can be commanded to operate with simultaneous high voltage and current.
The device current can be controlled through its gate (or base) and the length of the operation is only
limited by its thermal limitation. Devices with FBSOA normally have an active region in which the device
current is determined by the control signal level, as is shown in Fig. 1.71. It should be noted, however,
that dI/dt control in practice means slowing down the transient process and increasing the turn-on loss.

During a typical inductive turn-off process, the voltage of a switch will rise and its current will decrease.
During the transition, the device observes both high voltage and high current simultaneously. Figure 1.72
depicts the typical voltage—current trajectory of an inductive turn-off process as is the case in the buck
circuit shown in Figs. 1.70a and b, between ¢, and f; in time domain. The current of the device stays
constant while its voltage rises. Its current begins to decrease once its voltage reaches its nominal value.
The voltage spike is caused by the dI/dt and stray inductance in the current commutation loop. On the
I-V plane of the device, the curve that defines the maximum voltage and current boundary within which
the device can turn off safely, is referred to as the reverse-biased safe operation area (RBSOA) [4] of the
device. Obviously, the RBSOA of a device should be larger than all its possible turn-off I-V trajectories.
Devices without a large enough RBSOA need an external circuit (such as an auxiliary soft-switching circuit
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FIGURE 1.72 Turn-off I-V trajectories of a device under typical inductive load condition with and without a turn-
off snubber.

or a dV/dt snubber) to shape their turn-off -V trajectories to a smaller one to ensure safe turn-off
operation. Devices with turn-off snubbers can therefore survive with a much smaller RBSOA. However,
a dV/dt snubber increases the component count of the system, hence the system’s size and cost. The turn-
off operation conducted without the help of a snubber is called snubberless turn-off or hard turn-off,
whereas a process with the help of a snubber is called snubbered turn-off.

During the turn-on transition, a switch will also observe both high voltage and high current simul-
taneously. Figure 1.73 depicts the typical voltage—current trajectory of an inductive turn-on process as
is the case in the buck circuit shown in Fig. 1.70 between ¢, and ¢; in time domain. The voltage of the
device stays constant while its current increases until it hits the nominal current level of the device. The
current overshoot is due to the reverse recovery of an associated diode (or a switch). A device without
a large enough FBSOA needs an external snubber circuit to help its I-V trajectory, as is shown in Fig.
1.73. The stress on the device can be significantly reduced with the turn-on snubber. However, a turn-
on snubber circuit also increases the component count, size, and cost of a system.
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FIGURE 1.74 Forward I-V characteristics of two types of devices with and without self-current limiting capability.

Item 10 defines the capability of a switch to withstand high instant power. However, this capability
during turn-on and turn-off will be different for a semiconductor device because of the difference in
free carrier distribution. RBSOA is mostly used to describe the turn-off capability of a device, while
FBSOA is used to measure its turn-on capability. FBSOA, as implied by its name, is also used to measure
the ability of a device to withstand high voltage and high current under DC and short-circuit conditions.

A load short circuit is a threat to the device that is ON or is turning on in a typical circuit. A temporary
load short can introduce an extremely high current that generates high instant power dissipation, leading
to the failure of the switch. To effectively protect the switch under a short-circuit condition, the ability
to limit its maximum current at a given DC voltage is required. In this case, the peak instant power is
(Veel i), whereas for a device without this ability it is (Viclr), where Vi is the DC voltage, I}, is the
maximum current limitation of the device, and r is the effective resistance of a device while it is ON.
Since r is normally low in a practical device, the instant power of a device under a load short circuit
without the maximum current limitation is much higher. Figure 1.74 shows the I-V characteristics during
the ON state for devices with or without the self-current limitation capability.
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The ability of a switch to limit its maximum current regardless of the voltage applied is an effective
method to limit its instant power. A device with FBSOA capability normally has self-current limiting
capability and, hence, can survive a short-circuit fault for a short time as determined by its thermal
limitation [5].
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1.8 Gate Turn-Off Thyristors
Alex Q. Huang

The first power semiconductor switch that was put in use was the silicon controllable rectifier (SCR) [1]
invented in 1950s. The SCR is a latch-up device with only two stable states: ON and OFF. It does not
have FBSOA. It can be switched from OFF to ON by issuing a command in the form of a small gate-
triggering current. This will initiate a positive-feedback process that will eventually turn the device on.
The SCR has a good trade-off between its forward voltage drop and blocking voltage because of the strong
conductivity modulation provided by the injections of both electrons and holes. Moreover, the structure
of an SCR is very simple from a manufacturing point of view because its gate can be placed at one small
region. The size of a single SCR can therefore be easily expanded to increase the current capability of the
device without too many processing problems. There are 8.0 kA/10.0 kV SCRs commercially available
that use a 6-in. silicon wafer for current conduction. However, SCRs cannot be turned off through their
gate controls.

Because of the limitation of the turn-off controllability of the SCR, the gate turn-off (GTO) thyristor
[2] was subsequently developed. As its name denotes, a GTO is a device that can be turned off through
its gate control. Its basic structure is very similar to that of an SCR. However, many gate fingers are placed
in the GTO surrounding its cathode. During a turn-off operation, the latch-up mechanism can be broken
through the gate control. A GTO is thus a device with full gate control and similar high current-voltage
rating of an SCR. To date, the GTO has the highest power rating and the best trade-off between the
blocking voltage and the conduction loss of any fully controllable switch. However, the dynamic perfor-
mance of GTOs is poor. A GTO is slow in both turn-on and turn-off. It lacks FBSOA and has poor
RBSOA so it requires snubbers to control dV/dt during the turn-off transition and dI/dt during turn-on
transition.

The GTO thyristor was one of the very first power semiconductor switches with full gate control. It
has served many power applications ranging from low power (below 100 W) in its early years to high
power up to hundreds of megawatts. A state-of-the-art GTO can be fabricated on a silicon wafer as big
as 6 in. and can be rated up to 6.0 kA and 6.0 kV [3]. This rating is much higher than the ratings of any
other fully controllable devices.

The GTO static parameters are excellent: low conduction loss due to its double-sided minority carrier
injection, high blocking voltage, and low cost due to its fabrication on a large single wafer. However, its
dynamic performance is poor. The requirements of a dV/dt snubber during turn-off operation, a dl/dt
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snubber during turn-on operation, and minimum on and off times make the GTO difficult to use. To
improve the dynamic performance of the GTO while keeping its good static performance, a better
understanding of the mechanism of the GTO is necessary. In this section, the basic operating principle
of the GTO, its advantages and disadvantages, and the mechanism that determines its performance are
summarized and discussed. A new gate-driving concept, namely, unity-gain turn-off, is then introduced.
The advantages of this special driving method are analyzed and discussed. Finally, all known approaches
that make use of this special driving technique are summarized.

GTO Forward Conduction

Figure 1.75a illustrates the cell structure and the doping profile of a typical high power GTO. Figure 1.75b
shows the two-transistor GTO model; and Fig. 1.75¢ is a photograph of a 4-in. GTO along with its gate
lead. The structure is a three-terminal, four-layer pnpn structure with a lightly doped n” voltage-blocking
layer in the center [4]. The electrode on the external p' layer is called the anode where the current
normally flows into the device. The electrode on the external " layer is called the cathode from where
the current normally flows out. The electrode on the internal p layer (p-base) is called the gate, which
is used for control.

The operating principle of a GTO can be understood through its equivalent circuit model shown in
Fig. 1.75b. The pnp transistor represents the top three layers of the GTO, whereas the npn transistor

Anode : Doping Profile
! | H »
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: | g1 i
: A :
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el NV R
Cathode
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FIGURE 1.75 (a) GTO cell structure and its doping profile; (b) The two-transistor GTO model; (c) a photograph
of a 4-in. GTO along with its gate lead.
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FIGURE 1.77 Current flow in a GTO with gate drive current.

represents the bottom three layers of the GTO. Since the n™ layer serves as the base of the pnp and the
collector of the npn, and the internal p layer serves as the base of the npn and the collector of the pnp,
the two transistors are cross-coupled. This structure has two stable states: ON and OFF, which are
determined by its gate control. When a current is injected into the GTO from its gate to its cathode, the
npn structure is turned on and its collector current flows from the anode of the GTO through J, junction.
Since J; is the emitter junction of the pnp structure, the collector current of the pnp is then the base
current of the npn. The two transistors therefore provide base currents to each other, forming a positive
feedback among them until they reach a self-sustaining state commonly known as latch-up or latched.
Under the latched condition, high-level minority carrier injections are available from the anode to the
cathode, with all three pn junctions forward-biased. A high conductivity therefore exists from anode to
cathode, allowing high current to flow from the anode to the cathode. Figure 1.76 illustrates this turn-
on process.

At the silicon level, the turn-on of junction J; results in the injection of electrons into the p-base region.
These electrons diffuse across the p-base and are mostly collected by the reverse biased junction J,. To
maintain the continuity of the current, junction J; will supply a current by injecting holes into the n~
region. Part of these holes will diffuse across the n~ region and are collected by junction J,, resulting in
more electron injection from junction J;. When both transistors operate at sufficient current gain, a
positive feedback mechanism is sufficient to result in latch-up.

Let the common base current gain of the pnp and npn be «,,, and o,,,, respectively. Normally, @,
is lower than @, since the pnp is a wide-base structure. The current flow inside a GTO is illustrated in

Fig. 1.77. At junction J,, the current due to cathode side injection is ¢,,,Iy; the current due to anode side
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injection is ¢,,,I,; and the leakage current is I;. According to Kirchhoff’s law,

Iy = 0l + @y I+ 1 (1.12)
and
I, = Ix—1g (1.13)
Combining these equations,
Iy = (o, I+ 1)/(1 -, — Oy,) (1.14)

This equation shows that the thyristor structure can sustain its anode current by itself once the sum
of the common base current gain (@, + @,,,) of both transistors is approaching unity. For a GTO, ,,,
is designed low and is normally depending on I; to ensure its gate turn-off capability. This will be
discussed later. With this self-sustaining capability, the gate of a GTO does not need to supply a lot of
current and does not need to be very close to its cathode as is necessary in a bipolar junction transistor
(BJT) design. The dimension of a typical GTO cell shown in Fig. 1.75 is 100 to 150 um wide. This is
very large compared with the micron and/or even submicron process used for modern MOSFETs and
insulated gate bipolar transistors (IGBTs). The large cell size design is cost-effective and makes it possible
to fabricate large single-die devices to boost their current capability. A state-of-the-art GTO die is as large
as 6-in. in diameter with a turn-off current capability of up to 6.0 kA [3]. Figure 1.75c shows a large
GTO fabricated by ABB. The GTO shown is fabricated on a 4-in. silicon wafer consisting of thousands
of cells like the one shown in Fig. 1.75 and packaged in a so-called press-pack or hockey-puck package.

The large cell structure in the GTO introduces a current spreading problem during the turn-on
transition of a GTO. When a gate current is injected, the turn-on occurs first in the vicinity of the gate
contact. The conduction area then spreads across the rest of the cathode area. This can be characterized
by a propagation velocity called the spreading velocity [5]. Experimental measurements [6] have shown
a typical spreading velocity of 5000 cm/s. This velocity also depends on the GTO design parameters, the
gate turn-on injection current, and its dI/dt.

Because of this spreading velocity, it takes time for the whole GTO cell to turn on. To avoid overstressing
the part of the cell that is turned on first, the increasing rate of the anode current should be limited. This
sets the maximum turn-on dI/dt limitation for a GTO.

The major advantages of the GTO are its low forward voltage drop and high-voltage blocking capability.
These can be understood as the major benefits of its double-side minority carrier injection mechanism.
For high-voltage GTO, a thick and lightly doped #-base is needed (see Fig. 1.75). The forward voltage
drop in this case is mainly determined by the resistive voltage drop in the voltage-blocking region where
minority carriers play an important role.

Figure 1.78a shows the minority carrier distribution in the n region of a GTO and Fig. 1.78b shows
the case of an IGBT (see Section 1.9). For the same blocking voltage design, their n” regions should have
similar thickness and doping. Since there is only one transistor in the IGBT structure, minority carriers
can only be injected from one side; therefore, the conductivity modulation in the n™ region is weaker
than that of the GTO. In the GTO, since there are two transistors, minority carriers can be injected from
both ends, making a more uniform plasma distribution in the whole area. For a 4.5-kV state-of-the-art
GTO, its forward voltage drop at a current density of 50 A/cm’ can be as low as 2.0 V [7] if a constant
gate current injection presents. Figure 1.79 shows the on-state characteristics of a state-of-the-art GTO
manufactured by ABB [7]. The forward voltage drop at 2000 A is only about 1.5 V for this 4.5-kV GTO.
This result is typical of a low conduction loss GTO.
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FIGURE 1.78 On-state minority carrier distribution in the voltage blocking region for (a) GTO and (b) IGBT.

GTO Turn-Off and Forward Blocking

If the GTO gate is pulling out current from the GTO, the current injection into the npn base will be
reduced. Once this is reduced below a certain level, the collector current of the npn, and hence the base
current of the pnp, will also decrease, leading to the reduced pnp collector current. This will further
reduce the base current of the npn since it is the difference between the collector current of the pnp and
the gate pullout current. This positive-feedback process will eventually turn off the GTO.

Figure 1.80 shows the current flow inside the GTO when its gate is pulling out current to turn off the
device. The base drive current required to maintain current conduction in the npn transistor is (1 — @, Ix-
The base drive current available to the npn transistor in this case is (@,,,,I, — ). Thus, the condition to turn
off the GTO through the gate control is given by:

Opuply — 16 < (1= ) I (1.15)
Since
Iy = 1,-1; (1.16)
the condition to turn off the GTO is
o, +a,,—1
IG>(P"P—W)1A (1.17)

anpn
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FIGURE 1.79 On-state characteristics of 5SGT 4014502, a 4-kA, 4.5-kV GTO from ABB.
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FIGURE 1.80 Current flow inside the GTO when its gate is pulling out current.

The ratio of the anode current to the gate current at which level a GTO is turned off is defined as the
turn-off gain. From Eq. (1.17), the maximum turn-off gain [4] can be expressed as:

IA (xnpn
e 1.18
B I Oy + 0y, — 1 ( )

A large turn-off gain is normally desirable to reduce the current requirements of the gate driver. A
lower (¢, + ¢,,,) value is necessary to ensure a reasonable turn-off gain. It is also important to point
out that ¢,,, in Eq. 1.18 is not a constant; normally it decreases when gate current I; increases.

When a GTO is OFF, its junction J, is reverse-biased and can support a high voltage applied between
its anode and cathode, as shown in Fig. 1.81a. If the junction J; is reverse-biased or shorted by the gate
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FIGURE 1.81 Electric field profile when a GTO is blocking forward (a) and reverse voltage (b).

driver, the maximum forward blocking voltage BV, of the GTO is determined by the avalanche breakdown
capability of the pnp transistor under the open-base condition [8]. This voltage can be expressed as:

BV, = (1-a,,)""BV, (1.19)

where «,,, is the common base current gain of the pnp structure at low current levels; # is an empirical
constant, and BV}, is the avalanche breakdown voltage of the pn-junction J,. Since this pnp has a wide
base structure, its common base current gain @,,,, is low compared with a normal bipolar transistor.
Thus, the forward voltage blocking capability BV, of a GTO is very close to the breakdown voltage
of junction J,.

A GTO can also block a reverse voltage by its junction J;, as shown in Fig. 1.81b. When the junction
J; is gated off, the reverse voltage blocking capability is similarly determined by the avalanche breakdown
of the pnp structure under the open-base condition. A GTO with both forward and reverse blocking
capability is called symmetric blocking GTO. Most GTOs manufactured today, however, are asymmetric
GTOs because the reverse blocking capability is not utilized (J; junction not designed to support high
reverse voltage) or cannot be utilized because of other design requirements, such as the need to introduce
anode-short at junction J; to speed the turn-off.
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Practical GTO Turn-Off Operation

The turn-off capability of a GTO is limited dominantly by a non-uniform current distribution (also called
current filamentation) problem during turn-off transient. This causes current to concentrate to a few GTO
cells and destroy the device with the high power stress. Furthermore, the current filamentation is believed
to be initiated by the dynamic avalanche (see next section) in an inhomogeneous, large-area GTO.

A GTO normally requires a dV/dt snubber circuit to conduct actual turn-off operation under high
voltage and high current condition. This is because a large current GTO turn-off will fail without such
a dV/dt snubber as a result of its small RBSOA. This small RBSOA is caused by a non-uniform current
distribution or current filamentation problem in the GTO.

Figure 1.82 shows a practical setup in which a typical dV/dt snubber formed by Ds, Ry, and C; is used,
and Fig. 1.83 shows a typical GTO turn-off characteristic under snubbered condition. Before #,, the GTO is
ON, so a current is built up in the load inductor L; and the device under test (DUT). The anode current I,
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FIGURE 1.82 (a) The turn-off circuit of a GTO with a typical RCD dV/dt snubber. (b) Typical GTO gate drive
circuit with a large gate inductance L.
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FIGURE 1.83 Typical GTO turn-off characteristics under dV/dt snubber condition.

is approximately equal to the cathode current I because the gate current I is negligible. Starting from
time f,, a negative voltage Vo is applied to the gate of the GTO. The gate current I; then decreases
linearly at a rate determined by the applied negative turn-off gate voltage V,x and the gate lead stray
inductance L. At ¢, the device could not maintain the latch any longer so the anode current begins to
decay. The current from the load inductor is diverted to the dV/dt snubber path. At t,, when the anode
current observes its maximum dI/dt, the anode voltage shows a spike due to the stray inductance Lg in
the dV/dt snubber path. At t,, the anode current enters its tail stage. At t,, the anode voltage reaches the DC
link voltage so the freewheeling diode D, will be conducting. The energy in the stray inductance in the
loop of power supply, freewheeling diode, and the dV/dt snubber is released to the snubber capacitor,
causing another voltage peak. The anode voltage dip between ¢, and #; is due to the reverse recovery of
the dV/dt snubber diode Dg. The turn-off trajectory of a GTO with a dV/dt snubber is significantly
reduced, as shown in Fig. 1.72 (see Section 1.7 on General Power Semiconductor Switch Requirements).

Dynamic Avalanche

Under a high electric field, an avalanche process occurs within the silicon. The static critical electric field
is a function of the doping profile. The lower the doping, the lower the critical avalanche electric field.
The static avalanche voltage of a single side abrupt pn-junction is determined by both the critical electric
field and the depletion region width.

While the reverse-biased junction conducts high current, as is the case of a GTO turn-off with or
without a dV/dt snubber, the avalanche voltage decreases significantly because of the existence of carriers
in the depletion region. This process is called dynamic avalanche [9]. Figure 1.84 shows the cross section
of a pnp transistor under both current and voltage stress. A GTO turn-off with a dV/dt snubber enters
the pnp conduction mode between f, and f;, as shown in Fig. 1.82. Assuming carriers in the depletion
region are moving at their saturation speed, then both the anode current density and the anode—cathode
voltage can be expressed as:

Ji = qpv, (1.20)
Vi = E,W,/2 (1.21)
~ (&E)12qp = (E)/(Julv,) (1.22)

where p is hole density in the depletion region, E. is the critical electric field causing avalanche breakdown,
and vy is the saturation velocity of holes. In the depletion region, holes are the only carriers. In the presence
of holes in the depletion region, the charge density in the depletion region is higher compared with the
case without the current, so the peak electric field is also higher at the same width of the depletion region.
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FIGURE 1.84 Dynamic avalanche in the blocking junction of a pnp structure.

At the point when dynamic avalanche happens, the power density of the device, which is the product
of both the current and the voltage applied on the device, can thus be expressed as:

JaVak = essté/Z (1.23)

which is about 200 to 300 kW/cm” for silicon.

The onset of dynamic avalanche itself is not a stable condition because the generated carrier is not
sufficient to maintain the current. Hence it is not a failure condition from the point of view of the physics
of the device. The dynamic avalanche is, however, widely regarded as the failure mechanism of the GTO
because it will initiate a non-uniform current distribution among large-wafer-size GTOs. The current
crowding or current filament formed after the onset of dynamic avalanche is enough to destroy the device
at one location in the form of a melted spot [10].

Non-Uniform Turn-Off Process among GTO Cells

For a high-power GTO, the experimentally obtained instant turn-off power it can withstand is far below
the value set by the dynamic avalanche breakdown shown in Eq. (1.21). So a GTO needs help from a
dV/dt snubber to shape its turn-off I-V trajectory, as is shown in Fig. 1.72, and to lower the maximum
average instant power the external circuit can apply. Non-uniform current distribution or current filament
[10] among GTO cells during the turn-off operation accounts for this limitation. The current filament can
be formed at the beginning of the turn-off due to differences in storage times or caused by the onset of
the dynamic avalanche during the turn-off when the voltage and current are both high [11].

Current Filamentation Caused by Storage Time Difference

The non-uniform turn-off process can be understood by considering two GTO cells in parallel, as is
shown in Figs. 1.85 and 1.87. The two cells are identical except for their storage time. This storage time
difference is considered unavoidable in high-current GTOs because of differences in carrier lifetime,
wafer thickness, and doping. Although only two cells are shown, GTO1 can represent a group of slower
cells whereas GTO?2 represents a group of faster cells. The turn-off process starts from t,. Since it has a
shorter storage time, GTO2 turns off earlier at ;. The current originally shared by GTO2 is now
transferred to GTOL. At t,, GTO1 is turned off at twice its previous current. Turn-off failure can happen
if its current at ¢, exceeds the maximum turn-off capability of GTO1. This can easily be the case when
the number of faster cells is much larger than the number of slower cells. This type of failure typically
occurs at the very beginning of the GTO turn-off before voltage rises and is caused by a rapid formation
of current filament due to storage time difference.

What makes this type of failure likely is that there is also a positive feedback mechanism that will further
increase the storage time difference, as shown in Fig. 1.86. At higher current density, the common-base
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FIGURE 1.85 Current crowding among two GTO cells as a result of their storage time difference.
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FIGURE 1.86 Positive feedback mechanism enhances the storage time difference and pushes the current filament
into the slowest cell.

current gains of both transistors in GTO1 increase. Thus, its turn-off gain becomes even lower according
to Eq. (1.16), requiring more gate current for turn-off, hence increasing its storage time. Considering
that the typical storage time of a high-current GTO is in the range of 20 us, there is enough time for the
dangerous current filament to form.

Current Filamentation Caused by Onset of Dynamic Avalanche

Even if the above-discussed failure did not occur because GTO1 is beginning to turn off before the current
filament density is too high, another failure mechanism can exist. At t,, where both current and voltage
are high, GTO1 is subject to much higher instant power stress than that of GTO2. The dynamic avalanche
could then occur first at GTO1 and initiate another positive feedback that will further increase the localized
current density (hence the name current filament) and enable the relatch of GTO1. Dynamic avalanche
in a few cells can be viewed as an effective increase in the conductivity of those cells. If the number of slower
cells is much smaller than that of faster cells, the current density in GTO1 can then become extremely
high. This process can occur very quickly around ¢, with the area of the current filament smaller and
smaller and the current density higher and higher (due to positive feedback). The excessive energy

© 2002 by CRC Press LLC



P P P P P P
N N N N N N
P P P P P P
LN [N LN [N LN [N
9 lal=la2 ¥ Ic 9 Jal~la2 Yic 9 Jal<la2 Vi
ts iy t3
yla yla yla
P P P P P P
N N N N N N

P P P P
Y Y Y Y Y Y
9 jal=1a2 Vi 9 ja1~ a2V 9 jal<<ia2 Y

FIGURE 1.87 Semiconductor level analysis of the non-uniform turn-off process. The shaded region represents
stored charge (plasma) in the GTO.

dissipated on the stressed cells can cause permanent failure because the temperature can be very high.
After the device failure, a GTO device loses its blocking capability and behaves resistively.

It can therefore be concluded that the combination of storage time differences and the onset of
possible localized dynamic avalanche makes the turn-off capability of a GTO small. Practical RBSOAs
of high-power GTOs are below the 50 kW/cm’ power constant line. This low limitation mandates the
use of a dV/dt snubber. Even with a dV/dt snubber, GTO failure can still occur if the instant power is
too high at ¢, and exceeds the RBSOA limit of the GTO at that time instance. The voltage spike at t,
can be reduced by minimizing the stray inductance of the dV/dr snubber. The size of the snubber (C,
value) is typically between 3 to 6 uF. The disadvantages of using a dV/dt snubber are the increased count
and size of the components, its high-energy loss, and its increased thermal management requirement
to cool resistor R..

The concerns of non-uniform current distribution also mandate a minimum on-time rating for GTOs
to ensure that conduction current is uniformly distributed in the ON state before a turn-off can be
performed. Minimum off-time is also a commonly used rating for the GTO to guarantee the tail current
of the GTO is completely gone and the GTO cells are all in the OFF state.

Summary
Advantages of the GTO include:

1. High current—voltage capability
2. Low conduction loss

3. Low cost
Disadvantages
1. Non-uniform turn-off—poor RBSOA and dV/dt snubber required
2. Non-uniform turn-on—dl/dt snubber required
3. Current control—high gating power
4. Long switching time—long storage time, minimum on-time and off-time requirements
5. No current limitation capability (FBSOA)
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1.9 Insulated Gate Bipolar Transistors

Alex Q. Huang

When the development of power MOSFETs encountered difficulty in increasing their current-handling
capability, the idea of a MOS-controlled bipolar device was developed to overcome the problem. This
effort led to today’s insulated gate bipolar transistor (IGBT) [1]. The IGBT fundamentally changes the
BJT current control into voltage control while maintaining the advantages of the BJT. In addition, the
use of a wide-base pnp transistor in the IGBT structure results in a much inproved conductivity modu-
lation effect than a conventional BJT, pushing the voltage rating of the IGBT toward the level of GTOs.
The internal pnp structure also does not have the second breakdown problem as a conventional npn
structure because the high voltage is supported by the base region of the pnp transistor instead of by the
collector region as is the case for a conventional npn transistor. IGBTs also have excellent RBSOA and
FRSOA. Having undergone several years’ development, IGBTs have become the best device for applica-
tions in the range of 600 to 3000 V.

Although there are a number of other devices that have been developed or are being developed, the
workhorse power semiconductor devices today are SCRs, GTOs, MOSFETs, and IGBTs. Each of these devices
dominates a specialized power arena. The MOSFET has excellent dynamic and static performance. It
dominates low voltage applications below 600 V. The IGBT is slower than the MOSFET but has better
forward voltage drop above 600 V. It dominates applications from 600 to 3000 V. At an even higher voltage
level, the GTO becomes the dominant device with better current-carrying capability but much slower
dynamic response. Without turn-off capability, the SCR has an even better current conduction capability,
so it is suitable for even higher power AC applications where gate-controlled turn-off capability is not
necessary.

For a typical application, the switching frequency is an important index in determining system per-
formance. Generally, the higher the switching frequency, the better the dynamic performance of the
system, the smaller the size of the system due to reduced passive components, and the lower the cost of
the system due to savings on passive components. The practical switching frequency of an application
system is a trade-off of many issues including maximum device switching frequency, maximum magnetic
switching frequency, switching losses of the power switches, overall system efficiency, etc. In the low
power field where the MOSFET plays the major role, the switching frequency is normally subject to
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system efficiency and/or magnetic considerations instead of device limitations. In the medium power
field, where the IGBT plays the major role, the situation changes. At the lower end, the limitation of the
device does not dominate since the lower-rating IGBT is normally fast enough. However, when the power
rating is higher, the IGBT switching speed decreases and the switching losses increase significantly. The
practical switching frequency is thus subject to the limitation of the device. When the power level moves
even higher, the GTO is the only available device. Since it has several tens of microseconds switching
time, significant turn-off, and dV/dt snubber loss, the GTO is traditionally the limitation of the switching
frequency of the system.

The above trend shows that when the power level moves higher, power semiconductor devices limit
the maximum system switching frequency, hence the performance of the system, especially at the GTO
level. To meet the increasing demand for better performance in high-power systems, many efforts have
been made to improve the performance of high-power semiconductor devices. Among them, one effort
is to push the IGBT toward higher power ratings based on the module concept. With its good dynamic
performance, high-power systems equipped with IGBTs can operate at a much higher switching frequency
and have many benefits compared with a conventional GTO system. The state-of-the-art IGBT rating is
currently 3.3 kV/1.2 kA [2], which is at the low end of that of the GTO.

IGBT Structure and Operation

The name insulated gate bipolar transistor sterns from its operation based on an internal interaction
between an insulated-gate FET (IGFET) and a bipolar transistor. It has previously been called an IGT
(insulated-gate transistor), an IGR (insulated-gate rectifier), a COMFET (conductivity-modulated field-
effect transistor), a GEMFET (gain-enhanced MOSFET), a BiFET (bipolar FET), and an injector FET.
IGBTs have been successfully used since they were first demonstrated in 1982 and are currently the most
widely used power semiconductor switches with applications from several kilowatts to a few megawatts.

A cross section of the planar junction-based IGBT structure introduced in the 1980s is shown in
Fig. 1.88a. The IGBT structure is similar to that of a planar power MOSFET except the difference in the
substrate doping type. The fabrication of the IGBT therefore is almost the same as a power MOSFET.
This has made its manufacture relatively easy immediately after conception, and its ratings have grown
at a rapid pace as a result of the ability to scale up both the current and the blocking voltage ratings.
Today, the largest single-chip IGBT can carry about 100 A and block more than 3000 V. Larger current
IGBTs are also introduced by paralleling more IGBT chips in a single package. These IGBTs are also
called IGBT modules. Figure 1.89 shows a photograph of a 1200-A, 3300-V IGBT module fabricated by
Mitsubishi.

emitter

gate

N drift

Pl\iil—o

P* substrate collector parasitic thyristor

collector

FIGURE 1.88 (a) Cross section of the IGBT structure and (b) equivalent circuit for the IGBT.
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FIGURE 1.89 Photograph of a 1200-A, 3300-V IGBT module in which 24 1-cm’ IGBT dies are paralleled together
by wire bonds.

The equivalent circuit for the IGBT, shown in Fig. 1.88b, consists of a wide-base pnp bipolar transistor
driven by a short-channel MOSFET. Notice the main current path for the IGBT is not through the pnp
transistor but through the indicated path. In the IGBT structure, when a positive bias voltage larger than
the threshold voltage of the DMOS channel is applied to the gate electrode, an inversion layer is formed
along the p-base surface of the DMOS, and the DMOS channel is turned ON. Also an accumulation
layer of electrons is formed at the surface of the n region below the gate. When a positive bias is applied
to the collector, electrons flow from the " emitter contact via the DMOS channel and the accumulation
layer into the n~ drift region. This provides the base drive current for the vertical pnp transistor in the
IGBT structure. Since the emitter junction (J,) for this bipolar transistor is forward-biased, the p* region
injects holes into the n~ base region. When the positive bias on the collector terminal of the IGBT is
increased, the injected hole concentration increases and reduces the resistance of the n~ drift region.
Consequently, the IGBT can operate at much higher current densities than the VDMOS even when it is
designed to support high blocking voltages.

As long as the gate bias is sufficiently large to produce a strong inversion layer and an accumulation
layer of electrons at the n~ base region surface, the IGBT forward conduction characteristic resembles
that of a pin diode. Therefore, the IGBT can also be considered a pin diode in series with a MOSFET.
Electron injections are provided by the accumulation layer electrons beneath the gate and between the
adjacent p-body regions. However, not all injected holes recombine with these electrons; instead, some
of the holes are collected by the p-body region, which acts as the collector region of the parasitic pnp
transistor. IGBT design for low conduction drop requires minimizing the parasitic pnp transistor current
and maximizing the pin current that maximizes the conductivity modulation.

However, if the DMOS channel becomes pinched off and the electron current saturates, the hole current
also saturates because of the saturation of the base drive current for the pnp transistor. Consequently, the
device operates with current saturation in its active region with a gate-controlled output current. This
current saturation characteristic is useful for applications in which the device is required to sustain a
short-circuit condition.

When the gate voltage is lower than the threshold voltage of the DMOS, the inversion layer cannot
sustain and the electron current via the DMOS channel is terminated. The IGBT then operates in the
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FIGURE 1.90 Output characteristics of the IGBT.

forward blocking mode. A large voltage can then be supported by the reverse-biased p-base/n-drift
junction (J,). Figure 1.90 shows a typical output characteristic of the IGBT.

The IGBT was the first commercially successful device based upon combining the physics of MOS-gate
control with bipolar current conduction. Due to the injection of a high concentration of holes from the
p’" substrate into the n~ drift, the conductivity of the long 1~ region is modulated and the IGBT exhibits
pin diodelike on-state characteristics with a low forward voltage drop. Thus, the IGBT exhibits excellent
current-carrying characteristics with forward conduction current densities 20 times higher than that of
a power MOSFET and five times greater than that of a bipolar transistor operating at a current gain of 10.
Since the input signal for the IGBT is a voltage applied to the MOS-gate, the IGBT has the high input
impedance of the power MOSFET and can be classified as a voltage-controlled device. However, unlike
the power MOSEFET, the switching speed of the IGBT is limited by the time taken to remove the stored
charges in the drift region due to the injection of holes during on-state current conduction. The turn-
off time for the IGBT is dictated by the conduction modulation of the drift region and the minority
carrier lifetime. The frontier is specified dominantly by the current gain of the wide-base pnp transistor,
and the latter can be controlled by a lifetime control process, such as electron irradiation. Although the
lifetime control process can be successful in reducing the turn-off time, it was found that there was a
trade-off between the on-state voltage drop (conduction loss) and the turn-off time (switching loss). A
shorter minority carrier lifetime makes the switching loss of the IGBT lower, but the shorter minority
carrier lifetime also results in a higher conduction loss.

One of the problems encountered when operating the IGBT at high current levels has been the latch-up
of the parasitic pnpn thyristor structure inherent in the device structure. Latch-up of this thyristor can
occur, causing losses of gate-controlled current conduction. Since the current gains of the npn and pnp
transistors increase with increasing temperature, the latching current decreases with increasing temper-
ature. This effect is also aggravated by an increase in the resistance of the p-base with temperature due
to a decrease in the mobility of holes. Many methods have been explored to suppress the latch-up of the
parasitic thyristor, such as the use of a deep p" diffusion, a shallow p* diffusion, or a self-aligned sidewall
diffusion of n" emitter. State-of-the-art IGBTs have basically solved this problem, and latch-up does not
occur for all gate voltages applied. These IGBTs therefore exhibit close to square FBSOA.

Traditionally, IGBTs are fabricated on a lightly doped epitaxial substrate, such as the one shown in
Fig. 1.88a. Because of the difficulty of growing the lightly doped epitaxial layer, the breakdown voltage
of this type of IGBT is limited to below 1000 V. To benefit from such a design, an n buffer layer is normally
introduced between the p substrate and the 1~ epitaxial layer, so that the whole n~ drift region is depleted
when the device is blocking the off-state voltage, and the electric field shape within the n~ drift region
is close to rectangular. This type of design is referred to as Punch-Through IGBT (PT IGBT), as shown
in Fig. 1.91a. The PT structure allows it to support the same forward blocking voltage with about half
the thickness of the n™ base region of the pnp transistor, resulting in a greatly improved trade-off rela-
tionship between the forward voltage drop and the turn-off time. Thus, the PT structure together with
lifetime control is preferred for IGBTs with forward blocking capabilities of up to 1200 V.
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FIGURE 1.91 (a) PT IGBT structure, (b) NPT IGBT structure, and (c) UMOS gate PT IGBT structure.

For higher blocking voltages, the thickness of the drift region becomes too large for cost-effective
epitaxial growth. Another type of design, the Non-Punch-Through IGBT (NPT IGBT, as shown in
Fig. 1.91b), is gaining popularity. In the NPT IGBTs, devices are built on an n wafer substrate that
serves as the n base drift region. The collector is implanted from the backside of the wafer after proper
wafer thinning, and no field stopping n buffer layer is applied to the NPT IGBT. In this concept, the
shape of the electric field is triangular in the forward blocking state, which makes a longer n~ base region
necessary to achieve the same breakdown voltage as compared with the PT IGBT. However, the NPT
IGBT offers some advantages over the PT IGBT. For example, the injection efficiency from the collector
side can be controlled (due to the use of implanted p* region) and devices with voltage ratings as high
as 4 kV can be realized. Further, by optimizing the emitter efficiency of carriers from the p~ collector
layer and the transport factor of carriers in the n base, the trade-off between the forward voltage drop
and the turn-off time for the NPT IGBT can be improved to become similar to that of the PT type IGBT
without lifetime control.

Generally speaking, the current tail in the NPT IGBT is longer than the PT IGBT, but the NPT IGBT
is more robust than the PT IGBT, particularly under a short-circuit condition. The trench gate IGBT
(UMOS-gate IGBT) structure is shown in Fig 1.91c. With the UMOS structure in place of the DMOS
gate structure in the IGBT, the channel density is greatly increased and the JFET region is eliminated. In
addition, the electron-hole concentration is enhanced at the bottom of the trench because an accumu-
lation layer forms. This creates a catenary-type carrier distribution profile (see Fig. 1.91) in the IGBT,
which resembles that obtained in a thyristor or pin diode. These improvements lead to a large reduction
in the on-state voltage drop until it approaches that of a pin diode, hence approaching the theoretical
limit of a silicon device. The latching current density of the UMOS IGBT structure is superior to that of
the DMOS structure. This is attributed to the improved hole current flow path in the UMOS structure.
As shown in Fig. 1.90¢, the hole current flow can take place along a vertical trajectory in the UMOS
structure, whereas in the DMOS structure hole current flow occurs below the n* emitter in the lateral
direction. The resistance for the hole current that causes the latch-up is determined only by the depth
of the n" emitter region. A shallow p* layer can be used, as shown in the figure, to reduce this resistance.
As a consequence, the RBSOA of the UMOS IGBT structure is superior to that of the DMOS IGBT
structure. Further, because of a very strong percentage of electron current flow in the trench gate IGBT,
the turn-off speed of the trench-based IGBT is generally faster than the DMOS-based IGBT. It can be
anticipated that trench gate IGBTs will replace the DMOS IGBT structures in the future.
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1.10 Gate-Commutated Thyristors
and Other Hard-Driven GTOs

Alex Q. Huang

Unity Gain Turn-Off Operation

Traditional GTO Gate Drive Circuit

Traditional GTOs are generally designed with a turn-off gain of 3 to 5. This is the result of trade-offs
between the performances of the GTO and the current (hence power) requirement its gate drive circuit.
Figure 1.92b shows the typical turn-off gate drive circuitry for a traditional GTO. A negative turn-off
voltage source Vi is connected to the GTO gate—cathode junction J; through the turn-off control switch
SW. Since both sides of the junction J; are highly doped, its breakdown voltage BV, is practically about
20 V and can hardly be increased. The turn-off voltage Vi is selected below the junction J; breakdown
voltage to avoid constant breakdown of this junction when the GTO is in the off state. To turn off the GTO,
switch SW is turned on so the negative turn-off voltage Vi, is applied on the GTO gate—cathode junction.
The current originally flowing through the cathode is then diverted to the gate, causing cathode current
I to decrease and the gate current to increase. Because of the existence of the GTO gate lead stray
inductance L, which is practically on the order of several hundreds of nanohenry determined by the
lead structure and length, the cathode current will decrease linearly and the gate current will increase
linearly. This current commutation rate is thus given by:

dlg/dt = VeplLe (1.24)
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FIGURE 1.92 Typical turn-off characteristics of a GTO.
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FIGURE 1.93 GTO turn-off waveform under unity gain.

The higher the turn-off gate current slew rate, the shorter the storage time. To obtain the shortest
storage time, the turn-off voltage is normally selected very close to BV to realize highest turn-off gate
dI;/dt. The typical turn-off gate dI;/dt is on the order of several tens of amperes per microsecond, and
the typical storage time of a high current GTO is about 20 us. Figure 1.93 shows the typical current and
voltage waveforms of a GTO turning off with a turn-off gain higher than 1. After the GTO is turned off,
its gate current will drop back to 0 slowly by breaking down the GTO gate—cathode junction due to the
energy stored in L. The energy required from the gate driver during this turn-off transition is the integration
of the gate current times the turn-off voltage V. This energy is significant because the gate current
lasts for a long period.

Because of the long transient process, storage time differences among GTO cells become bigger and the
non-uniform current redistribution after ¢, is significant. The practical RBSOA of a GTO is normally much
lower than the 200 kW/cm” limit set by the dynamic avalanche because of the non-uniform current turn-
off (storage time differences and localized dynamic avalanche).

Unity Turn-Off Gain of the GTO

If the gate driver of a GTO is very fast so the gate current can increase rapidly to the anode current level
and the cathode current decreases to zero before the anode current begins to decay, then the current and
voltage waveforms of the device are as shown in Fig. 1.93. According to the definition above, the turn-
off gain in this case is unity.

The internal turn-off process of the GTO changes significantly under the unity turn-off gain condition.
Most important is that the GTO turn-off is now conducted in the pnp transistor mode after the unity
gain is established. Figure 1.94 shows minority carrier distribution during the turn-off transition. Inside
the p-base, there are two functioning parts of minority carriers (electrons). The first part is the electrons
related to the bias of the gate—cathode pn-junction; the second part is the electrons related to the forward
bias of junction J,. Before the turn-off process at point t,, minority carriers have been accumulated in
the p-base and n region. Starting from #, the cathode current decreases rapidly and the gate current
increases rapidly in the reverse direction. Byt}, the cathode current comes to zero so minority carriers
associated with the gate—cathode junction are removed. Zero cathode current cuts minority carrier
injection from the n” side into the p-base. From this moment, the GTO is like an open-base pnp-transistor
instead of a pnpn latch-up structure. This difference makes the GTO more rugged during turn-off
transition. Negative gate current continues the extraction of minority carriers out from the p-base until
t, when they are totally removed.
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FIGURE 1.95 Turn-off waveforms of GTO cells under unity gain turn-off condition.

Advantages of Unity Gain Turn-Off

With unity turn-off gain, the storage time of a GTO is significantly reduced. The storage time in this case
is the time required to remove minority carriers in the p-base. In the normal GTO case, the gate current
is much less than the anode current so the removal speed is slow. Furthermore, the cathode current is
not reduced to zero so minority carrier injection continues during the whole storage phase. With unity
turn-off gain, the gate current is as high as the anode current, leading to a rapid carrier removing speed.
Also, the cathode current is reduced to zero, hence instantly stopping the minority carrier injection into
the p-base. Generally, the storage time of a GTO under unity turn-off gain is about 1 ys compared with

that of about 20 us in a normal GTO case with high turn-off gain.

Another important performance improvement with unity gain turn-off is in the RBSOA. As is
analyzed above, the GTO current tends to crowd toward the cell with a longer storage time. This process
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FIGURE 1.96 Negative feedback mechanism in the current sharing of two paralleled GTO cells during voltage
increasing phase.

significantly limits the average instant power a GTO can withstand so a dV/dt snubber circuitry is
normally required to limit the voltage level, hence the instant power stress, during turn-off transition.

GTO cells under unity gain turn-off have a tendency toward uniform current sharing, hence large RBSOA.
First, the current filamentation due to the difference of storage time is greatly reduced because the absolute
storage time is reduced to less than 1 us. During the voltage rising phase after the storage time, if one cell
still shares more current, that cell will have a faster carrier extraction rate and hence will turn off that
cell faster. There is therefore a negative feedback process with current sharing instead of a positive one.
This negative process is shown in Fig. 1.96.

With this uniform current distribution tendency provided by the unity turn-off gain, a GTO as a whole
can be assumed to be more uniform in current sharing and hence can withstand much higher average
instant power during turn-off transition. The RBSOA should now be pushed toward a power constant of
200 kW/cm” as predicted by Eq. (1.23) (in Section 1.8). This RBSOA is sufficiently large that a GTO should
be able to perform turn-off operation even without the help of a dV/dt snubber. It should also be pointed
out again that the onset of dynamic avalanche may not be the actual RBSOA boundary because if it does
not initiate a runaway current filament, it is not a destructive one. Experimental results [1] on IGCT turn-
off, however, suggest that the dynamic avalanche is not uniform and that it does lead to failure of a device.
Unity gain turn-off is therefore effective in removing any current filament problem associated with storage-
time differences and the dynamic avalanche soon after the current filament is formed.

Hard-Driven GTOs

Unity turn-off gain can significantly improve the performance of a GTO in several aspects, including
RBSOA and turn-off storage time. Several innovative approaches have been proposed to realize unity
turn-off gain. In all approaches, achieving unity turn-off gain is critical. This would require that cathode
current be commuted to the gate path very fast. To turn off a 4-kA GTO with unity gain, the commutation
rate should be higher than 6 kA/us. This high commutation rate requirement distinguishes the performance
of each of the devices discussed below. According to their realizations, they can be classified into two
different categories: hard-driven type and MOS-controlled type. Hard-driven type approaches use a
powerful gate driver to realize unity turn-off gain. The gate driver supplies the gate current and the gating
power. Falling in this category is the integrated gate commutated thyristor (IGCT) [2]. The MOS-
controlled approaches use MOSFETs to aid the turn-off process of the GTO. Other than the unity turn-
off gain, these approaches also save control power for the turn-off process. Falling in this category are
the emitter turn-off (ETO) [3] thyristor and the MOS turn-off (MTO) [4] thyristor.

IGCT

The key to achieving a hard-driven or unity-gain turn-off condition lies in the gate current commutation
rate. A rate as high as 6 kA/us is required for 4-kA turn-off. Two methods have been demonstrated for the
implementation of a hard-driven GTO. The first is to hold the gate loop inductance low enough (3 nH)
that a DC gate voltage less than the breakdown voltage of the gate—cathode junction (18 to 22 V) can
generate a slew rate of 6 kA/us. This approach is used in the IGCT/GCT [2, 5] (IGCT is an ABB product,
GCT is by Mitsubishi, but the concept is the same), where a special low-inductance GTO housing and a
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FIGURE 1.97 GCT operation principle and two GCTs developed by Mitsubishi and ABB. (Photographs courtesy
of Mitsubishi (top) and ABB (bottom).)

carefully designed gate driver meet this requirement. The power consumption by the GCT driver is greatly
reduced compared with that of a conventional GTO driver, since the gate current is present for a much
shorter period of time [6]. Figure 1.97 shows the external view of the two commercially available GCTs.

The key disadvantage of the GCT approach is the high cost associated with the low-inductance housing
design for the GTO and the low inductance and high current design for the gate driver.

MTO

Figure 1.98a shows the turn-off principle of a MTO™ [4, 7] developed by Silicon Power Corporation.
The MTO device packages a number of low-voltage MOSFETs within a normal GTO device housing to
form a current path that is in parallel with the emitter junction of the GTO. Therefore, the MTO looks
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FIGURE 1.98 MTO equivalent circuit (a) and 500-A/4.5-kV MTO with gate driver (b) developed by Silicon Power
Corp. (Photograph courtesy of Silicon Power Corp.)

just like a conventional GTO from the outside. The turn-off is initiated by turning on the MOSFET that
shorts the GTO emitter junction. MTO, like the ETO, is therefore a MOS turn-off device requiring very
little turn-off gate power. To achieve a high gate current commutation rate, very low gate inductance
(<0.1 nH) is required.

Because of the use of the hybrid approach, a prototype 500-A, 4500-V device is available from SPCO.
The major problem for the MTO, however, is still the limitation of the RBSOA [7]. This is because
the gate current commutation rate is determined by the packaged gate inductance, which has to be
reduced to below 0.1 nH. There are three reasons for this. First, in the MTO the commutation rate is
determined by

dlg 0.7
— < — 1.25
( dt )max L G ( )
Second, the resistive voltage in the GTO p-base region and the MOSFET determines the peak gate current
that can be commutated:

0.7

I, <—ot
e RMOS + Rp-base

(1.26)
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FIGURE 1.99 ETO equivalent circuit (a) and a 4-kA/6-kV ETO (b). An ETO gate driver is also shown.

Third, since there is no reverse bias voltage applied to the GTO emitter junction in the MTO, it is very
easy to become latched again. Snubberless turn-off capability of the MTO is therefore lower than the
GCT and ETO.

ETO

The method to achieve unity gain in the ETO thyristor is to insert an additional switch in series with
the cathode of the GTO. The cathode of the GTO is the emitter of the internal npn transistor, so the
series switch is referred to as the emitter switch and the new device is termed ETO. Turning off the emitter
switch generates a high transient voltage long enough to commutate the emitter current to the gate path
even with a higher parasitic inductance present. Because of this higher tolerance for parasitic inductance,
conventional GTOs can be used in the ETO. An additional switch is connected to the gate of the GTO,
and is complementary to the emitter switch. These switches are implemented with many paralleled low-
voltage, high-current MOSFETs to minimize the additional conduction loss due to the emitter switch.
The typical value for the conduction loss due to the series switch is 0.2 V at the average GTO current
rating. The turn-off driving power for the ETO is negligible, since the turn-off is purely due to the
removal of a MOSFET gate signal. The ETO in many aspects is similar to the IGBT. For example, the
turn-off mechanism used in IGBT is also an emitter turn-off, and the IGBT always turns off in the rugged
pnp transistor mode.

Figure 1.99 shows the equivalent circuit and hardware photograph of the developed 4-kA, 6-kV ETO
by Virginia Tech. Other lower current rating ETOs have also been demonstrated by Virginia Tech. Because
of the use of hybrid approach based on conventional GTO, ETO devices have clear advantages in terms
of cost and gate drive power requirement over GCTs. ETO devices also have two other advantages when
compared with the GCT. One is its feasibility of having a FBSOA [3, 8], and the other is its simplicity
in overcurrent protection [8].

Conclusions

These newly developed GTOs (IGCT, MTO, and ETO) all utilize the unity gain turn-off concept and
have dramatically improved performance compared with conventional GTOs. Quantitative comparisons
of these devices are provided in a separate section on high-power IGBTs (Section 1.9).
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1.11 Comparison Testing of Switches
Alex Q. Huang

Pulse Tester Used for Characterization

In a typical power device dynamic test, the device under test (DUT) is initially off, and the high-voltage
capacitor bank is charged to set the voltage the DUT will experience during switching. A typical pulse
tester is shown in Fig. 1.100 and a typical waveform of the test is shown in Fig. 1.101. The so-called
double pulse testing will capture one device turn-on event and one device turn-off event. The double-
pulse test consists of the following complete events:

t—t;: At time f,, the control system initiates a pulse to the gate driver for the DUT. The DUT turns
on and the high voltage capacitor bank charges the load inductor. After the current reaches
the desired value at t,, the DUT gate driver is commanded to turn off.

t,—t,;  From time ¢, to t,, no changes to the device are seen. During this time, referred to as the
storage time, internal processes in the device initiate the turn-off process.

RCD

i snibber Clamp

L Load Inductor
300 uH DUT

Shunt
10 mQ

)

FIGURE 1.100 Pulse tester schematic diagram.
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FIGURE 1.101 Double-pulse tester waveforms.
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At time t,, the anode voltage begins to rise, as the turn-off process has begun. The freewheeling
diode is still reverse-biased so the current cannot yet begin to fall.

At time t;, the anode voltage reaches the bus voltage and the main device current begins to
fall. The current that had been flowing through the DUT is commutated into the freewheeling
diode. This is the highest stress interval of the turn-off transition, as the current and voltage
are simultaneously high during this interval

At time t,, the main current fall is completed and the current tail phase begins. The current
tail continues until #;. At this point the device can be said to have completed the turn-off process.
During this time, the dI/dt snubber resistor carries the current, inducing additional voltage
stress on the main DUT. The snubber inductor is charging during this time, and becomes
charged at t,. The snubber diode then goes through a reverse-recovery process.

During this time, the DUT is off and blocking a voltage equal to the input capacitor voltage.
The current is still freewheeling through the load inductor and the freewheeling diode. This
current will continue to circulate for a long time because the only energy dissipation is due
to the conduction voltage of the freewheeling diode.

At this time, the controller initiates the second pulse to test the turn-on of the device. Nothing
external occurs until f;, which is the end of the turn-on delay time.

During this time, the load current begins to commutate into the DUT from the freewheeling
diode. The dI/dt snubber inductor determines the rate of current transfer.

At time t,, the load inductor current is completely commutated into the DUT and out of the
freewheeling diode. The freewheeling diode undergoes reverse recovery during this period
and releases a significant amount of reverse current into the DUT. It is important that the
DUT have fully switched on by now or the diode recovery current will induce large power loss.
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FIGURE 1.102 Switching time definition waveform.

t,—t;:  During this time, the device is on and the current is rising because of the input voltage divided
by the load inductance. This is equivalent to the interval t—#, from the first pulse. The same
sequence will continue for the turn-off of the second pulse as that for the first pulse.

The current through the device under test is measured with a precision current shunt in series with
the cathode (or emitter for an IGBT). All delay times are defined with respect to the actual gate of the
device, so gate driver internal delays are not included. Conventionally, fall time is defined as when the
current decreases from 90% of its initial value to 10%, but a different definition is used here. For the high-
voltage devices, the current tail value can be greater than 10% of the initial current value, so it is
unreasonable to include this time in the fall time. Therefore, the definition used here is that the fall time
ends and the tail time begins when the current slope visibly changes. This is physically justified because for
all three devices the current tail means that the main turn-off process is complete and the open-base pnp
transistor is removing the remaining carriers. A sample waveform is shown in Fig. 1.102. Current tail time
is defined from the end of the current fall time until the anode/collector current decreases to 1% of the
initial current.

Devices Used for Comparison

To compare these various semiconductor technologies, two IGBTs, an IGCT, a GCT, and three ETOs
were used [1]. One IGBT and the GCT are made by Mitsubishi, and the ETOs have been developed by
researchers at Virginia Tech. The other IGBT is made by EUPEC, and the IGCT is from ABB. The IGBTs,
CM1200HA-66H and FZ1200R33KF?2, are rated for 1200 A (DC) and 3300 V, and are packaged in plastic
modules 14 by 19 cm in size. The IGCT and the GCT are both 4500-V devices, which are rated for 4000 A
maximum controllable current. The first ETO used, ETO4060s, is rated for 6000 V and 4000 A controllable
current, and is based on a Toshiba GTO. The IGCT, the GCT, and the ETO4060s are packaged in 93-mm
press-packs and, with gate drivers, have a maximum width of around 20 cm. The second ETO used,
ETO1045s, is a small (53-mm) device rated for 4500 V and 1000 A. This ETO is based on a Westcode
GTO. The ETO1045s is obviously of a lower rating than the GCT and IGCT, but it uses a fast conventional
GTO, whereas the ETO4060s is based on a GTO designed for about 300 Hz. One final device used is a
newly designed ETO, the ETO4045A, which is based on an ABB GTO similar to the thyristor used in the
IGCT. The average current ratings for the IGCT, GCT, ETO4045A, and ETO4060s are 1200 A, whereas
the ETO1045 is suitable for about 450 A average. When the switching losses of the IGBT and a safe
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FIGURE 1.103 Clockwise from top left: ETO4060, EUPEC HVIGBT, Mitsubishi HVIGBT, ABB IGCT, Mitsubishi
GCT. (Photograph courtesy of Mitsubishi.)

temperature margin are considered, the average operating current for this device should be between 600
and 800 A. Figure 1.103 shows most of the devices tested.

One significant difficulty in comparing this type of device is that the ratings, and even the ratings
system, are different for the different devices. For GTO-based devices, the current ratings are the peak
controllable current, whereas IGBTs use a DC current rating. The IGBTs tested have a controllable current
rating of twice the DC rating, which translates to a 2400 A rating in the GTO system. These IGBTs consist
of many small dies in parallel, giving a net current density much smaller than that of the GTO-based
devicess. The rms current for the IGCT, the GCT, and the ETO4045A is about 1800 A, and the RMS
current rating of the ETO 4060 is about 1600 A, although the devices have the same average rating (1200 A)
from the manufacturers.

Unity Gain Verification

Because of the strict requirements on the gate loop stray inductance for the IGCT and the ETO, it is very
difficult to insert a current probe directly to monitor the gate current. Fortunately, the unity gain of the
IGCT and the ETO can be verified by observing easily probed voltage signals. It is critical for the
performance of these devices that unity gain has been achieved, so some effort is made to verify unity
gain and predict the maximum current that can be turned off while maintaining the hard-driven
condition.

In the case of the IGCT, monitoring the gate-to-cathode voltage at the terminals of the IGCT thyristor
can show the unity gain. When the gate voltage becomes —20 V, which is equal to the power supply in
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FIGURE 1.105 Mitsubishi GCT gate driver. (Photograph courtesy of Mitsubishi.)

the gate driver, then clearly no voltage drop is occurring across the parasitic gate inductance. This in
turn implies that dI;/dt is zero, so the gate current has completed commutation. A typical GCT waveform
showing the gate voltage is shown in Fig. 1.104. The inside of the GCT driver box is shown in Fig. 1.105.

Unity gain of the ETO can be verified by observing the drain-to-source voltage of the series switch.
When the current is commutating, the voltage across this switch quickly rises to the breakdown voltage
of the MOSFETs (60 V). When the voltage across this switch begins to fall, then the net cathode current
of the GTO is negative, which discharges the output capacitors of the MOSFETs. Therefore, the ETO
unity gain corresponds to the falling edge of the emitter switch voltage. A turn-off waveform showing
the ETO emitter switch voltage is shown in Fig. 1.106.

Based on the unity gain observation, the rate of current commutation for the devices can be estimated
by dividing the anode current by the time required for unity gain. This method yields a lower result
than truly occurs because the total current commutated is slightly greater than the anode current due
to a reverse recovery effect of the gate to cathode pn-junction. Even with this conservative estimation
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FIGURE 1.106 ETO4060 unity gain.

of the dI/dt of the gate current, the GCT and the ETO are both capable of approximately 6000 A/us
commutation rate.

Gate Drive Circuits

The performance of all semiconductor switches depends on the gate driver circuit. This is especially true
for the GCT, where the device will be unable to operate in the snubberless mode if the gate driver is not
drawing the gate current out fast enough to achieve unity gain. The drivers for the ETO and IGBT are
less difficult to implement since the driver is not required to provide high current.

From a schematic point of view, the GCT driver is very simple, consisting primarily of a capacitor bank
and a switch made from many parallel MOSFETs. The PCB layout and component selection is critical
because of the very strict stray inductance requirement imposed on the switching loop. Additionally, there
is a portion of the driver devoted to turning on the GCT. This is done by injecting a high-current (200-A)
pulse into the gate for 5 us and then injecting 10 A into the gate throughout the on time. This part of the
driver dissipates significant power because of the linear transistors controlling the exact current level, but
the implementation of this part of the gate driver is simple. The GCT driver contains minimum on-time
and off-time protection to allow the device to be always in a uniform state prior to switching. No
overcurrent protection is used for the GCT at the driver level. Although the total gating power is still very
small compared with the main power, all the gating power must be supplied by an external isolated supply
that must have an isolation capability and dV/dt rejection to match that of the GCT.

Because of the different thyristor design used by ABB in the IGCT, the driving power for this device
has been greatly reduced. This is accomplished by increasing the current gain of the thyristor so less gate
current is required to maintain the on state. This leads to a DC injection current of only 2 A. In addition,
the IGCT driver uses a switching rather than linear circuit for pulse injection, which reduces losses as well.

For the ETO driver, three gates have to be controlled—the GTO current injection, the emitter switch,
and the gate switch. Fortunately, the emitter switch and gate switch are easily controlled by using one
inverting driver and one non-inverting driver controlled by the same input. The only function of the
GTO gate is to inject the turn-on current just as in the case of the GCT. The ETO driver developed at
the Center for Power Electronic Systems (CPES) also contains minimum on-time and off-time protection.
In addition, the emitter switch MOSFET can be used as a linear resistor to approximate the anode current,
which can be used for on-driver overcurrent protection. Like the GCT driver, the ETO driver requires
an external isolated power supply, although the power consumption is much lower.
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The IGBT driver is very easy to implement, since it has only a single MOS-gate to control. The peak
gate current for the tested IGBT is about 10 A, which flows for about 2 us at every switching event. The
IGBT driver can be used to control actively the dI/dt and dV/dt of the collector, but this feature was not
implemented for this test. Information about active driver techniques can be found in many papers such
as Lee et al. [2]. The IGBT driver implements an overcurrent protection by means of desaturation
detection. IGBT drivers consume so little power that commercial DC-DC converter modules can be used
to provide the isolation internally for the high-side switch.

Forward Conduction Loss Characterization

The forward current vs. voltage characteristics for all of these devices can be found easily. As can be seen
from Fig. 1.107, the thyristors have a clear advantage in conduction loss over the IGBT, even though
their active die area is less than that of the IGBT. If the relationship between breakdown voltage and
conduction loss is found, the advantage of the latching devices becomes even greater. The 4.5-kV thyristors
have the lowest conduction loss, followed by the 6-kV thyristor, and then the IGBT are the worst even
if the loss is not normalized to die area. The ABB transparent anode and punch-through base design show
an advantage in the forward conduction test, as the higher gain allows the device to latch into an extremely
low loss conduction mode. This holds true for the ABB IGCT as well as for the ETO4045A, which is
based on an ABB GTO with the same transparent anode and punch-through base design.

Switching Tests

Switching performance of high-power devices has been greatly enhanced by the hard-driven GTOs and
the HVIGBTs appearing to challenge the slow GTO technology. Typical operation frequencies of the
high-power GTOs range from line frequency (50/60 Hz) to a high of about 500 Hz. In contrast, the
HVIGBT can be operated at up to 1500 Hz, and the hard-driven GTOs can operate at 1 kHz or more.
This increase in frequency leads to dramatically reduced filters and lower distortion in the typical inverter
applications.

To evaluate the performance of these devices, they were operated with DC voltages of 1.5 and 2 kV
on the pulse tester without any turn-off snubbers. The limiting factor in the amount of current that
could be switched off safely was the clamping diode used to limit the voltage spike on the switch. During
reverse recovery, the voltage across this diode approaches its breakdown (4.5 kV) at the same time the
anode (or collector for IGBTs) voltage of the device under test approaches zero, as circled in Fig. 1.108.
For the GCT and the ETOs, no reverse voltage was acceptable because of the lack of either reverse
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FIGURE 1.109 A 2-kV snubberless switching loss.

conduction capability (such as an antiparallel diode) or reverse voltage blocking capability. GTO-based
devices can achieve reverse voltage blocking easily, but these tested GTOs are anode-shorted types, which
trade away the reverse blocking capability for better switching performance, especially in the current
tail phase. The ABB design uses a transparent anode rather than anode shorts, which also eliminates the
reverse blocking capability. The transparent anode technology makes the current gain of the device change
as a function of the current flowing so that it will have a high gain at low current and a lower gain at
high current. The switching losses for each device were calculated by first multiplying the voltage across
the device by the current being conducted, and then integrating this instantaneous power during the
switching time to find the switching loss. The results of the switching loss tests were compared for the
IGBT, the GCT, and the ETOs. These results are shown for a 2-kV bus in Fig. 1.109.

As expected, the IGBT holds the advantage in this test with the lowest turn-off loss overall. Surprisingly,
the loss of the GCT and the ETO1045 is only marginally higher than the IGBT loss. The primary advantage
of the IGBT in switching loss is in the initial voltage rising phase, which occurs much faster than in the
thyristors. This is because the MOSFET channel in the IGBT can turn off faster than the npn transistor
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in the GTOs, and the channel is better distributed through the IGBT than are the gates of the GTOs.
The amount of carrier stored in the GTOs is also higher than in the IGBT, resulting in slower dV/dt. It
is not surprising that the ultrahigh-voltage ETO4060 has significantly more switching loss than the lower-
voltage devices. The probable reasons for the high switching loss of this device are a high carrier lifetime
in the GTO, a strong pnp transistor, which can maintain the current longer with the base open, and a
GTO design optimized for low-frequency, high-power operation. The theory of hard-driven GTOs
predicts no improvement in turn-off loss when compared with traditionally driven GTOs, only an
improved safe operating area and higher speed. This shows that the GCT is very well optimized for
performance as well as for a low internal inductance. The transparent anode of the ABB IGCT proved a
disadvantage in this test, as switching times and switching losses were noticeably worse than with the
anode-shorted devices.

As can be seen in Fig. 1.110, the switching times for all of these devices are short and very consistent.
The ETOs and the GCT have long storage times at very low current levels, but the storage time is very
consistent at 600 A and beyond. The current fall times for all devices characterized except the IGCT are
around 250 ns and are essentially independent of the current being switched, as shown in Fig. 1.111. The
IGCT has a very long current fall time at low current levels, although the speed improves at higher
currents. The IGCT tail has a very large magnitude, which again shows that the anode-shorted structure
of the GCT and the ETOs offers advantages in this area.
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FIGURE 1.112 GCT current tail detail.

Because of the large (10 pH) turn-on inductor, the turn-on loss for all devices is negligible. All the
thyristors hold a very slight advantage over the IGBT in terms of voltage fall time at turn-on, but the current
is so low during this time that there is no significant difference in loss. It must be noted that the IGBT can
be operated without the turn-on snubber at the expense of significantly increased switching loss, but doing
so requires a more complex gate driver design. This is due to the ability of the IGBT to control the exact
collector current by operating in the linear region. The GCT completely lacks this operating mode. Theo-
retical analysis predicts the existence of this forward-biased Safe Operating Area for the ETO [3], but no
experimental verification has been performed except at low current [4]. For current tail comparison, the
tail current was examined on a very high resolution (10 A/div) to see all the effects. Immediately after the
main current fall, the tail current decreases rapidly for all the devices tested. However, the current tail can
take a long time to finish decreasing to zero after this initial fast fall. The detail of the GCT current tail is
shown in Fig. 1.112 after turning off 1200 A. The current tail can indicate the strength of the pnp transistor
within an IGBT or a GTO. The long tail observed for the ETO4060 indicates a stronger pnp, which helps
reduce the conduction losses. The GCT demonstrates the shortest current tail of all of the devices tested,
which is further evidence of the very good internal design. The drawback of this performance is that the
effective current gain of the GCT is reduced, thus requiring more DC gate current injection during con-
duction. The IGBT and the ETO1045 have only slightly worse current tails than the GCT.

Traditionally, the GTO switching frequencies were limited by the times required for the GTO to
complete the switching transitions. In particular, a very long minimum off-time had to be observed due
to some parts of the GTO remaining latched for more than 100 us. The devices tested here all have very
fast switching times, but the switching loss is rather high because of the very large currents and voltages
considered. Therefore, the switching frequency is thermally limited by the switching loss. Soft switching
techniques may allow these devices to achieve much higher operating frequencies (~10 kHz) if the
switching loss can be reduced.

Discussion

Packaging technology is very different for the IGBT modules compared with GTO packaging. The IGBT
modules use many parallel dies, which are wire-bonded and housed in a plastic module. Since a GTO
can be fabricated on a single wafer, press-pack (“hockey-puck”) housings are utilized. The reliability
record for the press-pack devices is much higher than wire-bond modules, largely due to a better tolerance
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for thermal cycling. Additionally, the press-pack allows double-sided cooling to lower the thermal imped-
ance. However, the IGBT achieves similar thermal impedance overall because of the much larger die area
and the consequently large baseplate. The IGBT baseplate is electrically isolated from the heat sink, but
the press-pack heat sinks are directly connected to the anode and cathode terminals. As a result, liquid-
cooled systems with press-pack devices must rely on oil or deionized water to prevent the coolant from
conducting current. The main advantage of the IGBT module is its ease of use, with the isolated baseplate
leading to easy heat-sinking. The collector and emitter terminals are conveniently located for connection
to a laminated busbar to reduce the parasitic inductance and hence the voltage spike. Additionally, the
IGBT module does not require any external mechanical clamp for mounting, as the press-pack housing
requires. The reliability of the press-pack is a key issue, and this package is preferred for many applications
where long life is necessary.

Although failures are obviously unwanted, the characteristics of the device after a failure should be
considered. This can make a big difference in how much damage is done to the rest of a system and how
difficult repair will be. After a failure, any of these devices will become short-circuited. The current will
then increase until either all the energy available has been consumed or an external circuit acts to stop
the fault current. For the wire-bond IGBT, all the current will concentrate into the die that broke down.
This will usually destroy the wire bonds for that die as a result of the huge current flowing. After failure,
the IGBT can become an open circuit. This is a very dangerous condition for series-connected devices
or multilevel converters, as the voltage will no longer be shared, thus exposing the other devices in the
chain to the risk of overvoltage [5]. The press-pack devices will remain shorted since the die is directly
connected with the metal contacts. There is some concern about the wire-bond MOSFETs in the ETO
emitter and gate switches, although no failure of these MOSFETSs has yet been seen even after destruction
of the GTO. Another issue related to the packaging is explosion damage. The press-pack is very strong,
and as a result explosions are very unlikely in this type of package. Plastic modules can easily shatter the
housing, which leads to damage to nearby components.

As previously mentioned, an IGBT can actively control the collector voltage and current during the
switching events. This feature of the device can lead to reduced EMI as well as elimination of the dlI/dt
(turn-on) snubber. However, elimination of this snubber in high-power, quasi-zero impedance source
(voltage-fed) converters may not be desirable because of the other benefits the snubber offers. These
include elimination of damage due to cross-conduction of bridge switches (“shoot-through”), or load
short-circuiting, and improved fault management. If the rate of rise of current in a fault condition is
controlled, a fast device such as the (I)GCT, ETO, or IGBT can respond in time to turn off the fault
current with the semiconductor switches. For GTO systems, the GTO could not respond in time to
interrupt a fault current, so the protection commonly used was to turn all the bridge switches on and
wait for fuses to open. The ability of the ETO and IGBT to automatically detect and respond to overcur-
rents enhances the safe operation of high-power systems. In addition, the IGBT can self-limit the current
that will be conducted, so operation within the switching capability of the device’s can be ensured.
Thyristor devices will conduct an extremely high surge current that is much higher than their interrupting
capability, which requires control logic to prevent the devices from switching off during this time.

Comparison Conclusions

As can be seen from the switching times, all of the devices tested here offer very fast switching times
relative to their power ratings. In addition, even the worst conduction loss from the IGBT is still acceptable
when compared with the blocking voltage. For very high power systems, the IGCT, the GCT, the
ETO4045A, and the ETO4060s are capable of handling extremely high power levels. The GCT is very
fast for its high rating, and the only drawback is the difficult to construct gate driver and its power
consumption. The ABB IGCT and the ETO4045A trade away switching loss to reduce driver power and
conduction loss, so these devices are particularly suited to advanced topologies that reduce the necessary
switching frequency or to soft-switching applications that can reduce the switching loss. The ETO4060
offers very high ratings with minimal driving power, even though the switching is not quite as good as
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the GCT; however, it is better than the IGCT. The IGBT offers the best switching speed and loss of any
of the devices tested and the simplest drive. However, the GCT and small ETO are amazingly close to
the IGBT in switching loss considering their latching nature and nearly 50% higher voltage rating. The
performance of all devices tested here is very good, especially compared with the conventional GTO
applications.
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2.1 Overview

Richard Wies, Bipin Satavalekar, and Ashish Agrawal

The purpose of a DC-DC converter is to supply a regulated DC output voltage to a variable-load resistance
from a fluctuating DC input voltage. In many cases the DC input voltage is obtained by rectifying a line
voltage that is changing in magnitude. DC-DC converters are commonly used in applications requiring
regulated DC power, such as computers, medical instrumentation, communication devices, television
receivers, and battery chargers [1, 2]. DC-DC converters are also used to provide a regulated variable
DC voltage for DC motor speed control applications.

The output voltage in DC-DC converters is generally controlled using a switching concept, as illustrated
by the basic DC-DC converter shown in Fig. 2.1. Early DC-DC converters were known as choppers with
silicon-controlled rectifiers (SCRs) used as the switching mechanisms. Modern DC-DC converters clas-
sified as switch mode power supplies (SMPS) employ insulated gate bipolar transistors (IGBTs) and metal
oxide silicon field effect transistors (MOSFETS).

The switch mode power supply has several functions [3]:

1. Step down an unregulated DC input voltage to produce a regulated DC output voltage using a
buck or step-down converter.

2. Step up an unregulated DC input voltage to produce a regulated DC output voltage using a boost
or step-up converter.

© 2002 by CRC Press LLC



FIGURE 2.1 Basic DC-DC converter. - -

FIGURE 2.2 DC-DC converter voltage waveforms. Y
(From Mohan, N., Undeland, T. M., and Robbins, W. P,,
Power Electronics: Converters, Applications, and Design, - -
2nd ed., John Wiley & Sons, New York, 1995. With per-
mission from John Wiley & Sons.)
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FIGURE 2.3 Pulsewidth modulation concept. (From Mohan, N., Undeland, T. M., and Robbins, W. P., Power
Electronics: Converters, Applications, and Design, 2nd ed., John Wiley & Sons, New York, 1995. With permission from
John Wiley & Sons.)

3. Step down and then step up an unregulated DC input voltage to produce a regulated DC output
voltage using a buck—boost converter.

4. Invert the DC input voltage using a Cik converter.

5. Produce multiple DC outputs using a combination of SMPS topologies.

The regulation of the average output voltage in a DC-DC converter is a function of the on-time ¢, of the
switch, the pulse width, and the switching frequency f, as illustrated in Fig. 2.2. Pulse width modulation
(PWM) is the most widely used method of controlling the output voltage. The PWM concept is illustrated
in Fig. 2.3. The output voltage control depends on the duty ratio D. The duty ratio is defined as

D = _on _ control (21)
Ts Vrepetitive

based on the on-time ¢

on

the level of a control voltage v, to the level of a repetitive waveform as illustrated in Fig. 2.3 [2]. The

of the switch and the switching period T,. PWM switching involves comparing

on-time of the switch is defined as the portion of the switching period where the value of the repetitive
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waveform is less than the control voltage. The switching period (switching frequency) remains constant
while the control voltage level is adjusted to change the on-time and therefore the duty ratio of the switch.
The switching frequency is usually chosen above 20 kHz so the noise is outside the audio range [2, 3].

DC-DC converters operate in one of two modes depending on the characteristics of the output current
[1,2]:

1. Continuous conduction
2. Discontinuous conduction

The continuous-conduction mode is defined by continuous output current (greater than zero) over the
entire switching period, whereas the discontinuous conduction mode is defined by discontinuous output
current (equal to zero) during any portion of the switching period. Each mode is discussed in relationship
to the buck and boost converters in subsequent sections.
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2.2 Choppers
Javad Mahdavi, Ali Agah, and Ali Emadi

Choppers are DC-DC converters that are used for transferring electrical energy from a DC source into
another DC source, which may be a passive load. These converters are widely used in regulated switching
power supplies and DC motor drive applications.

DC-DC converters that are discussed in this section are one-quadrant, two-quadrant, and four-quadrant
choppers. Step-down (buck) converter and step-up (boost) converters are basic one-quadrant converter
topologies. The two-quadrant chopper, which, in fact, is a current reversible converter, is the combination
of the two basic topologies. The full-bridge converter is derived from the step-down converter.

One-Quadrant Choppers

In one-quadrant choppers, the average DC output voltage is usually kept at a desired level, as there are
fluctuations in input voltage and output load. These choppers operate only in first quadrant of v—i plane.
In fact, output and input voltages and currents are always positive. Therefore, these converters are called
one-quadrant choppers.

One method of controlling the output voltage employs switching at a constant frequency, i.e., a constant
switching time period (T = £, + t,4), and adjusting the on-duration of the switch to control the average
output voltage. In this method, which is called pulse-width modulation (PWM), the switch duty ratio d
is defined as the ratio of the on-duration to the switching time period.

d== (2.2)

In the other control method, both the switching frequency and the on-duration of the switch are
varied. This method is mainly used in converters with force-commutated thyristors.
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FIGURE 2.4 Step-down buck converter.

Choppers can have two distinct modes of operation, which have significantly different characteristics:
continuous-conduction and discontinuous-conduction modes. In practice, a converter may operate in
both modes. Therefore, converter control should be designed for both modes of operation.

Step-Down (Buck) Converter

A step-down converter produces an average output voltage, which is lower than the DC input voltage
V... The basic circuit of a step-down converter is shown in Fig. 2.4.

In continuous-conduction mode of operation, assuming an ideal switch, when the switch is on for
the time duration ¢,

on>

the inductor current passes through the switch, and the diode becomes reverse-
biased. This results in a positive voltage (V,, — V,) across the inductor, which, in turn, causes a linear
increase in the inductor current ;. When the switch is turned off, because of the inductive energy storage,
i, continues to flow. This current flows through the diode and decreases. Average output voltage can be
calculated in terms of the switch duty ratio as:

1T 1( = r fon
Vo, e, = ﬂo v,(1) dt = ?(L det+J.tm0.0) = 2V, = dV, (2.3)

V,, ave, €an be controlled by varying the duty ratio (d = t,,/T) of the switch. Another important obser-
vation is that the average output voltage varies linearly with the control voltage. However, in the
discontinuous-conduction mode of operation, the linear relation between input and output voltages
is not valid. Figure 2.5 shows (V, wve./Vin. ave.) — %o, ave. characteristic of a step-down converter in contin-
uous and discontinuous conduction modes of operation.

Step-Up (Boost) Converter

Schematic diagram of a step-up boost converter is shown in Fig. 2.6. In this converter, the output voltage
is always greater than the input voltage. When the switch is on, the diode is reversed-biased, thus isolating
the output stage. The input voltage source supplies energy to the inductor. When the switch is off, the
output stage receives energy from the inductor as well as the input source.

In the continuous-conduction mode of operation, considering d as the duty ratio, the input—output
relation is as follows:

1
= —V 2.4
1/a, ave. l—d in ( )

If input voltage is not constant, V;, is the average of the input voltage. In this case, relation (2.3) is an
approximation. In the discontinuous-conduction mode of operation, relation (2.3) is not valid. Figure 2.7
Shows (Vin, ave./ Vo, ave.) — i1, ave. characteristic of a step-up converter in the continuous- and discontinuous-
conduction modes of operation.
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FIGURE 2.6  Step-up boost converter.
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FIGURE 2.7 (Viy ave/Vo,ave.) — iL ave. Characteristic of a step-down converter.
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FIGURE 2.9 Output current of a two-quadrant chopper.

Two-Quadrant Choppers

A two-quadrant chopper has the ability to operate in two quadrants of the (v—i) plane. Therefore, input
and output voltages are positive; however, input and output currents can be positive or negative. Thus,
these converters are also named current reversible choppers. They are composed of two basic chopper
circuits. In fact, a two-quadrant DC-DC converter is achieved by a combination of two basic chopper
circuits, a step-down chopper and a step-up chopper, as is shown in Fig. 2.8.

The step-down chopper is composed of S, and D, and electric energy is supplied to the load. The
step-up chopper is composed of S, and D,; electric energy is fed back to the source. Reversible current
choppers can transfer from operating in the power mode to operating in the regenerative mode very
smoothly and quickly by changing only the control signals for S, and S,, without using any mechanical
contacts.

Figure 2.9 depicts the output current of a two-quadrant chopper. d, and d, = 1 — d, are the duty ratios
of step-down and step-up converters, respectively. By changing d, and d,, not only the amplitude of the
average of the output current changes, but it can also be positive and negative, leading to two-quadrant
operation.

For each of step-down and step-up operating mode, relations (2.3) and (2.4) are applicable for
continuous currents. However, in discontinuous-conduction modes of operation, relations (2.3) and
(2.4) are not valid. Figure 2.10 shows the (v, .ve/Vin, ave.) — Lo, ave, Characteristic of a two-quadrant con-
verter in continuous- and discontinuous-conduction modes of operation. As is shown in Fig. 2.10, for
changing the operating mode both from step-down to step-up operation and in the opposite direction,
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FIGURE 2.10 (¥, e/ Vin, ave.) — o, ave, Characteristic of a two-quadrant converter.
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FIGURE 2.11 A full-bridge four-quadrant chopper.

the operating mode must move from the discontinuous-current region. However, by applying d, =1 —
d,, the operating point will never move into the discontinuous-conduction region of the two basic
converters. In Fig. 2.10, the broken lines indicate passage from step-down operation to step-up operation,
and vice versa. In fact, because of this specific command—the relation between the two duty ratios—the
converter operating point always stays in the continuous-conduction mode.

Four-Quadrant Choppers

In four-quadrant choppers, not only can the output current be positive and negative, but the output
voltage also can be positive and negative. These choppers are full-bridge DC-DC converters, as is shown
in Fig. 2.11. The main advantage of these converters is that the average of the output voltage can be
controlled in magnitude as well as in polarity. A four-quadrant chopper is a combination of two two-
quadrant choppers in order to achieve negative average output voltage and/or negative average output
current.

The four-quadrant operation of the full-bridge DC-DC converter, as shown in Fig. 2.12, for the first
two quadrants of the (v—i) plane is achieved by switching S, and S, and considering D, and D, like a
two-quadrant chopper. For the other two quadrants of the (v—i) plane, the operation is achieved by
switching S; and S, and considering D; and D, as another two-quadrant chopper, which is connected to
the load in the opposite direction of the first two-quadrant chopper.
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FIGURE 2.12 Four-quadrant operation of a full-bridge chopper.

2.3 Buck Converters

Richard Wies, Bipin Satavalekar, and Ashish Agrawal

The buck or step-down converter regulates the average DC output voltage at a level lower than the input
or source voltage. This is accomplished through controlled switching where the DC input voltage is
turned on and off periodically, resulting in a lower average output voltage [1]. The buck converter is
commonly used in regulated DC power supplies like those in computers and instrumentation [1, 2].
The buck converter is also used to provide a variable DC voltage to the armature of a DC motor for
variable speed drive applications [2].

Ideal Buck Circuit

The circuit that models the basic operation of the buck converter with an ideal switch and a purely
resistive load is shown in Fig. 2.13. The output voltage equals the input voltage when the switch is in
position 1 and the output voltage is zero when the switch is in position 2. The resulting output voltage
is a rectangular voltage waveform with an average value as shown in Fig. 2.2 (in Section 2.1). The average
output voltage level is varied by adjusting the time the switch is in position 1 and 2 or the duty ratio.
The resulting average output voltage V, is given in terms of the duty ratio and the input voltage V; by

Eq. (2.5) [2].
V, =DV, (2.5)

The square wave output voltage for the ideal circuit of the buck converter contains an undesirable
amount of voltage ripple. The circuit is modified by adding an inductor L in series and a capacitor C in
parallel with the load resistor as shown in Fig. 2.14. The inductor reduces the ripple in the current through

- I SHN—
+ 2 +
v, RS V,
FIGURE 2.13 Ideal buck converter. = ! -
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FIGURE 2.14 Modified buck converter with LC filter. + 5 +
(From Mohan, N., Undeland, T. M., and Robbins, W. P,, +
Power Electronics: Converters, Applications, and Design, v, C~ R v,
2nd ed., John Wiley & Sons, New York, 1995. With per-
mission from John Wiley & Sons.) - I -
i, A

FIGURE 2.15 Rise and fall of load current in buck
converter.

i )

FIGURE 2.16 Buck converter with practical switch.

the load resistor, while the capacitor directly reduces the ripple in the output voltage. Since the current
through the load resistor is the same as that of the inductor, the voltage across the load resistor (output
voltage) contains less ripple.

The current through the inductor increases with the switch in position 1. As the current through the
inductor increases, the energy stored in the inductor increases. When the switch changes to position 2,
the current through the load resistor decreases as the energy stored in the inductor decreases. The rise
and fall of current through the load resistor is linear if the time constant due to the LR combination is
relatively large compared with the on- and off-time of the switch as shown in Fig. 2.15 [3]. A capacitor
is added in parallel with the load resistor to reduce further the ripple content in the output voltage. The
combination of the inductor and capacitor reduces the output voltage ripple to very low levels.

The circuit in Fig. 2.14 is designed assuming that the switch is ideal. A practical model of the switch is
designed using a diode and power semiconductor switch as shown in Fig. 2.16. A freewheeling diode is
used with the switch in position 2 since the inductor current freewheels through the switch. The switch
is controlled by a scheme such as pulse width or frequency modulation.

Continuous-Conduction Mode

The continuous-conduction mode of operation occurs when the current through the inductor in the
circuit of Fig. 2.14 is continuous. This means that the inductor current is always greater than zero. The
average output voltage in the continuous-conduction mode is the same as that derived in Eq. (2.5) for
the ideal circuit. As the conduction of current through the inductor occurs during the entire switching
period, the average output voltage is the product of the duty ratio and the DC input voltage. The operation
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FIGURE 2.17 Buck converter switch states: (a) switch in position 1; (b) switch in position 2. (From Mohan, N.,
Undeland, T. M., and Robbins, W. P., Power Electronics: Converters, Applications, and Design, 2nd ed., John Wiley &
Sons, New York, 1995. With permission from John Wiley & Sons.)
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FIGURE 2.18 Inductor voltage and current for contin-
uous mode of buck converter. (From Mohan, N., Unde-
land, T. M., and Robbins, W. P., Power Electronics:
Converters, Applications, and Design, 2nd ed., John Wiley
& Sons, New York, 1995. With permission from John ton to

Wiley & Sons.) N - >

_VO

of this circuit resembles a DC transformer according to Eq. (2.6) based on the time-integral of the
inductor voltage equal to zero over one switching period [2].

p=Ye_ I (2.6)
TV, '

The operation of the circuit in steady state consists of two states as illustrated in Fig. 2.17 [2, 4]. The
first state with the switch in position 1 has the diode reverse-biased and current flows through the inductor
from the voltage source to the load. The switch changes to position 2 at the end of the on-time and the
inductor current then freewheels through the diode. The process starts again at the end of the switching
period with the switch returning to position 1. A representative set of inductor voltage and current
waveforms for the continuous-conduction mode is shown in Fig. 2.18.

Discontinuous-Conduction Mode

The discontinuous mode of operation occurs when the value of the load current is less than or equal to
zero at the end of a given switching period. Assuming a linear rise and fall of current through the inductor,
the boundary point between continuous- and discontinuous-current conduction occurs when the average
inductor current over one switching period is half of the peak value, as illustrated in Fig. 2.19. The average
inductor current at the boundary point is calculated using Eq. (2.7) [2].

1 DT,
Iy = ElL(peak) = 3L V-V, (2.7)
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FIGURE 2.19 Inductor current at boundary point for
discontinuous mode of buck converter. (From Mohan,
N., Undeland, T. M., and Robbins, W. P., Power Electron-
ics: Converters, Applications, and Design, 2nd ed., John -V,
Wiley & Sons, New York, 1995. With permission from ton toft
John Wiley & Sons.)

The input voltage or output voltage is kept constant depending on the application. If the input voltage
remains constant, then the average inductor current at the boundary is calculated by replacing the output
voltage in Eq. (2.7) with Eq. (2.5), which yields the expression in Eq. (2.8) [2].

DT,
Ip = 5L (V)1 -D) (2.8)

The voltage ratio is now defined according to Eq. (2.9) [2]:

V 2
Yoo D (2.9)
Vi 2 1 ( Io )
D +-
4 ILB(max)

If the output voltage remains constant, then the average inductor current at the boundary is calculated
by replacing the input voltage in Eq. (2.7) with Eq. (2.5), which yields the expression in Eq. (2.10) [2]:

T
Iy = Z‘i(vo)(l -D) (2.10)

The duty ratio is defined according to Eq. (2.11) by manipulating Eq. (2.9) [2]:

1

2

_ Z? ID/ILB(max)

v 1_(¥) (2.11)

Output Voltage Ripple

In DC-DC converters the output voltage ripple is a measure of the deviation in the output voltage from
the average value. The peak-to-peak voltage ripple for the buck converter in Figure 2.16 for the continuous
conduction mode can be calculated for a specified value of output capacitance by calculating the addi-
tional charge AQ provided by the ripple current in the inductor. This analysis assumes that all of the
ripple current flows through the capacitor, while the average value of the inductor current flows through
the load resistor. The peak-to-peak voltage ripple is calculated by taking the area under the inductor
current iy (the additional charge AQ) and dividing by the capacitance resulting in Equation 2.12 [2]:
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AVo= = =722 “scr DL (2.12)

It is customary to refer to ripple in terms of the percentage ripple as illustrated in Equation 2.13 [2]:

AV, 1T.(1-D) _« A%
VO = gT = ?(1—D)(ﬁ) (213)

where f; is the switching frequency and f_ is the corner frequency of the low-pass LC filter on the output.
The voltage ripple is minimized by selecting a corner frequency for the lowpass filter which is much less
than the switching frequency.
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2.4 Boost Converters

Richard Wies, Bipin Satavalekar, and Ashish Agrawal

A boost converter regulates the average output voltage at a level higher than the input or source voltage.
For this reason the boost converter is often referred to as a step-up converter or regulator. The DC input
voltage is in series with a large inductor acting as a current source. A switch in parallel with the current
source and the output is turned off periodically, providing energy from the inductor and the source to
increase the average output voltage. The boost converter is commonly used in regulated DC power supplies
and regenerative braking of DC motors [1, 2].

Ideal Boost Circuit

The circuit that models the basic operation of the boost converter is shown in Fig. 2.20 [2, 3]. The ideal
boost converter uses the same components as the buck converter with different placement. The input
voltage in series with the inductor acts as a current source. The energy stored in the inductor builds up
when the switch is closed. When the switch is opened, current continues to flow through the inductor
to the load. Since the source and the discharging inductor are both providing energy with the switch
open, the effect is to boost the voltage across the load. The load consists of a resistor in parallel with a
filter capacitor. The capacitor voltage is larger than the input voltage. The capacitor is large to keep a
constant output voltage and acts to reduce the ripple in the output voltage.

Continuous-Conduction Mode

The continuous-conduction mode of operation occurs when the current through the inductor in the
circuit of Fig. 2.20 is continuous with the inductor current always greater than zero. The operation of
the circuit in steady state consists of two states, as illustrated in Fig. 2.21 [2, 3]. The first state with the
switch closed has current charging the inductor from the voltage source. The switch opens at the end
of the on-time and the inductor discharges current to the load with the input voltage source still
connected. This results in an output voltage across the capacitor larger than the input voltage. The output

© 2002 by CRC Press LLC



L D
Y YN\ A
FIGURE 2.20 Basic boost converter. (From Mohan, N., + 4 +
Undeland, T. M., and Robbins, W. P., Power Electronics: |+
Converters, Applications, and Design, 2nd ed., John Wiley Vi /) s Ccm R Vo

& Sons, New York, 1995. With permission from John
Wiley & Sons.) -

(a) (b)

FIGURE 2.21 Basic boost converter switch states: (a) switch closed; (b) switch open. (From Mohan, N., Undeland,
T. M., and Robbins, W. P., Power Electronics: Converters, Applications, and Design, 2nd ed., John Wiley & Sons, New
York, 1995. With permission from John Wiley & Sons.)
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FIGURE 2.22 Inductor voltage and current waveforms
for continuous mode of boost converter. (From Mohan,
N., Undeland, T. M., and Robbins, W. P., Power Electron-
ics: Converters, Applications, and Design, 2nd ed., John V-V
Wiley & Sons, New York, 1995. With permission from ton tot e
John Wiley & Sons.)

voltage remains constant if the RC time constant is significantly larger than the on-time of the switch.
A representative set of inductor voltage and current waveforms for the continuous conduction mode is
shown in Fig. 2.22 [2].

The voltage ratio for a boost converter is derived based on the time-integral of the inductor voltage
equal to zero over one switching period. The voltage ratio is equivalent to the ratio of the switching
period to the off-time of the switch as illustrated by Eq. (2.14) [2].

\% ; T T
2 =21 == = : :._.Z__ (2.14)

N

The current ratio is derived from the voltage ratio assuming that the input power is equal to the output
power, as with ideal transformer analysis.
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FIGURE 2.23 Inductor current at boundary point for
discontinuous mode of boost converter. (From Mohan,
N., Undeland, T. M., and Robbins, W. P., Power Electron-
ics: Converters, Applications, and Design, 2nd ed., John
Wiley & Sons, New York, 1995. With permission from fon Lot
John Wiley & Sons.)

Discontinuous-Conduction Mode

The discontinuous mode of operation occurs when the value of the load current is less than or equal to
zero at the end of a given switching period. Assuming a linear rise and fall of current through the inductor,
the boundary point between continuous- and discontinuous-current conduction occurs when the average
inductor current over one switching period is half the peak value, as illustrated in Fig. 2.23 [2]. The average
inductor current at the boundary point is calculated using Eq. (2.15) [2].

1. VoTs
Iy = EIL(peak) = YD(I—D) (2.15)

The output current at the boundary condition is derived by using the current ratio of Eq. (2.14) in Eq. (2.15)
with the inductor current equal to the input current. This results in Eq. (2.16) [2]:

VT 2
Ioy = =——D(1-D 2.1
os = == D(1-D) (2.16)

For the boost converter in discontinuous mode, the output voltage V, is generally kept constant while
the duty ratio D varies in response to changes in the input voltage V.

The duty ratio is defined as a function of the output current for various values of the voltage ratio
according to Eq. (2.17) [2]:

1
V, (V. I, |

MEY(RE I ) g 2.17
Vi (Vz )IaB(maxJ ( )

Output Voltage Ripple

The peak-to-peak voltage ripple for the boost converter in Figure 2.20 for the continuous conduction
mode can be calculated for a specified value of output capacitance by calculating the additional charge
AQ provided by the ripple current in the inductor. This analysis is similar to that discussed for the buck
converter. The peak-to-peak voltage ripple is calculated by taking the area under the inductor current i;
(the additional charge AQ) and dividing by the capacitance resulting in Equation 2.18 [2]:
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_AQ _ LDT. VDT,
AV, = O = T = 2 (2.18)

The percentage output voltage ripple is calculated as in Equation 2.19 [2]:

=2 = p= (2.19)

where 7 is the RC time constant of the output filter. The voltage ripple is minimized by increasing the
time constant of the output filter.
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2.5 Ciuak Converter

Richard Wies, Bipin Satavalekar, and Ashish Agrawal

The Cuak converter is a switched-mode power supply named after the inventor Dr. Slobodan Cuk. The
basic nonisolated Cuk converter shown in Fig. 2.24 is designed based on the principle of using two
buck-boost converters to provide an inverted DC output voltage [1]. The advantage of the basic noniso-
lated Cuk converter over the standard buck-boost converter is to provide regulated DC output voltage
at higher efficiency with identical components due to an integrated magnetic structure, reduced ripple
currents, and reduced switching losses [2, 3]. The integrated magnetic structure of the isolated Cuk
converter consists of the isolation transformer and the two inductors in a single core. As a result, the
ripple currents in the inductors are driven into the primary and secondary windings of the isolation
transformer. Also, the single core results in reduced flux paths, which improves the overall efficiency of
the converter.

Nonisolated Operation

The basic nonisolated Cak converter is a switching power supply with two inductors, two capacitors, a
diode, and a transistor switch as illustrated in Fig. 2.24 [1, 2]. The transfer capacitor C, stores and transfers
energy from the input to the output. The average value of the inductor voltages for steady-state operation
is zero. As a result, the voltage across the transfer capacitor is assumed to be the average value V¢ in
steady state and is the sum of the input and output voltages. The inductor currents are assumed to be
continuous for steady-state operation.

Ly C L,
g e
FIGURE 2.24 Nonisolated Cuak converter. (From + +
Mohan, N., Undeland, T. M., and Robbins, W. P., Power +
Electronics: Converters, Applications, and Design, 2nd ed., Vi AI: P¥ CH~ RV
John Wiley & Sons, New York, 1995. With permission Q
from John Wiley & Sons.) — -
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FIGURE 2.25 Cuk converter switch states: (a) switch open; (b) switch closed. (From Mohan, N., Undeland, T. M.,
and Robbins, W. P., Power Electronics: Converters, Applications, and Design, 2nd ed., John Wiley & Sons, New York,
1995. With permission from John Wiley & Sons.)

A
I, Vi
t
FIGURE 2.26 Inductor 1, voltage and current waveforms
for Cuk converter. (From Mohan, N., Undeland, T. M.,
and Robbins, W. P., Power Electronics: Converters, Appli- Vo
cations, and Design, 2nd ed., John Wiley & Sons, New tott ton
York, 1995. With permission from John Wiley & Sons.) N > >

The operation of the basic nonisolated Cik converter in steady state consists of two transistor states,
as illustrated in Fig. 2.25 [1, 2]. In the first state when the transistor is off, the inductor currents flow
through the diode and energy is stored in the transfer capacitor from the input and the inductor L,. The
energy stored in the inductor L, is transferred to the output. As a result, both of the inductor currents are
linearly decreasing in the off-state. In the second state when the transistor is on, the inductor currents
flow through the transistor and the transfer capacitor discharges while energy is stored in the inductor L,.
As the transfer capacitor discharges through the transistor, energy is stored in the inductor L,. Conse-
quently, both of the inductor currents are linearly increasing in the on-state. A representative set of inductor
voltage and current waveforms for the nonisolated Cuik converter are shown in Figs. 2.26 and 2.27 [1].

The voltage and current ratio for the nonisolated Ctik converter can be derived by assuming the
inductor currents, which correspond to the input current and output current, are ripple-free [1]. This results
in an equal charging and discharging of the transfer capacitor during the off-state and the on-state. The
charging and discharging are defined in Eq. (2.20) in terms of the product of current and time [1].

Il‘ltoff = Ithon (220)
The resulting current ratio is expressed in Eq. (2.21) by substituting I; = I, I; = I,, t.,s = (1 = D)T,,

and t,, = DT, into Eq. (2.20) [1].
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FIGURE 2.27 Inductor 2, voltage and current wave-
forms for Cuk converter. (From Mohan, N., Undeland,
T. M., and Robbins, W. P., Power Electronics: Converters,
Applications, and Design, 2nd ed., John Wiley & Sons, )

New York, 1995. With permission from John Wiley & tost ton
Sons.)
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Y

7= (2.21)

i

If the input power is equal to the output power for the ideal case, the voltage ratio in Eq. (2.22) is
determined as the inverse of the current ratio using the analysis of an ideal transformer [1].

V, D

Practical Ciak Converter

The advantages of the practical isolated Cuk converter discussed earlier are the integrated magnetic
structure, reduced ripple currents, and reduced switching losses. With the use of a single transformer to
provide isolation and the two inductors required in the circuit, the ripple in the inductor currents is
essentially reduced to zero. This reduces the amount of external filtering required, but the transfer
capacitor carries the ripple from both inductors. This requires a transfer capacitor with a large ripple
current capacity. For futher information and a more-detailed analysis of the practical Cuk converter, see
Refs. 2 and 3.
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2.6 Buck-Boost Converters

Daniel Jeffrey Shortt

A schematic of the buck—boost converter circuit (in one of its simplest forms) is shown below in Fig. 2.28.
The main power switch is shown to be a bipolar transistor, but it could be a power MOSFET, or any
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other device that could be turned on (and off) in a controlled fashion. This converter processes the power
from a DC-biased source (high-voltage ripple) to a DC output (containing low-voltage ripple). The DC
output voltage value can be chosen to be higher or lower than the input DC voltage. Note: The output
load is represented by a resistor, R;, but in real life can be something much more complicated. In a general
sense, this circuit processes power from input to output with “square wave” technology, that is, the circuit
produces waveforms that have sharp edges (such as those shown in Fig. 2.29). (There are converters that
develop sine waves and semi-sine waves in the power process. They will not be discussed here.) The
waveforms in Fig. 2.29 have a square-wave (or semi-square-wave) appearance and are indicative of current
waveforms in a typical DC-DC converter. In fact, the i, waveform is in a similar shape as the inductor
(L) current in the buck-boost converter of Fig. 2.28, i, can represent the diode current, and i, the
capacitor current.

The operation of this converter is nonlinear and discrete; however, it can be represented by a cyclic
change of power stage topologies. The three topologies for this converter, the equations for those topologies,
and the small-signal transfer functions are presented in this section. For specific details of the derivation
of each of these items, see the technical articles and papers listed in the References.

Vs <4> Control

Circuit

FIGURE 2.28 Buck-boost converter.

FIGURE 2.29 Typical current waveforms in a buck-boost converter.
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Circuit Analysis

The buck-boost converter has cyclic changes in topology due to the switching action of the semiconductor
devices. During a cycle of operation, the main power switch is turned on and off; the diode responds to
this by switching off and on.

Continuous-Current Mode

Figure 2.30 illustrates the topology where the main power switch is on and the diode is reverse-biased;
thus, it is off. For the purpose of illustration the semiconductor devices are assumed to be ideal.

There are two independent state variables that contain the information describing the operation of this
circuit: the inductor current, i}, and the capacitor voltage, v.. Two differential equations in terms of these
variables, the output voltage, v, and the source voltage, v, for the designated Topology 1 are shown below.

dip g
=71 (2.23)
dve o
T T RC (2.24)

Please note that the inductor is receiving energy from the source and being charged up, while the capacitor
is being discharged into the output load, R;, and the output voltage is falling.

Figure 2.31 shows the change in topology when the main power switch turns off. The inductor
maintains current flow in the same direction so that the diode is forward-biased. The differential

C “—ve¢ R, Vo

FIGURE 2.30 Topology 1 for the buck-boost converter.

\ 4
i
i -
Vs CD L C “—v R, Vo
+
L

FIGURE 2.31 Topology 2 for the buck-boost converter.
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equations for the designated Topology 2 are shown below. Please note that the inductor is transferring
the energy it has obtained from the source into the capacitor; the capacitor is being charged up as the
inductor is being discharged, and the output voltage is rising.

di, v
== (2.25)
dve _ i, Yo (2.26)

dt ~ C R,C

Another topology change will occur if the inductor has transferred all of its energy out into the capacitor.
In that case the inductor current will fall to zero. This will be examined later in the section. The inductor
current is assumed to be nonzero.

These four linear time-invariant differential equations describe the state of the buck—boost converter.
The power stage analysis is linear for each interval; however, for the complete operational cycle, it becomes
a piecewise linear problem. The on-time or off-time of the main power switch may vary from cycle to cycle,
further complicating the analysis.

Various modeling schemes have been proposed using nonlinear techniques that would in essence
“combine” these equations. Basically there are two approaches: numerical (universal) and analytical (math-
ematical) techniques [1, 2]. In analytical techniques, a closed-form expression representing the operation
of the converter is obtained, enabling a qualitative analysis to be performed [1]. The numerical techniques
use various algorithms to produce an accurate quantitative result. However, simple relations among the
system parameters are not easily obtainable. Numerical techniques are not to be considered at this time,
because the desire at this point is to obtain a closed-form solution from which a considerable amount of
design insight can be obtained.

Analytical techniques can be divided into two different system descriptions, discrete and continuous. The
discrete system description makes no simplifying assumption on the basis of converter application. This
description could be used in any application where the linearization of a periodically changing structure is
sought. This method is accurate, but very complicated. The derived expressions are complex and cumbersome,
which impedes its practical usefulness, and physical insight into the system operation is not easily obtainable.

An important continuous analytical technique is the averaging technique by Wester and Middlebrook [3].
It is easy to implement and gives physical insight into the operation of a buck-boost converter. Through
circuit manipulation, analytical expressions were derived to determine the appropriate expressions.
Middlebrook and Cuk [4, 5] modified the technique to average the state space descriptions (variables)
over a complete cycle. Shortt and Lee [6-8] used a discrete sample of the average state space representation
to develop a modeling technique that would enable a judicious control selection to be made. Vorpérian
et al. [9] developed an equivalent circuit model for a pulse width modulation (PWM) switch that can
be used in the analysis of this converter.

For the averaging technique each interval in the cycle is described by its state space representation (differ-
ential equation). Figure 2.32 shows the waveform of the continuous, instantaneous inductor current (that is,

TON TOF F TON TOFF TON TOFF

Instantaneous|Inductor C rrem)A'\E e Inductor Current)k

T, T, T,

FIGURE 2.32 Continuous inductor current.
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i, does not equal zero at any point in time) and the average inductor current for the buck—boost converter
(Fig. 2.30). The instantaneous current is cyclic with a time period equal to T, s; the main power switch
is on for Toy s and off for Ty s. The equations are averaged to give a single period representation, as
shown below:

1 = —d T"rdf (227)
gl Yo
ve=4d C+RLC (2.28)

where i; and v are average state variables, d = To\/Tp and d” = Tpp/ Tp. Please note: d+d” = 1.

To study the small signal behavior, the time-varying system described in Egs. (2.27) and (2.28) can
be linearized using small signal perturbation techniques. By using these techniques, the inputs are
assumed to vary around a steady-state operating point. Taking a first-order Fourier series approximation,
the inputs are represented by the sum of a DC or steady-state term and an AC variation or sinusoidal
term. Introducing variations in the line voltage and duty cycle by the following substitutions

vy = Vyg+7vs, d=D+d, d =D _-4d

cause perturbations in the state and output, as shown below. In the above and following equations the
variables in capital letters represent the DC or steady-state term; and the variables with the symbol “~ ”
above them represent the AC variation or sinusoidal term.

i =1 +1, i, = I, +ig, ve = Vet ve ve = Ve+v, vo = Vo+7vo

Figure 2.33 shows the type of change that is being modeled for an inductor current perturbation of
Fig. 2.32. Note the Ty and Top slowly change from cycle to cycle, which produces a slight change in
the inductor current from cycle to cycle.

The derivative of a DC term is zero, so the above equations can be simplified to the following:

ip = 1, ip = I +1ig, Ve = Ve ve = Ve+v, vo = Vot

Substituting these equations into (2.27) and (2.28), separating the DC (steady-state) terms and the AC
(sinusoidal) terms results in the following:

rage Inductor Current I~ Instantaneops Inductor {Current

Tp Tp Tp

FIGURE 2.33 Inductor current perturbation.
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DC terms:

D'V, DV,
+ 25 2 2.29
I I (2.29)
DLV,
Yo _ 2.30
c "R.C (2:30)

AC terms (neglecting the higher-order terms):

= + =+ d 2.31
I I I I ( )
N D’ 1A/o I -
= =1+=-%+=d 2.32
e ThTRCTC (2.32)
The equation
Ve _ D
Vs D’

is derived from Eq. (2.29). Note that from Fig. 2.28, v = —v,, giving V.=—V,and V¢ = —Vo; substituting
this into the previous equation results in:
Vo D
—= == 2.33
7= o (2.33)
Equation (2.33) states that the ratio of the DC output voltage to the DC input voltage is equal to the

ratio of the power switch on-time to the power switch off-time. The expression for the DC inductor
current term is

Vo
D'R,

I, = - (2.34)

Equations (2.31) and (2.32) constitute the small signal model of a buck-boost converter.
Another method that is utilized to extract the small signal model is to realize an equivalent circuit
model from Egs. (2.27) and (2.28). Figure 2.34 is the average circuit model of the buck—boost converter.

L
®
I
° o * ° ° C+ -
Vg C‘) ve— RS,
+
1:d d:1 ¢

FIGURE 2.34 Average circuit model of the buck—boost converter.
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FIGURE 2.35 The small signal circuit model.

TON TOFF Tr2

FIGURE 2.36 Discontinuous inductor current.

FIGURE 2.37 Topology 3 for the buck-boost converter (discontinuous inductor current).

Vo

s (O

(For a quantitative, numerical analysis, this circuit can be simulated with SPICE or an equivalent simu-
lation package, as demonstrated in Ref. 10.)

Introducing perturbations into the state and output, removing the DC conditions, neglecting the small
nonlinear terms, and simplifying the structure, results in Fig. 2.35.

Discontinuous-Current Mode

Figure 2.36 shows the waveform of the discontinuous inductor current for the buck-boost converter
(Fig. 2.30). Note that the inductor current is equal to zero for Tp,s. This results in an additional (third)
topology change, shown in Fig. 2.37.

Since the inductor current is zero for this portion of the switching cycle, there is only one state equation
that can be determined.

dve Yo

il ¥e (2.35)

This equation indicates that the capacitor is now discharging its energy into the load resistor, R;, and
the output voltage is falling.
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FIGURE 2.38 General form of discontinuous inductor current.

The modeling of this particular mode is presented in Refs. 5,11, and 12. A general discussion is provided
here as it applies to the model of the buck—boost converter in the discontinuous inductor current mode.

For this case, the inductor current does not behave as a true state variable, since di;/dt = 0, thereby
reducing the system order by one. Figure 2.38 illustrates the general form of the inductor current. The
equations for the T, time interval are the same as Eqs. (2.23) and (2.24), except i, = I + i;, where I,
represents the DC level at which the inductor current begins and i, the value of the time-varying
inductor current. The equations for the T interval are the same as Egs. (2.25) and (2.26) except i, =
I+ i, , where i; represents the value of the time-varying inductor current. By combining these sets of
equations with Eq. (2.31) by the averaging technique, the equations listed below are obtained.

diL 1 ¢Ton Vg 1 ¢TontTorr —Ve
= = 2 dt+ — —|dt=0 2.36
dt TPJO L TP'[TON ( L ) ( )

dVC 1 (fon Ve 1 (FontTorr Ip + 1;_ Ve 1 (fontTortTe, Ve
¢ - = — |dt+ = ——|dt+ = — |dt (2.37
dt Tp J.() ( RLC) Ty J.ToN ( C RLC) Tp J.T()N+T0FF ( RLC) ( )

For the buck-boost converter case I = 0; also, from Fig. 2.38, note that

TontTorr 1v .
J ipdt = (E IS TON)TOFF = iav Tore (2.38)

TON

The variable iy, is the average value of the inductor during the Ty + Topp time, not for the whole cycle.
Substituting into Egs. (2.36) and (2.37) results in the following:

dvc _ Toxn Ve Torriav  Tor Ve Tr, ve

ZCo _SOoN_C o TOmAV oW _C SR C 2.39
dt T, RRC T, C T» R,C TR, C ( )
Let
T T T
d == d, = 2L, d. = =22
1 Tp 2 TP 3 Tp
and substitute into the above equation.
. ihv Ve
=d,— - — 2.40
Ve s R,C ( )

© 2002 by CRC Press LLC



Yo
 J ® ®
A b
Vs C“) l R l C “— R,2
- A A A
1d Gd | «p/p,d
® ® L ®
FIGURE 2.39 Buck-boost converter small signal model for the discontinuous mode.
Note that, d, + d, + d; =1 and
. 1v
W =57 Tox (2.41)

At this point, the same perturbation techniques, as presented previously, are used to obtain the small
signal model. Introducing variations in the line voltage and duty cycle

v =Vi+vs d, =D,+d, d,=D,+dy, dy=Ds+d,

produce perturbations in the state and output; separating the DC and AC terms and simplifying results in

. {;C VSTOFF 7
= —— + d, +
"“TRcT 2tc

vV [2LT,
Toy = — 2.43
o = TR (2.43)
RLT
Top = RP (2.44)
L

Ve _ Dy
- = — 2.4
Vs D, (245)

VS TON

TONTOFF o
ire ZON_ Ok 5 (2.42)

“*5rer,

where

A circuit model (Fig. 2.39) can be realized from the above equations. The process is not shown here;
however, please see Ref. 5 for the details of the circuit derivation and presentation. This concludes the
circuit analysis portion of this section. In the next section the appropriate transfer functions to be used
in the design and implementation of the buck—boost converter are presented. The above small signal
model is used to derive them. For more detail, please see Refs. 3, 5, and 9.

Small Signal Transfer Functions

The analysis done in the previous section enables the development of transfer functions that describe
the buck—boost converter stability performance and input to output signal attenuation. The transfer
functions are illustrated in Fig. 2.40. This figure assumes there is only one feedback (the output voltage)
loop; for more complicated feedback schemes, please see Refs. 7 and 8.

The continuous-current mode transfer functions are derived by using the Laplace transform to solve
for the output voltage and duty cycle variations in Eqgs. (2.31) and (2.32). Equation (2.42) is used to
derive the discontinuous-current mode transfer functions.
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FIGURE 2.40 Block diagram of transfer functions for the buck—-boost converter: (a) continuous-current mode;
(b) discontinuous-current mode.

Component Selection

The component values can be chosen based on several constraints. The constraints that are to be discussed
here are not exhaustive, but are only mentioned to provide an introduction into the selection process.
Some component values can be based on an arbitrary selection. For example, the frequency of the
converter is the designer’s choice. As the frequency rises, the volume of the inductor (which is usually
the biggest component in the converter) decreases and its temperature rises. The component value can
be selected based on a given frequency value, which is assumed to be optimized based on the previously
mentioned constraints. However, the frequency value can also be chosen based on experience. There is
to be no discussion on the optimization of the switching frequency in this section; please see Ref. 13 for
a detailed explanation of the process to optimize the converter switching frequency. Thus, an assumption
made at this point is that the switching frequency has been selected.

Inductor Value

The inductor has to be large enough to handle the output power, according to the energy transfer equation
shown below.

1Lilf,eak = PT, (2.46)
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where, i, is the maximum value of the inductor current, P is the output power, and T} is the time
period of the switching cycle. If the desire for the current is to be continuous, then the inequality shown
below must be satisfied.

e . - (2.47)

The inequality (2.47) is derived from Eqs. (2.43) and (2.44). The total of those equations has to be greater
than the cycle time, T}, for the converter to be in the continuous-current mode. If the designer desires the
converter to be in the discontinuous mode, then the inequality sign in (2.47) is reversed so that T, + Tope
is less than T,.

Satisfying the above two constraints, (2.46) and (2.47), should provide an inductor that is minimal,
but probably not optimal. Using a circuit simulation package, such as PSpice, to simulate and check the
converter action can help determine an optimal value.

Capacitor Value

The capacitor value is chosen based on the specified ripple voltage, V,, the switching frequency (actually

the T for the buck—boost converter), and the allowable capacitor ripple current, 7,,,.- The following
inequality describes the relationship of the previously mentioned items:
i
C> allowable TOFF (248)
Vi

As with the inductor value, this constraint provides a minimal
capacitor value, but probably not an optimal one. Any value
that is chosen should be used in a simulation to test the
value for feasibility. The latent assumption made here is that ESL
the capacitor is an ideal one. In actuality, a practical capac-
itor can be modeled as a linear combination of resistors,
inductors, and capacitors. This complicates the previously
discussed models greatly. The equivalent series resistance ESR
(ESR) and the equivalent series inductance (ESL) (Fig. 2.41),
probably have the biggest influence on the effective capaci- c

tance, because of their effect on the capacitor ripple voltage.
Both, in general, tend to raise ripple voltage. This may require T

an iteration involving a simulation using the catalog or given

values for the ESR and ESL in a more realistic model of the =~ FIGURE 2.41 A practical capacitor model.

capacitor.

Main Power Switch and Output Power Diode

The main switching transistor and diode should be chosen based on the inductor current peak value. As
with all of these components, the final component value selection should have appropriate design
margins. These margins, however, do vary with the scope of the mission of the individual converter.
The main power switch function is to provide a path for the inductor to receive energy from the source;
that is, the switch connects the source to the inductor at the appropriate time in the switching cycle. The
switch can dissipate a significant amount of power if not chosen properly or not connected to an
appropriately designed heat sink. So, in addition to ensuring that the switch can handle the peak current
and voltage values, the power dissipation must be checked. For a bipolar transistor, assuming the efficiency
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of the converter is very high, the on-state power dissipation can be expressed as the following:

D
Ppss = VCEsat(Bl Io) (2.49)

where I, = P/V,,. If a MOSFET device is chosen, the on-state dissipation is the following:

D 2
Ppss = (E’ Io) RDS(on) (2.50)

The output power diode provides the path for the inductor to discharge its energy to the output; it
connects the inductor to the output when the main power switch is off. Its voltage drop is primarily
responsible for power dissipation. If V, is the on-state voltage drop of the diode, then its power dissipation
is expressed as

Priss = Vplg (2.51)

A judicious selection for the diode can be made using the above calculated power value, the peak output
current, and output voltage.

Flyback Power Stage

A popular version of the buck—boost converter, shown in Fig. 2.28, is the variation shown in Fig. 2.42,
the flyback converter. The flyback converter provides isolation from input to output: note the output
voltage is not inverted as in the simpler buck—boost converter version of Fig. 2.28. These things are
accomplished because of the two-winding or coupled inductor. The inductor now serves a dual purpose:
it transfers energy from the source to the output and provides input to output voltage. This is a popular
power stage used in off-line (110 V. or 220 V,) applications, particularly with multiple output voltages.
Power diodes, capacitors, and windings on the two-winding inductor (power transformer) are added in
the appropriate fashion to provide additional outputs.

The process discussed previously can be used to determine the small signal model and DC operating
point of this converter. The state variables for this converter are the capacitor voltage, v, and the flux
density, ¢, of the two-winding inductor:

d d
di(f = LPdt and N*d(f = L*dt

Np:N;

Yo
> .
.
s T

Feedback ‘
Control

and Drive
Circuit

FIGURE 2.42 Flyback power converter.
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The input voltage can be expressed as (Ng/N,)vs, instead of just v.. Making these substitutions allows
the development of the small signal model that is shown below.
The continuous-current mode small signal model is

DNSA NSV V.
~ Vs = Vs-
P D Ny ® Ny T s (2.52)
L L L L ’
N,
D’ N v L_Sq)
A ~ S ~
=208 Yo 2.
ve= T Rt (2.53)
with
Vo, NsD
Yo _ XD 2.54
Vs N,D’ (2.54)
and
vV, L
b =-—2 2.55
DR, N, (2.55)

The discontinuous-current mode small signal model is

N N
~ I\_]S VSTOFF : VSTON T T N
Ve = £+ " 7 ON 1 OFF Sf/s (2.56)
R, 2L,C ! 2LsC 7 2LCT, N, :
with
2L.T
Ton = 14 Sk (2.57)
N v Ry
N, °
DL, T
Tops = RS E (2.58)
L
V_C = ES& (2.59)
Vs NpD, )
Summary

This section has presented and analyzed a buck—boost converter (Fig. 2.28). The topological changes have
been presented and a discussion of the state space has shown a modeling process (averaging), which can
be used to design the converter. This process models a linear time-varying structure in a relatively simple
way so that significant design insight can be obtained. The small signal model that was presented can be
used to analyze the stability and the input-to-output signal attenuation of the buck—boost converter.
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AC-AC Conversion

Sandor Halasz 3.1 Introduction
Budapest University of Technology 3.2 Cycloconverters
and Economics 3.3  Matrix Converters

3.1 Introduction

AC-AC converters as shown in Fig. 3.1 are frequency converters. They produce an AC voltage in which both
the frequency and voltage can be varied directly from the AC line voltage, e.g., from a 60- or 50-Hz source.
There are two major classes of AC-AC, or so-called direct static frequency converters, as shown in Fig. 3.1.

1. Cycloconverters, which are constructed using naturally commutated thyristors. The commutation
voltage is ensured by the supply voltage. These are so-called line commutated converters.

2. Matrix converters, which are constructed using full-controlled static devices, such as transistors
or GTOs (gate turn-off thyristors).

3.2 Cycloconverters

In Figs. 3.2 and 3.3, the two typical types of cycloconverters are presented. In the first case there are
two three-phase midpoint controlled rectifiers connected back to back. The second case shows two
three-phase bridge rectifier converters connected back to back. Both are used for three-phase to three-
phase conversion. In Fig. 3.4 the single-phase output voltage and current waves are presented for the

Frequency
converters

AC-AC Converters AC-DC-AC

1
1

(direct frequency i Converters
converters) \

N

Cyclo- Matrix
converters converters

-———

FIGURE 3.1 Classification of frequency converters.
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FIGURE 3.2 Cycloconverter scheme with three-phase midpoint controlled rectifier.
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FIGURE 3.3 Cycloconverter scheme with three-phase bridge controlled rectifier.

bridge rectifier circuits. The output voltage V, and current i, have V,; and i, fundamental components
with ¢, phase displacement and numerous harmonics. Because of the load inductance, the current harmonics
will be significantly lower than the voltage harmonics. The firing angles are ¢, and @ for the p and n
converters, respectively. In general, the controls are designed so that only the thyristors of either the p
or n converter is firing, which produces a current in the desired direction. During this period the other
converter is blocked. When the current changes direction, both converters must be blocked for a short time.

It is possible to operate without blocking the converters. In this case, their average voltage must be
the same, and therefore the relation ¢, = 180 — ¢, is valid. However, additional inductances are necessary
to limit the circulating currents between two converters since the instantaneous voltages of the two
converters differ from one another.
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FIGURE 3.5 Three-phase to three-phase matrix converter.

The phase control of the p and n converters is modulated by a sine or trapezoidal wave. The content
of the harmonics for sine modulation is lower; however, the maximum value of the output voltage is
lower than that for trapezoidal modulation. During every cycle of the output voltage both of the converters
must work as rectifiers and inverters.

The shape of the output voltage goes from bad to worse with an increase in the output voltage and
the output frequency. If the frequency reaches the well-defined value the current harmonics become
unacceptable. This frequency is usually 33% of supply frequency for three-phase midpoint (Fig. 3.2) and
50% for three-phase bridge (Fig. 3.3) converters.

The cycloconverter is usually used for three-phase, high-power, low-speed synchronous motor drives
and rarely employed for induction motor drives.

3.3 Matrix Converters

The three-phase to three-phase matrix converter is presented in Fig. 3.5. Using the bidirectional switches,
any phase of the load can be connected to any phase of the input voltage, e.g., the zero value of the load
phase voltages is maintained by connecting all the load phases to the same input phase. Using pulse-width
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FIGURE 3.6 Bidirectional switch.

modulation techniques, the load voltage and the load frequency are controlled from zero to their max-
imum values. The maximum voltage is usually close to the input voltage, but the maximum frequency
can be several times that of the input frequency and is only limited by practical considerations. The
bidirectional switches must be capable of permitting current flow in either direction. In Fig. 3.6 one
possible configuration of the bidirectional switch is shown.

Matrix converters require the use of numerous switches and well-established control methods. Some
additional elements are necessary for the safe commutation of the bidirectional switches. These disad-
vantages of matrix converters prevent their use in industrial applications.
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4.1 Uncontrolled Single-Phase Rectifiers

Sam Guccione

Single-Phase Half-Wave Rectifiers

Operation

A single-phase half-wave rectifier consists of a single diode connected as shown in Fig. 4.1. This is the
simplest of the rectifier circuits. It produces an output waveform that is half of the incoming AC voltage
waveform. The positive pulse output waveform shown in Fig. 4.1 occurs because of the forward-bias
condition of the diode. A diode experiences a forward-bias condition when its anode is at a higher
potential than its cathode. Reverse bias occurs when its anode is lower than its cathode.

During the positive portion of the input waveform, the diode becomes forward biased, which allows
current to pass through the diode from anode to cathode, such that it flows through the load to produce
a positive output pulse waveform. Over the negative portion of the input waveform, the diode is reverse-
biased ideally so no current flows. Thus, the output waveform is zero or nearly zero during this portion
of the input waveform.

Because real diodes have real internal electrical characteristics, the peak output voltage in volts of a
real diode operating in a half-wave rectifier circuit is

Voo = Vo — Vi (4.1)

where Vi, is the peak value of the input voltage waveform and V7 is the forward-bias voltage drop across
the diode. This output voltage is used to determine one of the specification values in the selection of a
diode for use in a half-wave rectifier.

Other voltage and current values are important to the operation and selection of diodes in rectifier
circuits.
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FIGURE 4.1 Single-phase half-wave rectifier.

Important Diode Current Characteristics

Peak Forward Current

The peak forward or rectified forward current, I,,;, in amperes is the current that flows through the diode
as a result of the current demand of the load resistor. It is determined from the peak output voltage Eq.
(4.1) as

Iev = Vpou/Ry (4.2)
where R, is the load resistance in ohms. I, is also a specification value used to select a diode for use in

a rectifier. Choose a diode with an I, that is equal to or greater than the I, calculated in Eq. (4.2).

rms Forward Current
Since rms values are useful, the rms value of forward current in amperes is determined from

Tenus = Ip X 0.707 (4.3)

This value is sometimes called the maximum rms forward current.

Mean Forward Current
To find the continuous forward current that the diode in a half-wave rectifier circuit is subjected to, the
mean or average rectified current, I, can be found from

Leay = I/ 7 (4.4)

Because this average current is a continuous value, it is sometimes suggested that a diode be selected that
has an I, value of 1.25 times that determined from Eq. (4.4).

Single Cycle Surge Current

One additional current is important in rectifier circuits. That current is the single cycle surge current,
Ity This is the peak forward surge current that exists for one cycle or one half cycle for nonrepetitive
conditions. This could be due to a power-on transient or other situations.

Important Diode Voltage Characteristics

Average Output Voltage
The average output voltage of a half-wave rectifier is determined from

Vv ou) = Vean)/ T (4.5)

Repetitive Peak Reverse Voltage

Another characteristic that is important to the operation of rectifier circuits is the voltage that the diode
experiences during reverse bias. When the diode is reversed, it experiences a voltage that is equal to the
value of the negative peak input voltage. For example, if the negative peak input voltage is 300 V, then
the peak reverse voltage (prv) rating of the diode must be at least 300 V or higher. The prv rating is for
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a repetitive input waveform, thus producing a repetitive peak reverse voltage value. A nonrepetitive prv
is also an important specification value, as will be described below.

The repetitive peak reverse voltage is given different names. It is called variously the peak reverse
voltage, peak inverse voltage, maximum reverse voltage (Vy,), and maximum working peak reverse
voltage (Viwn)- The most common name is the repetitive peak reverse voltage, V. The repetitive peak
reverse voltage is one of the critical specification values that are important when selecting a diode for
operation in half-wave rectifier circuits.

Forward Voltage Drop

The value of the maximum forward voltage, V., is the voltage value that occurs across a diode when it
becomes forward biased. It is a small value usually in the range of 0.5 V to several volts. V. is sometimes
identified as the maximum forward voltage drop, Vy,. The threshold value of the forward voltage is
sometimes listed in specifications as Vy ).

Nonrepetitive Peak Reverse Voltage

Diodes used in rectifiers are also specified in terms of their characteristics to nonrepetitive conditions.
This is usually identified as the voltage rating for a single transient wave. The symbol, Vi, is used. Vigy
is a specification value. This voltage is sometimes identified as the nonrepetitive transient peak reverse
voltage.

Single-Phase Full-Wave Rectifiers

Operation

A single-phase full-wave rectifier consists of four diodes arranged as shown in Fig. 4.2 in what is called
a bridge. This rectifier circuit produces an output waveform that is the positive half of the incoming AC
voltage waveform and the inverted negative half. The bias path for the positive output pulse is through
diode D,, then the load, then D,, and back to the other side of the power supply. The current flow through
theload is in the down direction for the figure shown. Diodes D, and D; are reverse-biased during this part.

The bias path for the negative cycle of the input waveform is through diode D;, then the load, then
D,, and back to the opposite side of the power supply. The current flow through the load resistor is once
again down. That is, it is flowing through the load in the same direction as during the positive cycle of
the input waveform. Diodes D, and D, are reverse-biased during this part. The resulting output waveform
is a series of positive pulses without the “gaps” of the half-wave rectifier output.

As in the half-wave rectifier circuit description, real diodes have real characteristics, which affect the
circuit voltages and currents. The peak output voltage in volts of a full-wave bridge rectifier with real diodes is

Vitowy = V(i) =2 X Vi (4.6)
D1 03 [E]
A vy
AVAVA
D2 D4
| T

FIGURE 4.2  Single-phase full-wave bridge rectifier.
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where V. is the forward-bias voltage drop across one diode. Because there are two forward-biased diodes
in the current path, the total drop would be twice the drop of one diode.

As in the half-wave rectifier, there are other voltages and currents that are important to the operation
and selection of diodes in a full-wave rectifier. Only those values that are different from the half-wave
circuit will be identified here. The other values are the same between a half-wave and a full-wave rectifier.

Important Diode Current Characteristics

Peak Rectified Forward Current
The peak rectified forward current, I, in amperes has the same equation (4.1) as for the half-wave
rectifier. The difference is that the value V) is as shown in Eq. (4.6).

rms Forward Current
The rms value is computed using the same Eq. (4.2).

Average Forward Current
The mean or average forward current for a full-wave rectifier is twice the value for a half-wave rectifier.
The equation is

Iy = 2X I/ (4.7)
Single-Cycle Surge Current

This current is the same for either type of rectifier.

Important Diode Voltage Characteristics

Average Output Voltage
The average output voltage of a full-wave rectifier is twice that of a half-wave rectifier. It is determined
from

Vaveouwy = 2X Vp(in)/ T (4.8)

Repetitive Peak Reverse Voltage
The repetitive peak reverse voltage, Vg is slightly different for a full-wave bridge rectifier. It is deter-
mined by

Viem = VP(out) -V (4.9)

where Vp,,y and V; have been defined before in Eq. (4.1).

out

Forward Voltage Drop
This voltage is the same for either type of rectifier.

Nonrepetitive Peak Reverse Voltage
This voltage is the same for either type of rectifier.

4.2 Uncontrolled and Controlled Rectifiers
Mahesh M. Swamy

Rectifiers are electronic circuits that convert bidirectional voltage to unidirectional voltage. This process

can be accomplished either by mechanical means like in the case of DC machines employing commutators
or by static means employing semiconductor devices. Static rectification is more efficient and reliable
compared to rotating commutators. This section covers rectification of electric power for industrial and
commercial use. In other words, we will not be discussing small signal rectification that generally involves
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low power and low voltage signals. Static power rectifiers can be classified into two broad groups. They
are (1) uncontrolled rectifiers and (2) controlled rectifiers. Uncontrolled rectifiers make use of power
semiconductor diodes while controlled rectifiers make use of thyristors (SCRs), gate turn-off thyristors
(GTOs), and MOSFET-controlled thyristors (MCTs).

Rectifiers, in general, are widely used in power electronics to rectify single-phase as well as three-phase
voltages. DC power supplies used in computers, consumer electronics, and a host of other applications
typically make use of single-phase rectifiers. Industrial applications include, but are not limited to,
industrial drives, metal extraction processes, industrial heating, power generation and transmission, etc.
Most industrial applications of large power rating typically employ three-phase rectification processes.

Uncontrolled rectifiers in single-phase as well as in three-phase circuits will be discussed, as will
controlled rectifiers. Application issues regarding uncontrolled and controlled rectifiers will be briefly
discussed within each section.

Uncontrolled Rectifiers

The simplest uncontrolled rectifier use can be found in single-phase circuits. There are two types of
uncontrolled rectification. They are (1) half-wave rectification and (2) full-wave rectification. Half-wave
and full-wave rectification techniques have been used in single-phase as well as in three-phase circuits.
As mentioned earlier, uncontrolled rectifiers make use of diodes. Diodes are two-terminal semiconductor
devices that allow flow of current in only one direction. The two terminals of a diode are known as the
anode and the cathode.

Mechanics of Diode Conduction

The anode is formed when a pure semiconductor material, typically silicon, is doped with impurities
that have fewer valence electrons than silicon. Silicon has an atomic number of 14, which according to
Bohr’s atomic model means that the Kand L shells are completely filled by 10 electrons and the remaining
4 electrons occupy the M shell. The M shell can hold a maximum of 18 electrons. In a silicon crystal,
every atom is bound to four other atoms, which are placed at the corners of a regular tetrahedron. The
bonding, which involves sharing of a valence electron with a neighboring atom is known as covalent
bonding. When a Group 3 element (typically boron, aluminum, gallium, and indium) is doped into the
silicon lattice structure, three of the four covalent bonds are made. However, one bonding site is vacant
in the silicon lattice structure. This creates vacancies or holes in the semiconductor. In the presence of
either a thermal field or an electrical field, electrons from a neighboring lattice or from an external agency
tend to migrate to fill this vacancy. The vacancy or hole can also be said to move toward the approaching
electron, thereby creating a mobile hole and hence current flow. Such a semiconductor material is also
known as lightly doped semiconductor material or p-type. Similarly, the cathode is formed when silicon
is doped with impurities that have higher valence electrons than silicon. This would mean elements
belonging to Group 5. Typical doping impurities of this group are phosphorus, arsenic, and antimony.
When a Group 5 element is doped into the silicon lattice structure, it oversatisfies the covalent bonding
sites available in the silicon lattice structure, creating excess or loose electrons in the valence shell. In the
presence of either a thermal field or an electrical field, these loose electrons easily get detached from the
lattice structure and are free to conduct electricity. Such a semiconductor material is also known as heavily
doped semiconductor material or n-type.

The structure of the final doped crystal even after the addition of acceptor impurities (Group 3) or
donor impurities (Group 5), remains electrically neutral. The available electrons balance the net positive
charge and there is no charge imbalance.

When a p-type material is joined with an n-type material, a pn-junction is formed. Some loose electrons
from the n-type material migrate to fill the holes in the p-type material and some holes in the p-type
migrate to meet with the loose electrons in the n-type material. Such a movement causes the p-type struc-
ture to develop a slight negative charge and the n-type structure to develop some positive charge.
These slight positive and negative charges in the n-type and p-type areas, respectively, prevent further
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migration of electrons from n-type to p-type and holes from p-type to n-type areas. In other words, an
energy barrier is automatically created due to the movement of charges within the crystalline lattice
structure. Keep in mind that the combined material is still electrically neutral and no charge imbalance
exists.

When a positive potential greater than the barrier potential is applied across the pn-junction, then
electrons from the n-type area migrate to combine with the holes in the p-type area, and vice versa. The
pn-junction is said to be forward-biased. Movement of charge particles constitutes current flow. Current
is said to flow from the anode to the cathode when the potential at the anode is higher than the potential
at the cathode by a minimum threshold voltage also known as the junction barrier voltage. The magnitude
of current flow is high when the externally applied positive potential across the pn-junction is high.

When the polarity of the applied voltage across the pn-junction is reversed compared to the case described
above, then the flow of current ceases. The holes in the p-type area move away from the n-type area and
the electrons in the n-type area move away from the p-type area. The pn-junction is said to be reverse-
biased. In fact, the holes in the p-type area get attracted to the negative external potential and similarly
the electrons in the n-type area get attracted to the positive external potential. This creates a depletion
region at the pn-junction and there are almost no charge carriers flowing in the depletion region. This
phenomenon brings us to the important observation that a pn-junction can be utilized to force current
to flow only in one direction, depending on the polarity of the applied voltage across it. Such a semi-
conductor device is known as a diode. Electrical circuits employing diodes for the purpose of making
the current flow in a unidirectional manner through a load are known as rectifiers. The voltage-current
characteristic of a typical power semiconductor diode along with its symbol is shown in Fig. 4.3.

Single-Phase Half-Wave Rectifier Circuits

A single-phase half-wave rectifier circuit employs one diode. A typical circuit, which makes use of a half-
wave rectifier, is shown in Fig. 4.4.

A single-phase AC source is applied across the primary windings of a transformer. The secondary of
the transformer consists of a diode and a resistive load. This is typical since many consumer electronic
items including computers utilize single-phase power.

D

>

< reverse bias

Vi v
forward bias ——

v, threshold voltage

FIGURE 4.3 Typical v—i characteristic of a semiconductor diode and its symbol.
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FIGURE 4.4 Electrical schematic of a single-phase half-wave rectifier circuit feeding a resistive load. Average output
voltage is V.
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FIGURE 4.5 Typical waveforms at various points in the circuit of Fig. 4.4. For a purely resistive load, V, = 22XV iz,

Typically, the primary side is connected to a single-phase AC source, which could be 120V, 60 Hz,
100V, 50 Hz, 220V, 50 Hz, or any other utility source. The secondary side voltage is generally stepped
down and rectified to achieve low DC voltage for consumer applications. The secondary voltage, the
voltage across the load resistor, and the current through it is shown in Fig. 4.5.

As one can see, when the voltage across the anode-cathode of diode D, in Fig. 4.4 goes negative, the
diode does not conduct and no voltage appears across the load resistor R. The current through R follows
the voltage across it. The value of the secondary voltage is chosen to be 12 VAC and the value of R is
chosen to be 120 Q. Since, only one half of the input voltage waveform is allowed to pass onto the output,
such a rectifier is known as a half-wave rectifier. The voltage ripple across the load resistor is rather large
and, in typical power supplies, such ripples are unacceptable. The current through the load is discontin-
uous and the current through the secondary of the transformer is unidirectional. The AC component in
the secondary of the transformer is balanced by a corresponding AC component in the primary winding.
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FIGURE 4.7 Voltage across load resistor R and current through it for the circuit in Fig. 4.6.

However, the DC component in the secondary does not induce any voltage on the primary side and
hence is not compensated for. This DC current component through the transformer secondary can cause
the transformer to saturate and is not advisable for large power applications. In order to smooth the
output voltage across the load resistor R and to make the load current continuous, a smoothing filter
circuit comprised of either a large DC capacitor or a combination of a series inductor and shunt DC
capacitor is employed. Such a circuit is shown in Fig. 4.6.

The resulting waveforms are shown in Fig. 4.7. It is interesting to see that the voltage across the load
resistor has very little ripple and the current through it is smooth. However, the value of the filter components
employed is large and is generally not economically feasible. For example, in order to get a voltage waveform
across the load resistor R, which has less than 6% peak-peak voltage ripple, the value of inductance that
had to be used is 100 mH and the value of the capacitor is 1000 uE. In order to improve the performance
without adding bulky filter components, it is a good practice to employ full-wave rectifiers. The circuit
in Fig. 4.4 can be easily modified into a full-wave rectifier. The transformer is changed from a single
secondary winding to a center-tapped secondary winding. Two diodes are now employed instead of one.
The new circuit is shown in Fig. 4.8.
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FIGURE 4.9 Typical waveforms at various points in the circuit of Fig.4.8. For a purely resistive load, V, =
2X 22XV /7.

Full-Wave Rectifiers

The waveforms for the circuit of Fig. 4.8 are shown in Fig. 4.9. The voltage across the load resistor is a
full-wave rectified voltage. The current has subtle discontinuities but can be improved by employing
smaller size filter components. A typical filter for the circuit of Fig. 4.8 may include only a capacitor. The
waveforms obtained are shown in Fig. 4.10.

Yet another way of reducing the size of the filter components is to increase the frequency of the supply.
In many power supply applications similar to the one used in computers, a high frequency AC supply is
achieved by means of switching. The high frequency AC is then level translated via a ferrite core
transformer with multiple secondary windings. The secondary voltages are then rectified employing a
simple circuit as shown in Fig. 4.4 or Fig. 4.6 with much smaller filters. The resulting voltage across the
load resistor is then maintained to have a peak-peak voltage ripple of less than 1%.

Full-wave rectification can be achieved without the use of center-tap transformers. Such circuits make
use of four diodes in single-phase circuits and six diodes in three-phase circuits. The circuit configuration
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FIGURE 4.10 Voltage across the load resistor and current through it with the same filter components as in Fig. 4.6.
Notice the conspicuous reduction in ripple across R.

pr sec

FIGURE 4.11 Schematic representation of a single-phase full-wave H-bridge rectifier.

is typically referred to as the H-bridge circuit. A single-phase full-wave H-bridge topology is shown in
Fig. 4.11. The main difference between the circuit topology shown in Figs. 4.8 and 4.11 is that the H-
bridge circuit employs four diodes while the topology of Fig. 4.8 utilizes only two diodes. However, a
center-tap transformer of a higher power rating is needed for the circuit of Fig. 4.8. The voltage and
current stresses in the diodes in Fig. 4.8 are also greater than that occurring in the diodes of Fig. 4.11.

In order to comprehend the basic difference in the two topologies, it is interesting to compare the
component ratings for the same power output. To make the comparison easy, let both topologies employ
very large filter inductors such that the current through R is constant and ripple-free. Let this current
through R be denoted by I;. Let the power being supplied to the load be denoted by P,.. The output
power and the load current are then related by the following expression:

Py = I XR
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The rms current flowing through the first secondary winding in the topology in Fig. 4.8 will beI,././2.
This is because the current through a secondary winding flows only when the corresponding diode is
forward-biased. This means that the current through the secondary winding will flow only for one half
cycle. If the voltage at the secondary is assumed to be V; the VA rating of the secondary winding of the
transformer in Fig. 4.8 will be given by:

VxI,/2

VA, = VX I/ 2
VA = VA, + VA, = J2x VI,

VA

This is the secondary-side VA rating for the transformer shown in Fig. 4.8.

For the isolation transformer shown in Fig. 4.11, let the secondary voltage be V and the load current
be of a constant value I,. Since, in the topology of Fig. 4.11, the secondary winding carries the current
I;. when diodes D, and D, conduct and as well as when diodes D, and D, conduct, the rms value of the
secondary winding current is I;.. Hence, the VA rating of the secondary winding of the transformer
shown in Fig. 4.11 is V X I, which is less than that needed in the topology of Fig. 4.8. Note that the
primary VA rating for both cases remains the same since in both cases the power being transferred from
the source to the load remains the same.

When diode D, in the circuit of Fig. 4.8 conducts, the secondary voltage of the second winding V..,
(= V) appears at the cathode of diode D,. The voltage being blocked by diode D, can thus reach two
times the peak secondary voltage (= 2 X V) (Fig. 4.9). In the topology of Fig. 4.11, when diodes D,
and D, conduct, the voltage V.. (= V), which is same as V., appears across D, as well as across D,. This
means that the diodes have to withstand only one times the peak of the secondary voltage, V,,. The rms
value of the current flowing through the diodes in both topologies is the same. Hence, from the diode
voltage rating as well as from the secondary VA rating points of view, the topology of Fig. 4.11 is better
than that of Fig. 4.8. Further, the topology in Fig. 4.11 can be directly connected to a single-phase AC
source and does not need a center-topped transformer. The voltage waveform across the load resistor is
similar to that shown in Figs. 4.9 and 4.10.

In many industrial applications, the topology shown in Fig. 4.11 is used along with a DC filter capacitor
to smooth the ripples across the load resistor. The load resistor is simply a representative of a load. It
could be an inverter system or a high-frequency resonant link. In any case, the diode rectifier-bridge
would see a representative load resistor. The DC filter capacitor will be large in size compared to an H-
bridge configuration based on three-phase supply system. When the rectified power is large, it is advisable
to add a DC-link inductor. This can reduce the size of the capacitor to some extent and reduce the current
ripple through the load. When the rectifier is turned on initially with the capacitor at zero voltage, a
large amplitude of charging current will flow into the filter capacitor through a pair of conducting diodes.
The diodes D, ~ D, should be rated to handle this large surge current. In order to limit the high inrush
current, it is a normal practice to add a charging resistor in series with the filter capacitor. The charging
resistor limits the inrush current but creates a significant power loss if it is left in the circuit under normal
operation. Typically, a contactor is used to short-circuit the charging resistor after the capacitor is charged
to a desired level. The resistor is thus electrically nonfunctional during normal operating conditions. A
typical arrangement showing a single-phase full-wave H-bridge rectifier system for an inverter application
is shown in Fig. 4.12.

The charging current at time of turn-on is shown in a simulated waveform in Fig. 4.13. Note that the
contacts across the soft-charge resistor are closed under normal operation. The contacts across the soft-
charge resistor are initiated by various means. The coil for the contacts could be powered from the input
AC supply and a timer or it could be powered on by a logic controller that senses the level of voltage
across the DC bus capacitor or senses the rate of change in voltage across the DC bus capacitor. A
simulated waveform depicting the inrush with and without a soft-charge resistor is shown in Fig. 4.13a
and b, respectively.
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FIGURE 4.12  Single-phase H-bridge circuit for use with power electronic circuits.

For larger power applications, typically above 1.5 kW, it is advisable to use a higher power supply. In
some applications, two of the three phases of a three-phase power system are used as the source powering
the rectifier of Fig. 4.11 The line-line voltage could be either 240 or 480 VAC. Under those circumstances,
one may go up to 10 kW of load power before adopting a full three-phase H-bridge configuration. Beyond
10 kW, the size of the capacitor becomes too large to achieve a peak-peak voltage ripple of less than 5%.
Hence, it is advisable then to employ three-phase rectifier configurations.

Three-Phase Rectifiers (Half-Wave and Full-Wave)

Similar to the single-phase case, there exist half-wave and full-wave three-phase rectifier circuits. Again,
similar to the single-phase case, the half-wave rectifier in the three-phase case also yields DC components
in the source current. The source has to be large enough to handle this. Therefore, it is not advisable to
use three-phase half-wave rectifier topology for large power applications. The three-phase half-wave
rectifier employs three diodes while the full-wave H-bridge configuration employs six diodes. Typical
three-phase half-wave and full-wave topologies are shown in Fig. 4.14.

In the half-wave rectifier shown in Fig. 4.14a, the shape of the output voltage and current through the
resistive load is dictated by the instantaneous value of the source voltages, L1, L2, and L3. These source
voltages are phase shifted in time by 120 electrical degrees, which corresponds to approximately 5.55 ms
for a 60 Hz system. This means that if one considers the L1 phase to reach its peak value at time ¢, the
L2 phase will achieve its peak 120 electrical degrees later (f, + 5.55 ms), and L3 will achieve its peak 120
electrical degrees later than L2 (¢, + 5.55 ms + 5.55 ms). Since all three phases are connected to the same
output resistor R, the phase that provides the highest instantaneous voltage is the phase that appears
across R. In other words, the phase with the highest instantaneous voltage reverse biases the diodes of
the other two phases and prevents them from conducting, which consequently prevents those phase
voltages from appearing across R. Since a particular phase is connected to only one diode in Fig. 4.14a,
only three pulses, each of 120° duration, appear across the load resistor, R. Typical output voltage across
R for the circuit of Fig. 4.14a is shown in Fig. 4.15a.

A similar explanation can be provided to explain the voltage waveform across a purely resistive load
in the case of the three-phase full-wave rectifier shown in Fig. 4.14b. The output voltage that appears
across R is the highest instantaneous line-line voltage and not simply the phase voltage. Since there are
six such intervals, each of 60 electrical degrees duration in a given cycle, the output voltage waveform
will have six pulses in one cycle (Fig. 4.15b). Since a phase is connected to two diodes (diode pair), each
phase conducts current out and into itself, thereby eliminating the DC component in one complete cycle.

The waveform for a three-phase full-wave rectifier with a purely resistive load is shown in Fig. 4.15b.
Note that the number of humps in Fig. 4.15a is only three in one AC cycle, while the number of humps
in Fig. 4.15b is six in one AC cycle.

In both the configurations shown in Fig. 4.14, the load current does not become discontinuous due
to three-phase operation. Comparing this to the single-phase half-wave and full-wave rectifier, one can
say that the output voltage ripple is much lower in three-phase rectifier systems compared to single-phase
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FIGURE 4.13 (a) Charging current and voltage across capacitor for a typical value of soft-charge resistor of 2 Q.
The DC bus capacitor is about 1000 uF. The load is approximately 200 Q. (b) Charging current and voltage across
capacitor for no soft charge resistor. The current is limited by the system impedance and by the diode forward
resistance. The DC bus capacitor is about 1000 uF. The load is approximately 200 €.

rectifier systems. Hence, with the use of moderately sized filters, three-phase full-wave rectifiers can be
operated at hundred to thousands of kilowatts. The only limitation would be the size of the diodes used
and power system harmonics, which will be discussed next. Since there are six humps in the output
voltage waveform per electrical cycle, the three-phase full-wave rectifier shown in Fig. 4.14b is also known
as a six-pulse rectifier system.
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FIGURE 4.14 Schematic representation of three-phase rectifier configurations: (a) half-wave rectifier needing a
neutral point, N; and (b) full-wave rectifier.

Average Output Voltage

In order to evaluate the average value of the output voltage for the two rectifiers shown in Fig. 4.14, the
output voltages in Fig. 4.15a and b have to be integrated over a cycle. For the circuit shown in Fig. 4.14a,
the integration yields the following:

/6
V, = %J&G N2V, sin(wt)d(wt)
T

3XBX2XV,

V:
2XTm

o

Similar operations can be performed to obtain the average output voltage for the circuit shown in
Fig. 4.14b. This yields:

<
Il

/'3
i %J’Z J2V, , sin(wt)d(wr)
3

v = 3xﬁxVL,L _ SXﬁxﬁxVL,N
T T

In other words, the average output voltage for the circuit in Fig. 4.14b is twice that for the circuit in
Fig. 4.14a.

Influence of Three-Phase Rectification on the Power System

Events over the last several years have focused attention on certain types of loads on the electrical system
that result in power quality problems for the user and utility alike. When the input current into the
electrical equipment does not follow the impressed voltage across the equipment, then the equipment is
said to have a nonlinear relationship between the input voltage and input current. All equipment that
employs some sort of rectification (either single phase or three phase) are examples of nonlinear loads.
Nonlinear loads generate voltage and current harmonics that can have adverse effects on equipment
designed for operation as linear loads. Transformers that bring power into an industrial environment
are subject to higher heating losses due to harmonic generating sources (nonlinear loads) to which they
are connected. Harmonics can have a detrimental effect on emergency generators, telephones, and other
electrical equipment. When reactive power compensation (in the form of passive power factor improving
capacitors) is used with nonlinear loads, resonance conditions can occur that may result in even higher
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FIGURE 4.15 (a) Typical output voltage across a purely resistive network for the half-wave rectifier shown in
Fig. 4.6a. (b) Typical output voltage across a purely resistive network for the full-wave rectifier shown in Fig. 4.6b.

levels of harmonic voltage and current distortion, thereby causing equipment failure, disruption of power
service, and fire hazards in extreme conditions.

The electrical environment has absorbed most of these problems in the past. However, the problem
has now reached a magnitude where Europe, the United States, and other countries have proposed
standards to responsibly engineer systems considering the electrical environment. IEEE 519-1992 and
IEC 1000 have evolved to become a common requirement cited when specifying equipment on newly
engineered projects.
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FIGURE 4.16 Typical pulsed-current waveform as seen at input of a three-phase diode rectifier with DC capacitor
filter. The lower trace is input line-line voltage.

Why Diode Rectifiers Generate Harmonics

The current waveform at the inputs of a three-phase full-wave rectifier is not continuous. It has multiple
zero crossings in one electrical cycle. The current harmonics generated by rectifiers having DC bus
capacitors are caused by the pulsed current pattern at the input. The DC bus capacitor draws charging
current only when it gets discharged due to the load. The charging current flows into the capacitor when
the input rectifier is forward-biased, which occurs when the instantaneous input voltage is higher than
the steady-state DC voltage across the DC bus capacitor. The pulsed current drawn by the DC bus capacitor
is rich in harmonics due to the fact that it is discontinuous as shown in Fig. 4.16. Sometimes there are
also voltage harmonics that are associated with three-phase rectifier systems. The voltage harmonics
generated by three-phase rectifiers are due to the flat-topping effect caused by a weak AC source charging
the DC bus capacitor without any intervening impedance. The distorted voltage waveform gives rise to
voltage harmonics that could lead to possible network resonance.

The order of current harmonics produced by a semiconductor converter during normal operation is
termed characteristic harmonics. In a three-phase, six-pulse rectifier with no DC bus capacitor, the
characteristic harmonics are nontriplen odd harmonics (e.g., 5th, 7th, 11th, etc.). In general, the char-
acteristic harmonics generated by a semiconductor recitifier are given by:

h =kqxl

where h is the order of harmonics; k is any integer, and g is the pulse number of the semiconductor
rectifier (six for a six-pulse rectifier). When operating a six-pulse rectifier system with a DC bus capacitor
(as in voltage source inverters, or VSI), one may start observing harmonics of orders other than those
given by the above equation. Such harmonics are called noncharacteristic harmonics. Though of lower
magnitude, these also contribute to the overall harmonic distortion of the input current. The per-unit
value of the characteristic harmonics present in the theoretical current waveform at the input of the
semiconductor converter is given by 1/h, where h is the order of the harmonics. In practice, the observed
per-unit value of the harmonics is much greater than 1/h. This is because the theoretical current waveform
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is a rectangular pattern made up of equal positive and negative halves, each occupying 120 electrical
degrees. The pulsed discontinuous waveform observed commonly at the input of a three-phase full-wave
rectifier system depends greatly on the impedance of the power system, the size of the DC bus capacitors,
and the level of loading of the DC bus capacitors. Total harmonic current distortion is defined as:

THD, = ~22—

where I, is the rms value of the fundamental component of current; and I, is the rms value of the nth
harmonic component of current.

Harmonic Limits Based on IEEE Std. 519-1992

The IEEE Std. 519-1992 relies strongly on the definition of the point of common coupling or PCC. The
PCC from the utility viewpoint will usually be the point where power comes into the establishment (i.e.,
point of metering). However, IEEE Std. 519-1992 also suggests that “within an industrial plant, the
point of common coupling (PCC) is the point between the nonlinear load and other loads” (IEEE Std.
519-1992). This suggestion is crucial since many plant managers and building supervisors feel that it is
equally, if not more important to keep the harmonic levels at or below acceptable guidelines within their
facility. In view of the many recently reported problems associated with harmonics within industrial
plants, it is important to recognize the need for mitigating harmonics at the point where the offending
equipment is connected to the power system. This approach would minimize harmonic problems, thereby
reducing costly downtime and improving the life of electrical equipment. If one is successful in mitigating
individual load current harmonics, then the total harmonics at the point of the utility connection will
in most cases meet or exceed the IEEE recommended guidelines. In view of this, it is becoming increasingly
common for specifiers to require nonlinear equipment suppliers to adopt the procedure outlined in IEEE
Std. 519-1992 to mitigate the harmonics to acceptable levels at the point of the offending equipment.
For this to be interpreted equally by different suppliers, the intended PCC must be identified. If the PCC
is not defined clearly, many suppliers of offending equipment would likely adopt the PCC at the utility
metering point, which would not benefit the plant or the building, but rather the utility.

Having established that it is beneficial to adopt the PCC to be the point where the nonlinear equipment
connects to the power system, the next step is to establish the short circuit ratio. Short circuit ratio
calculations are key in establishing the allowable current harmonic distortion levels. For calculating the
short circuit ratio, one has to determine the available short circuit current at the input terminals of the
nonlinear equipment. The short-circuit current available at the input of nonlinear equipment can be
calculated by knowing the value of the short-circuit current available at the secondary of the utility
transformer supplying power to the establishment (building) and the series impedance in the electrical
circuit between the secondary of the transformer and the nonlinear equipment. In practice, it is common
to assume the same short circuit current level as at the secondary of the utility transformer feeding
the nonlinear equipment. The next step is to compute the fundamental value of the rated input current
into the nonlinear equipment (three-phase full-wave rectifier in this case). An example is presented here
to recap the above procedure. A widely used industrial equipment item that employs a three-phase full-
wave rectifier is the voltage source inverter (VSI). These are used for controlling speed and torque of
induction motors. Such equipment is also known as an Adjustable Speed Drive (ASD) or Variable Frequency
Drive (VFD).

A 100-hp ASD/motor combination connected to a 480-V system being fed from a 1500-kVA, three-
phase transformer with impedance of 4% is required to meet IEEE Std. 519-1992 at its input terminals.
The rated current of the transformer is 1500 x 1000/(V(3) x 480), and is calculated to be 1804.2 A.
The short-circuit current available at the secondary of the transformer is equal to the rated current divided
by the per unit impedance of the transformer. This is calculated to be 45,105.5 A. The short-circuit ratio,
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TABLE 4.1 Current Distortion Limits for General Distribution Systems

(120 V through 69,000 V)
Maximum Harmonic Current Distortion in percent of I,
Individual Harmonic Order (Odd Harmonics)®

L./, <11 11<h<17 17<h<23 23<h<35 35<h TDD
<20° 4.0 2.0 1.5 0.6 0.3 5.0
20 <50 7.0 3.5 2.5 1.0 0.5 8.0
50 < 100 10.0 4.5 4.0 1.5 0.7 12.0
100 < 1000 12.0 5.5 5.0 2.0 1.0 15.0
>1000 15.0 7.0 6.0 2.5 1.4 20.0

* Even harmonics are limited to 25% of the odd harmonic limits above.

°TDD is Total Demand Distortion and is defined as the harmonic current distortion
in % of maximum demand load current. The maximum demand current could either
be a 15-min or a 30-min demand interval.

© All power generation equipment is limited to these values of current distortion,
regardless of actual I /I;; where I is the maximum short circuit current at PCC and I,
is the maximum demand load current (fundamental frequency) at PCC.

Source: 1EEE Std. 519-1992.

which is defined as the ratio of the short-circuit current at the PCC to the fundamental value of the
nonlinear current is computed next. NEC amps for 100-hp, 460-V is 124 A. Assuming that the short-
circuit current at the ASD input is practically the same as that at the secondary of the utility transformer,
the short-circuit ratio is calculated to be: 45,105.5/124, which equals 363.75. On referring to IEEE Std.
519-1992, Table 10.3 (IEEE Std. 519-1992), the short-circuit ratio falls in the 100 to 1000 category. For
this ratio, the total demand distortion (TDD) at the point of ASD connection to the power system network
is recommended to be 15% or less. For reference, see Table 4.1.

Harmonic Mitigating Techniques

Various techniques of improving the input current waveform are discussed below. The intent of all
techniques is to make the input current more continuous so as to reduce the overall current harmonic
distortion. The different techniques can be classified into four broad categories:

1. Introduction of line reactors and/or DC link chokes

2. Passive filters (series, shunt, and low pass broadband filters)
3. Phase multiplication (12-pulse, 18-pulse rectifier systems)
4. Active harmonic compensation

The following paragraphs will briefly discuss the available technologies and their relative advantages and
disadvantages. The term three-phase line reactor or just reactor is used in the following paragraphs to
denote three-phase line inductors.

Three-Phase Line Reactors

Line reactors offer a significant magnitude of inductance that can alter the way the current is drawn by
a nonlinear load such as a rectifier bridge. The reactor makes the current waveform less discontinuous,
resulting in lower current harmonics. Since the reactor impedance increases with frequency, it offers
larger impedance to the flow of higher order harmonic currents. Therefore, it is instrumental in impeding
higher frequency current components while allowing the fundamental frequency component to pass
through with relative ease.

On knowing the input reactance value, one can estimate the expected current harmonic distortion. A
table illustrating the typically expected input current harmonics for various amounts of input reactance
is shown in Table 4.2.

Input reactance is determined by the accumulated impedance of the AC reactor, DC link choke (if
used), input transformer, and cable impedance. To maximize the input reactance while minimizing AC
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TABLE 4.2 Percent Harmonics vs. Total Line Impedance

Total Input Impedance
Harmonic 3% 4% 5% 6% 7% 8% 9% 10%

5th 40 34 32 30 28 26 24 23
7th 16 13 12 11 10 9 8.3 7.5
11th 7.3 6.3 5.8 5.2 5 4.3 4.2 4
13th 4.9 4.2 3.9 3.6 3.3 3.15 3 2.8
17th 3 2.4 2.2 2.1 0.9 0.7 0.5 0.4
19th 2.2 2 0.8 0.7 0.4 0.3 0.25 0.2
%THID 44 37 35 33 30 28 26 25

True rms 1.09 1.07 1.06 1.05 1.05 1.04 1.03 1.03

voltage drop, one can combine the use of both AC-input reactors and DC link chokes. One can approx-
imate the total effective reactance and view the expected harmonic current distortion from Table 4.2.
The effective impedance value in percent is based on the actual loading and is:

AM3X2X X XL X L () v

Lo =
eff VL—L

100

where I, g4, is the fundamental value of the actual load current and V;_; is the line-line voltage. The
effective impedance of the transformer as seen from the nonlinear load is:

V4 _ Zeff,x—mer X Iact (fnd.)
eff, x-mer — Ir

where Z,

eff,x-mer

is the effective impedance of the transformer as viewed from the nonlinear load end; Z,_..
is the nameplate impedance of the transformer; and I, is the nameplate rated current of the transformer.

On observing one conducting period of a diode pair, it is interesting to see that the diodes conduct
only when the instantaneous value of the input AC waveform is higher than the DC bus voltage by at
least 3 V. Introducing a three-phase AC reactor in between the AC source and the DC bus makes the
current waveform less pulsating because the reactor impedes sudden change in current. The reactor also
electrically differentiates the DC bus voltage from the AC source so that the AC source is not clamped
to the DC bus voltage during diode conduction. This feature practically eliminates flat topping of the
AC voltage waveform caused by many ASDs when operated with weak AC systems.

DC-Link Choke

Based on the above discussion, it can be noted that any inductor of adequate value placed between the AC
source and the DC bus capacitor of the ASD will help in improving the current waveform. These observa-
tions lead to the introduction of a DC-link choke, which is electrically present after the diode rectifier
and before the DC bus capacitor. The DC-link choke performs very similar to the three-phase line induc-
tance. The ripple frequency that the DC-link choke has to handle is six times the input AC frequency for
a six-pulse ASD. However, the magnitude of the ripple current is small. One can show that the effective
impedance offered by a DC-link choke is approximately half of that offered by a three-phase AC inductor.
In other words, a 6% DC-link choke is equivalent to a 3% AC inductor from an impedance viewpoint.
This can be mathematically derived equating AC side power flow to DC side power flow as follows:

33XV

P, =P
ac R ac dc

ac
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V,_x is the line-neutral voltage at the input to the three-phase rectifier.

3XAIXA2LXV
Vi = 3% 2 L Hence, Ry, = 2(9)Rac

2
/4

2
b Vi
dc Rdc’ T

Since 9/7 is approximately equal to 1, the ratio of DC impedance to AC impedance can be said to be
approximately 1:2. The DC link choke is less expensive and smaller than a three-phase line reactor and
is often included inside an ASD. However, as the derivation shows, one has to keep in mind that the
effective impedance offered by a DC link choke is only half its numerical impedance value when referred
to the AC side. DC link chokes are electrically after the diode bridge and so they do not offer any significant
spike or overvoltage surge protection to the diode bridge rectifiers. It is a good engineering practice to
incorporate both a DC link choke and a three-phase line reactor in an ASD for better overall performance.

Passive Filters

Passive filters consist of passive components like inductors, capacitors, and resistors arranged in a pre-
determined fashion either to attenuate the flow of harmonic components through them or to shunt the
harmonic component into them. Passive filters can be of many types. Some popular ones are series
passive filters, shunt passive filters, and low-pass broadband passive filters. Series and shunt passive filters
are effective only in the narrow proximity of the frequency at which they are tuned. Low-pass broadband
passive filters have a broader bandwidth and attenuate almost all harmonics above their cutoff frequency.
However, applying passive filters requires good knowledge of the power system because passive filter
components can interact with existing transformers and power factor correcting capacitors and could
create electrical instability by introducing resonance into the system. Some forms of low-pass broadband
passive filters do not contribute to resonance but they are bulky, expensive, and occupy space. A typical
low-pass broadband filter structure popularly employed by users of ASDs is shown in Fig. 4.17.

Phase Multiplication

As discussed previously, the characteristic harmonics generated by a full-wave rectifier bridge converter
is a function of the pulse number for that converter. A 12-pulse converter will have the lowest harmonic
order of 11. In other words, the 5th, and the 7th harmonic orders are theoretically nonexistent in a 12-pulse
converter. Similarly, an 18-pulse converter will have harmonic spectrum starting from the 17th harmonic
and upwards. The lowest harmonic order in a 24-pulse converter will be the 23rd. The size of the passive
harmonic filter needed to filter out the harmonics reduces as the order of the lowest harmonic in the current
spectrum increases. Hence, the size of the filter needed to filter the harmonics out of a 12-pulse converter
is much smaller than that needed to filter out the harmonics of a 6-pulse converter. However, a 12-pulse
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FIGURE 4.17 Schematic representation of a low-pass broadband harmonic filter connected to an ASD with diode
rectifier front end. (U.S. Patent 5,444,609.)
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FIGURE 4.18 Schematic of a 12-pulse converter employing a three-winding transformer. Note that the input
transformer has to be sized for rated power operation.

converter needs two 6-pulse bridges and two sets of 30° phase shifted AC inputs. The phase shift is achieved
either by using an isolation transformer with one primary and two phase-shifted secondary windings or
by using an autotransformer that provides phase-shifted outputs. Many different autotransformer topol-
ogies exist and the choice of a topology over the other involves a compromise between ease of construction,
performance, and cost. An 18-pulse converter would need three 6-pulse diode bridges and three sets of
20° phase-shifted inputs; similarly, a 24-pulse converter would need four 6-pulse diode bridges and four
sets of 15° phase-shifted inputs. The transformers providing the phase-shifted outputs for multipulse
converters have to be properly designed to handle circulating harmonic flux.

A typical 12-pulse structure is shown in Fig. 4.18. In one electrical cycle, the DC voltage will have
12 humps and hence the name 12-pulse rectifier.

Active Harmonic Compensation

Most passive techniques discussed above aim to cure the harmonic problems once nonlinear loads have
created them. However, motor-drive manufacturers are developing rectification techniques that do not
generate low-order harmonics. These drives use active front ends. Instead of using diodes as rectifiers,
the active front-end ASDs make use of active switches like IGBTs along with parallel diodes. Power flow
through a switch becomes bidirectional and can be manipulated to recreate a current waveform that
linearly follows the applied voltage waveform.

Apart from the active front ends, there also exist shunt active filters used for actively introducing a
current waveform into the AC network, which, when combined with the harmonic current, results in an
almost perfect sinusoidal waveform.

One of the most interesting active filter topologies for use in retrofit applications is the combination of a
series active filter along with shunt tuned passive filters. This combination is also known as the hybrid structure.

Most active filter topologies are complicated and require active switches and control algorithms that
are implemented using digital signal processing (DSP) chips. The active filter topology also needs current
and voltage sensors and corresponding analog-to-digital (A/D) converters. This extra hardware increases
the cost and component count, reducing the overall reliability and robustness of the design. Manufac-
turers of smaller power equipment like computer power supplies, lighting ballast, etc. have successfully
employed active circuits, employing boost converter topologies.

Controlled Rectifiers

Controlled rectifier circuits make use of devices known as “thyristors.” A thyristor is a four-layer (pnpn),
three-junction device that conducts current only in one direction similar to a diode. The last (third)
junction is utilized as the control junction and consequently the rectification process can be initiated at
will provided the device is favorably biased and the load is of favorable magnitude. The operation of a
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FIGURE 4.19 Virtual representation of a thyristor to explain its operation.

thyristor can be explained by assuming it to be made up of two transistors connected back-to-back as
shown in Fig. 4.19.

Let o and o, be the ratio of collector to emitter currents of transistors Q, and Q,, respectively. In
other words:

Also, from Fig. 4.19: I,; = I,, = I, where I, is the anode current flowing through the thyristor. From
transistor theory, the value of I, is equal to I, + I, + I;;; where I, is the leakage current crossing the
n, = p,-junction. From Fig. 4.19, I,, = I,. Hence, the anode current can be rewritten as:

IA = Icl + Ic2 + Ilkg

Substituting the collector currents by the product of ratio ¢ and emitter current, the anode current
becomes:

I, = (alXIel)+(a2X162)+Ilkg
Iy = (o + o)1, + Iy,

1
IA _ Ikg

T l-(oy+ o)

If the ratios of the collector current to base current (gain) of the transistors are assumed to be 3, and
B,, respectively, then the relationship between to 3, B, and ¢, &, can be written as:

B, B,

o = ; o, =
"1+ B, P11+,

Substituting for ¢ and o, in the expression for I, yields the following expression:

_ (1+B)(1+ By)Iy,
1-B,5, '

Iy

If the values of ¢ and o, are low (low gains), then the anode current is low and comparable to the
leakage current. Under this condition, the thyristor is said to be in its OFF state. However, if the effective
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gain of the transistor is such that the product of the gains are close to 1 (i.e., sum of the ratios of ¢ and
o, are close to 1), then there is a large increase in anode current and the thyristor is said to be in
conduction. External circuit conditions can be changed to influence the product of the gains (3, 3,). Some
techniques of achieving this are briefly discussed next.

Increasing Applied Voltage

On applying a voltage across the anode to cathode terminals of the thyristor (anode being more positive
than the cathode), one can see that junctions J, and J; in Fig. 4.19 are forward—biased while junction J,
is reverse-biased. The thyristor does not conduct any current and is said to be in a blocking state. On
increasing the applied voltage, minority carriers in junction J, (i.e., holes in n,, n, and electrons in p,, p,)
start acquiring more energy and hence start to migrate. In the process, these holes could dislodge more
holes. Recombination of the electrons and holes also occur, which creates more motion. If the voltage is
increased beyond a particular level, the movement of holes and electrons becomes great and junction J,
ceases to exist. The product of the gains of the two transistors in the two-transistor model is said to
achieve values close to unity. This method of forcing current to flow through the thyristor is not
recommended since junction ], gets permanently damaged and the thyristor ceases to block forward
voltage. Hence, this method is a destructive method.

High dv/dt

As explained earlier, junction J, is the forward blocking junction when a forward voltage is applied across
anode to cathode of a thyristor. Any pn-junction behaves like a depletion region when it is reverse-biased.
Since ], is reverse-biased, this junction behaves like a depletion region. Another way of looking at a
depletion region is that the boundary of the depletion region has abundant holes and electrons while
the region itself is depleted of charged carriers. This characteristic is similar to that of a capacitor. If the
voltage across the junction (J,) changes very abruptly, then there will be rapid movement of charged
carriers through the depleted region. If the rate of change of voltage across this junction (J,) exceeds a
predetermined value, then the movement of charged carriers through the depleted region is so high that
junction J, is again annihilated. After this event, the thyristor is said to have lost its capability to block
forward voltage and even a small amount of forward voltage will result in significant current flow, limited
only by the load impedance. This method is destructive too, and is hence not recommended.

Temperature

Temperature affects the movement of holes and electrons in any semiconductor device. Increasing the
temperature of junction J, will have a very similar effect. More holes and electrons will begin to move,
causing more dislodging of electrons and holes from neighboring lattice. If a high temperature is main-
tained, this could lead to an avalanche breakdown of junction J, and again render the thyristor useless
since it would no longer be able to block forward voltage. Increasing temperature is yet another destructive
method of forcing the thyristor to conduct.

Gate Current Injection

If a positive voltage is applied across the gate to cathode of a thyristor, then one would be forward-biasing
junction J;. Charged carriers will start moving. The movement of charged carriers in junction J; will
attract electrons from #, region of the thyristor (Fig. 4.19). Some of these electrons will flow out of the
gate terminal but there would be ample of electrons that could start crossing junction J,. Since electrons
in p, region of junction J, are minority carriers, these can cause rapid recombination and help increase
movement of minority carriers in junction J,. By steadily increasing the forward-biasing potential of
junction J;, one could potentially control the depletion width of junction J,. If a forward-biasing voltage
is applied across anode to cathode of the thyristor with its gate to cathode favorably biased at the same
time, then the thyristor can be made to conduct current. This method achieves conduction by increasing
the leakage current in a controlled manner. The gain product in the two-transistor equivalent is made
to achieve a value of unity in a controlled manner and the thyristor is said to turn ON. This is the only
recommended way of turning ON a thyristor. When the gate—cathode junction is sufficiently forward-
biased, the current through the thyristor depends on the applied voltage across the anode—cathode and
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FIGURE 4.20 v—i characteristic of a thyristor along with its symbol.

the load impedance. The load impedance and the externally applied anode—cathode voltage should be
such that the current through the thyristor is greater than a minimum current known as latching current, I,.
Under such a condition, the thyristor is said to have latched ON. Once it has latched ON, the thyristor
remains ON. In other words, even if the forward-biasing voltage across the gate—cathode terminals is
removed, the thyristor continues to conduct. Junction J, does not exist during the ON condition. The
thyristor reverts to its blocking state only when the current through it falls below a minimum threshold
value known as holding current, I,. Typically, holding current is lower than latching current (I, < I).
There are two ways of achieving this. They are either (1) increase the load impedance to such a value
that the thyristor current falls below I, or (2) apply reverse-biasing voltage across the anode-cathode
of the thyristor.

An approximate v—i characteristic of a typical thyristor and its symbol are shown in Fig. 4.20.

Since the thyristor allows flow of current only in one direction like a diode and the instant at which
it is turned ON can be controlled, the device is a key component in building a controlled rectifier unit.
One can replace the diode in all the circuits discussed so far with the thyristor. Because of its controllability,
the instant at which the thyristor conducts can be delayed to alter the average and rms output voltages.
By doing so, one can choose to control the output voltage and power of a rectifier circuit. Hence, rectifiers
that employ thyristors are also known as silicon controlled rectifiers or SCR.

A typical single-phase, R-L rectifier circuit with one thyristor as the rectifier is shown in Fig. 4.21. The
figure also shows the relevant circuit waveforms. The greatest difference between this circuit and its diode
counterpart is also shown for comparison. Both circuits conduct beyond 7 radians due to the presence of
the inductor L since the average voltage across an inductor is zero. If the value of the circuit components
and the input supply voltage are the same in both cases, the duration for which the current flows into
the output R-L load depends on the values of R and L. In the case of the diode circuit, it does not depend
on anything else; while in the case of the thyristor circuit, it also depends on the instant the thyristor is
given a gate trigger.

From Fig. 4.21, it is interesting to note that the energy stored in the inductor during the conduction
interval can be controlled in the case of a thyristor is such a manner so as to reduce the conduction
interval and thereby alter (reduce) the output power. Both the diode and the thyristor show reverse
recovery phenomenon. The thyristor, like the diode, can block reverse voltage applied across it repeatedly,
provided the voltage is less than its breakdown voltage.
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FIGURE 4.21 Comparing a single diode rectifier circuit with a single thyristor rectifier circuit. Note that the thyristor
conduction is delayed deliberately to bring out the differences.

Gate Circuit Requirements

The trigger signal should have voltage amplitude greater than the minimum gate trigger voltage of the
thyristor being turned ON. It should not be greater than the maximum gate trigger voltage, either. The
gate current should likewise be in between the minimum and maximum values specified by the thyristor
manufacturer. Low gate current driver circuits can fail to turn ON the thyristor. The thyristor is a current
controlled switch and so the gate circuit should be able to provide the needed turn ON gate current into
the thyristor. Unlike the bipolar transistor, the thyristor is not an amplifier and so the gate current require-
ment does not absolutely depend on the voltage and current rating of the thyristor. Sufficient gate trigger
current will turn ON the thyristor and current will flow from the anode to the cathode provided that
the thyristor is favorably biased and the load is such that the current flowing is higher than the latching
current of the thyristor. In other words, in single phase AC to DC rectifier circuits, the gate trigger will
turn ON the thyristor only if it occurs during the positive part of the AC cycle (Fig. 4.21). Any trigger
signal during the negative part of the AC cycle will not turn ON the thyristor and the thyristor will
remain in blocking state. Keeping the gate signal ON during the negative part of the AC cycle does not
typically damage a thyristor.

Single-Phase H-Bridge Rectifier Circuits with Thyristors

Similar to the diode H-bridge rectifier topology, there exist SCR-based rectifier topologies. Because of
their unique ability to be controlled, the output voltage and hence the power can be controlled to desired
levels. Since the triggering of the thyristor has to be synchronized with the input sinusoidal voltage in
an AC to DC rectifier circuit, one can achieve a soft-charge characteristic of the filter capacitor. In other
words, there is no need for employing soft-charge resistor and contactor combination as is required in
single-phase and three-phase AC to DC rectifier circuits with DC bus capacitors.

In controlled AC-to-DC rectifier circuits, it is important to discuss control of resistive, inductive, and
resistive-inductive load circuits. DC motor control falls into the resistive-inductive load circuit. DC motors
are still an important part of the industry. However, the use of DC motors in industrial applications is
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FIGURE 4.23 Armature current and output voltage of AC-to-DC rectifier employed to control a DC motor.

declining rapidly. Control of DC motors are typically achieved by controlled rectifier circuits employing
thyristors. Small motors of less than 3 kW (approximately 5 hp) rating can be controlled by single-phase
SCR circuits while larger ratings require three-phase versions. A typical single-phase H-bridge SCR-based
circuit for the control of a DC motor is shown in Fig. 4.22. Typical output waveforms are shown in
Fig. 4.23. The current in the load side can be assumed continuous due to the large inductance of the
armature of the DC motor.

In Fig. 4.22, V}is the field voltage, which is applied externally and generally is independent of the
applied armature voltage. Such a DC motor is known as a separately excited motor. I,is the armature current
while I;is the field current. The output of the controlled rectifier is applied across the armature. Since
the output voltage can be controlled, one can effectively control the armature current. Since the torque
produced by a DC motor is directly proportional to the armature current, the torque developed can thus
be controlled.

T = K¢,
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where K is the motor constant and depends on the number of armature conductors, number of poles,
and type of winding employed in the DC machine. ¢ is flux produced by the field and is proportional
to the field current, I, . Hence, the torque produced by a DC machine can be rewritten as T = K(K,I;) L,
By keeping the field current constant, the torque then becomes directly proportional to the armature
current, which is controlled by controlling the output voltage of the AC-to-DC controlled rectifier. In
the circuit shown in Fig. 4.22, it is interesting to note that the current I, cannot flow in the opposite
direction. Hence, the motor cannot generate negative torque. In order to make the motor run in the
opposite direction, the direction of the field has to be changed. Speed control within the base speed can
also be accomplished by controlling the armature voltage as is shown below.

E =K¢ow = K(K|l)w

@ is the speed of the armature in rad/s. The back emf, E, is the difference between the output DC voltage
of the AC-to-DC controlled rectifier and the drop across the equivalent armature resistance. Hence, E
can be rewritten as:

E=V,-(UR); o=l e
KK, Iy

For control of speed beyond base speed, the field current has to be altered. Hence, it can be shown that
controlling the armature current can control the speed and torque produced by a DC machine. Control-
ling the output DC voltage can control the armature current. Because of the large inductance of the
armature circuit, the current through it can be assumed to be continuous for a practical operating region.
The average output voltage of a single-phase AC-to-DC rectifier circuit for continuous current operation
is given by (referring to Fig. 4.23):

2X 2%V, % cos()
pe .

1 T+ o
Vn - 7_T-|.a (ﬁ X Vrms) d(Wt) -

for continuous current condition. By controlling the triggering angle, , one can control the average
value of the output voltage, V,,. If armature current control is the main objective (to control output
torque), then one can configure the controller of Fig. 4.22 with a feedback loop. The measured current
can be compared with a set reference and the error can be used to control the triggering angle, c. Since
the output voltage and hence the armature current are not directly proportional to & but to cos(o), the
above method will yield a nonlinear (co-sinusoidal) relationship between the output voltage and control
angle, o. However, one could choose to use the error signal to control cos(¢) instead of ¢ This would
then yield a linear relationship between the output voltage and cos of control angle, o

It is interesting to note from the equation for the output average voltage that the output average voltage
can become negative if the triggering angle is greater than 90 electrical degrees. This leads us to the topic
of regeneration. AC-to-DC controlled rectifiers employing thyristors and having large inductance on the
DC side can be made to operate in the regeneration mode by simply delaying the trigger angle. This is
quite beneficial in overhauling loads like cranes. When the load on a hook of the crane has to be lifted
up, electrical energy is supplied to the motor. The voltage across the motor is positive and the current
through the armature is positive. Positive torque is generated and hence the load moves up. When the
load is to be brought down, the load starts to rotate the motor in the opposite direction due to gravity.
The voltage at the terminals becomes negative since speed is negative. The thyristors are gated at an angle
greater than 90 electrical degrees to match the generated (negative) voltage of the DC motor. Since current
through the thyristors cannot go negative, current is forced to flow into the DC motor in the positive
direction. The large inductance of the motor helps to maintain the positive direction of current through
the armature. Positive torque is still produced since the direction of current is still positive and the field
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FIGURE 4.25 Two rectifier-bridge arrangements for four-quadrant operation of DC motor.

remains unchanged. In other words, the motor develops positive torque and tries to move the load up
against gravity but the gravity is pushing the motor down. The product of current through the motor
and the voltage across it is negative, meaning that the motor is not consuming energy, and on the contrary,
is producing electrical energy—the kinetic energy due to the motor’s downward motion is partly con-
verted to electrical energy by the field and armature. This energy produced by the motor is routed out
to the supply via the appropriately gated thyristors. Conversion of kinetic energy to electrical energy acts
like a dynamic-brake and slows the rapid downward descent of the load.

A typical crane is required to operate in all four quadrants (Fig. 4.24). In the first quadrant, the motor
develops positive torque and the motor runs in the positive direction, meaning its speed is positive—
the product of torque and speed is power, and so positive electric power is supplied to the motor from
the AC-to-DC rectifier. When the crane with a load is racing upward, close to the end of its travel, the
AC-to-DC controlled rectifier is made to stop powering the motor. The rectifier generates practically no
voltage. The inertia of the load moving upward generates a voltage in the form of a back emf. This voltage
is fed into a second rectifier bridge arranged in the opposite direction as shown in Fig. 4.25. The second
bridge is turned ON to let the generated voltage across the still upwardly mobile motor flow into the
utility, thereby converting the inertial motion to electric power. In the second quadrant, speed remains
positive but torque becomes negative, since the current through the motor flows in the opposite direction
into the second rectifier bridge arrangement (Fig. 4.25). The product of speed and torque is negative,
meaning that the motor behaves like a generator during this part of the travel.

The third quadrant, as explained earlier, occurs at the beginning of the lowering action. Both torque
and speed are negative and so the product of torque and speed is positive. Power is applied to the motor
to overcome static friction and accelerate the rotating parts of the mechanism to move the load downward.
In this case, the direction of armature current through the motor is opposite to that in quadrant 1, and
the electrical power needed by the motor is supplied by the second rectifier bridge arrangement (Fig. 4.25).
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The mechanical load and motor arrangement goes into the fourth quadrant of operation for the larger
part of the downward motion. This is the period during which the motor resists the tendency of the load
to accelerate downward by developing positive torque. Since motion is downward, speed is negative
and the product of torque and speed is negative. This means the motor behaves like a generator as explained
earlier.

Since the thyristors cannot conduct in the opposite direction, a new inverter section had to be provided
to enable the four-quadrant operation needed in cranes and hoists. The method by which unidirectional
electrical power was routed to the bidirectional AC utility lines is known as inversion (opposite of
rectification). Since no external means of switching OFF the thyristors was employed, the process of
inversion was achieved by natural commutation. Such an inverter is also known as a line commutated
inverter.

Three-Phase Controlled AC-to-DC Rectifier Systems

The observations made so far for the single-phase controlled AC-to-DC rectifiers can be easily extended
to three-phase versions. An important controlled rectification scheme that was not mentioned in the
single-phase case is the semiconverter circuit. In Fig. 4.22, if the thyristors Q, and Q, are replaced by
diodes (D, and D,), then the circuit of Fig. 4.22 is converted into a semiconverter circuit. Such a circuit does
not have the potential to provide regeneration capability and hence is of limited use. However, in dual
converter applications, especially in three-phase versions, there are a few instances where a semiconverter
can be employed to reduce cost. A typical three-phase semiconverter circuit will consist of three thyristors
and three diodes arranged in an H-bridge configuration as shown in Fig. 4.26.

Three-phase dual converter schemes similar to the one shown in Fig. 4.25 are still employed to operate
large steel mills, hoists, and cranes. However, the advent of vector-controlled AC drives has drastically
changed the electrical landscape of the modern industry. Most DC motor applications are being rapidly
replaced by AC motors with field-oriented control schemes. DC motor application in railway traction
has also seen significant reduction due to the less expensive and more robust AC motors.

However, there are still a few important applications where three-phase controlled rectification (inver-
sion) is the most cost-effective solution. One such application is the regenerative converter module that
many inverter-drive manufacturers provide as optional equipment to customers with overhauling loads.
Under normal circumstances, during the motoring mode of operation of an AC drive, the regenerative
unit does not come into the circuit. However, when the DC bus voltage tends to go higher than a
predetermined level due to overhauling of the load, the kinetic energy of the load is converted into
electrical energy and is fed back into the AC system via a six-pulse thyristor-based inverter-bridge. One
such scheme is shown in Fig. 4.27.

R e e

D4| D6 DZT

FIGURE 4.26 A typical three-phase semiconverter. Rarely employed in modern industry.
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FIGURE 4.27 Use of six-pulse thyristor bridge in the inverter mode to provide regeneration capability to an existing

AC drive system.

Average Output Voltage

In order to evaluate the average value of the output voltage for a three-phase full-bridge converter, the
process of integrating the output voltage similar to the one in Fig. 4.15b has to be undertaken. For the
circuit shown in Fig. 4.14b, where the diodes are replaced by thyristors, the integration yields the following:

o+(27/3)
V, = éj 2V, sin(wt)d(wt)
TTdar(ns)
V = 3% 2%V, % cos(0r) 33X M2 X 3%V, X cos(ar)

’ b2 T

The average output voltage for the circuit in Fig. 4.14b with the diodes being replaced by thyristors is
only different in the cosine of the triggering angle, c. If the triggering angle is zero, the circuit performs
similar to a three-phase diode rectifier and the average output voltages become the same.

HVDC Transmission Systems

One area where it is difficult to replace the use of high voltage, high current carrying thyristors is high
voltage DC (HVDC) transmission systems. When a large amount of power is to be transported over long
distances, or under water, it has been found that high voltage DC transmission is more economical.
HVDC systems are in reality back-to-back rectifier systems. The sending end rectifier system consists
typically of 12- or 24-pulse thyristor bridges while the receiving end consists of a similar configuration
but in the opposite direction. The receiving end 12- or 24-pulse bridge operates in the inverter mode
while the sending end operates in the rectifier mode. 12-pulse configuration is achieved by cascading two
six-pulse bridges in series while 24-pulse configuration needs four six-pulse bridges cascaded in series.
Typical advantages of high voltage DC transmission over high voltage AC transmission is briefly listed below:

1. No stability problems due to transmission line length since no reactive power needs to be trans-
mitted.

2. No limitation of cable lengths for underground cable or submarine cable transmission due to the
fact that no charging power compensation need be done.
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3. AC power systems can be interconnected employing a DC tie without reference to system frequen-
cies, short circuit power, etc.

4. High-speed control of DC power transmission is possible due to the fact that the control angle,
o, has a relatively short time constant.

5. Fault isolation between receiving end and sending end can be dynamically achieved due to fast
efficient control of the high voltage DC link.

6. Employing simple control logic can change energy flow direction very fast. This can help in meeting
peak demands at either the sending or the receiving station.

7. High reliability of thyristor converter and inverter stations makes this mode of transmission a
viable solution for transmission lengths typically over 500 km.

8. The right-of-way needed for high voltage DC transmission is much lower than that of AC trans-
mission of the same power capacity.

The advantages of DC transmission over AC should not be misunderstood and DC should not be
considered as a general substitute for AC power transmission. In a power system, it is generally believed
that both AC and DC should be considered as complementary to each other, so as to bring about the
integration of their salient features to the best advantage in realizing a power network that ensures high
quality and reliability of power supply. A typical rectifier-inverter system employing a 12-pulse scheme
is shown in Fig. 4.28.

Typical DC link voltage can be as high as 400 to 600 kV. Higher voltage systems are also in use. Typical
operating power levels are over 1000 MW. There are a few systems transmitting close to 3500 MW of
power through two bipolar systems. Most thyristors employed in large HVDC transmission systems are
liquid cooled to improve their performance.

Power System Interaction with Three-Phase Thyristor AC-to-DC Rectifier Systems

Similar to the diode rectifiers, the thyristor based AC-to-DC rectifiers also suffer from low order current
harmonics. In addition to current harmonics, there is a voltage notching phenomenon occurring at the
input terminals of an AC-to-DC thyristor based rectifier system. The voltage notching is a very serious
problem. Since thyristors are generally slower to turn ON and turn OFF compared to power semicon-
ductor diodes, there are nontrivial durations during which an outgoing thyristor and an incoming
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FIGURE 4.28 Schematic representation of a bipolar HVDC system employing 12-pulse rectification/inversion
scheme.
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thyristor remain in conduction, thereby creating a short-circuit across the power supply phases feeding the
corresponding thyristors. Thyristors used in rectifiers are generally known as phase control type thyristors
and have typical turn OFF times of 50 to 100 us. Thyristors employed in inverter circuits typically are
faster and have turn OFF times in the 10 to 50 us range.

Notching can create major disturbances in sensitive electronic equipment that rely on the zero-crossing
of the voltage for satisfactory operation. Multiple pseudo-zero-crossings of the voltage waveform can occur
due to the notching effect of thyristor-based rectifier systems. Notching can create large magnitudes of
currents to flow into power-factor correcting capacitors, thereby potentially causing permanent damage
to them. IEEE Std. 519-1992 in the United States has strict regulations regarding the depth of the notch
as well as the duration of the notch. AC line inductors in series with the supply feeding power to the
three-phase bridge help to minimize the notching effect on the power system. The theory behind this
phenomenon is discussed next.

When an external inductance is added in front of a three-phase AC-to-DC rectifier employing thyris-
tors, the duration of commutation increases. In other words, the time period for which the outgoing
thyristor remains in conduction along with the incoming thyristor increases. This overlap period causes
the average output voltage to reduce because during this period, the output voltage is composed of two
shorted phases and a healthy phase. The extent of reduction in the output voltage depends on the duration
of overlap in electrical degrees. The duration of overlap in electrical degrees is commonly represented
by W. The overlap duration is directly proportional to the value of the external inductance used. If no
external line inductor is used, then this duration will depend on the existing inductance of the system
including the wiring inductance. In order to compute the factors influencing the overlap duration, a
simple model can be assumed. Assume that the line is comprised of inductance L in each phase. Let the
DC load current be I, and let it be assumed that this current does not change during the overlap interval.
The current in the incoming thyristor is zero at start and by the end of the overlap interval, it rises to
I,.. Based on this assumption, the relationship between current and voltage can be expressed as:

vy = J2XV,  Xsin(wt) = 2xLx(dildr)
2% VL—LX'[
o+(m/3)

2 x Vi_i X (cos(a+ m/3)— cos(a+ m/3+ 1))
2wL

o+(m/3)+u

Idc
sin(wt)d(t) =2 x L xj di
0

Idc =

ﬁ X Vi_pXsin(o+ w3+ u/2)xsin(u/2)
wL

For small values of overlap angle 1, sin(u/2) = /2 and sin(a + 7i/3 + (1/2)) = sin(a + m/3). Rearranging
the above equation yields:

2wL X Idc
u= -
J2XV,  xsin(a+m/3)

From the above expression, it is interesting to note the following:

1. If the inductance L in the form of either external inductance or leakage inductance of transformer
or lead length is large, the overlap duration will be large.

2. If the load current I,_ is large, the overlap duration will be large.

3. If the delay angle is small, then the inductance will store more energy and so the duration of
overlap will be large. The minimum value of delay angle ¢ is 0° and the maximum value typically
is 60°.
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The average output voltage will reduce due to the overlap angle as mentioned before. In order to
compute the average output voltage with a certain overlap angle, the limits of integration have to be
changed. This exercise yields the following:

o+u+(2m/3)
V, = éj J2V,_ sin(wt) d(wt)
T ot p+( 3)
v - 3% 2%V, X cos(a+ 1) _ 3% 2% 3%V, X cos(o+ 1)

’ T T

Thus, it can be seen that the overlap angle has an equivalent effect of advancing the delay angle, thereby
reducing the average output voltage. From the discussions in the previous paragraphs on notching, it is
interesting to note that adding external inductance increases the duration of the overlap and reduces the
average value of the output DC voltage. However, when viewed from the AC source side, the notching
effect is conspicuously reduced and in some cases not observable. Since all other electrical equipment in
the system will be connected to the line side of the AC inductor (in front of a thyristor-based AC-to-DC
rectifier), these equipment will not be affected by the notching phenomenon of thyristors. The external
inductance also helps limit the circulating current between the two thyristors during the overlap duration.

Conclusion

Uncontrolled and controlled rectifier circuits have been discussed in this section. An introduction to the
theory of diode and thyristor conduction has been presented to explain the important operating char-
acteristics of these devices. Rectifier topologies employing both diodes and thyristors and their relative
advantages and disadvantages have been discussed. Use of a dual thyristor bridge converter to achieve
four-quadrant operation of a DC motor has been discussed. The topic of high-voltage DC (HVDC)
transmission has been briefly introduced. Power quality issues relating to diode and thyristor-based
rectifier topologies has also been addressed. To probe further into the various topics briefly discussed in
this section, the reader is encouraged to refer to the references listed below.
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4.3 Three-Phase Pulse-Width-Modulated Boost-Type Rectifiers

Ana Stankovic

Introduction

The boost-type rectifier has been extensively developed and analyzed in recent years [1, 3, 6]. It offers
advantages over traditionally used phase-controlled thyristor rectifiers in AC-DC-AC converters for
variable-control drives because of its capability for nearly instantaneous reversal of power flow, power
factor management, and reduction of input harmonic distortion. Figure 4.29 shows the structure of the
pulse-width-modulated (PWM) boost-type rectifier.
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FIGURE 4.30 The per-phase equivalent circuit and phasor diagram.

Power flow in the PWM converter is controlled by adjusting the phase shift angle é between the source
voltage U, and the respective converter reflected input voltage V, [2].

When U, leads V; the real power flows from the AC source into the converter. Conversely, if U, lags
V., power flows from the DC side of the converter into the AC source. The real power transferred is
given by the Eq. (4.10).

_Ulvsl .
P= X sin(0) (4.10)

1

The AC power factor is adjusted by controlling the amplitude of V,,. The phasor diagram in Fig. 4.30
shows that, to achieve a unity power factor, V;; must be

vV, = JU +(X,1,) (4.11)

Indirect Current Control of a Unity Power Factor Sinusoidal Current
Boost-Type Rectifier

To control the DC output voltage of the PWM boost-type rectifier, the input line currents must be
regulated [4, 5]. In typical rectifier controllers presented to date, the DC bus voltage error is used to
synthesize a line current reference. Specifically, the line current reference is derived through the multi-
plication of a term proportional to the bus voltage error by a template sinusoidal waveform. The sinusoidal
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FIGURE 4.31 Indirect current control of the unity power factor boost-type rectifier.

template is directly proportional to the input voltage, resulting in a unity power factor. The line current
is then controlled to track this reference. Current regulation is accomplished through the use of hysteresis
controllers [5]. A proposed control method [4] is shown in Fig. 4.31.

To explain the closed-loop operation of the PWM boost-type rectifier, the switch matrix theory is
used. The output current I of the matrix converters is a function of the converter transfer function vector
T and the input current vector 7 and is given by,

I, = Ti (4.12)

The converter transfer function vector T is composed of three independent line-to-neutral switching
functions: SW,, SW,, SW,.

T = [SW, SW, SW;] (4.13)

The input current vector is given by

i=|i, (4.14)
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The line-to-neutral switching functions are balanced and are represented by their fundamental com-
ponents only.

SW,(t) = S;sin(wt - 0)
SW,(t) = §,sin(wt-©-120°) (4.15)
SW,(t) = S;sin(wt+ 120° - Q)

Therefore, converter synthesized line-to-neutral voltages can be expressed as
vV, = %Vchlsin(wt— Q)
Vv, = %Vdcslsin(wt— 120°-©) (4.16)
Vs = %Vchlsin(wt+ 120° - ©)

Eq. (4.15) shows the rectifier synthesized voltages. V. represents the output DC voltage.
In the time domain, the fundamental components of the three-phase input currents are given by

i;(t) = I;sin(wt— ¢@,)
i,(t) = I;sin(wt—120° - ¢,) (4.17)
13(t) = I;sin(wt+ 120° - ¢,)

By combining Egs. (4.12), (4.15), and (4.17), the output current I,(¢) is obtained, given by

I,(t) = I;sin(wt— ¢,)S;sin(wt—0) + I;sin(wt—120° — ¢,)S, sin(wt - 120° — ©)
+ I sin(wt+ 120° — ¢,) S, sin(wt+ 120° — ©) (4.18)

By using a trigonometric identity, I;(t) becomes
3
I(t) = EIISlcos(G)—(pl) (4.19)

Because the angle (® — ¢,) is constant for any set value of the input power factor, the output DC
current, I(#), is proportional to the magnitude of the input current, I,(¢), and so is the output voltage,
V. For unity power factor control, angle ¢, is equal to zero.

The output voltage, V. is

Va4 = Rl (4.20)

(Vdcref_ Vdc) = KII (421)

Figure 4.30 shows that the DC bus error, (Vs — Vy.), is used to set the reference for the input current
magnitude. The input sinusoidal voltage, U, is multiplied by the DC bus error and it becomes a reference
for the input current in phase 1. The reference value for current in phase 2 is phase-shifted by 120° with

respect to the current in phase 1. Since the sum of three input currents is always zero, the reference for
current in phase 3 is obtained from the following equation:

i3ref(t) = _ilref(t) _inef(t) (422)
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FIGURE 4.33 Input voltage and input current.

The input currents, i,(¢), 7,(t), i;(f) are measured and compared with the reference currents, 7,,.(t),
Tyre(£)> T3e(t). The error is fed to a comparator with a prescribed hysteresis band 2AI. Switching of the
leg of the rectifier (SW, off and SW, on) occurs when the current attempts to exceed a set value
corresponding to the desired current i, + Al The reverse switching (SW, on and SW, off) occurs when
the current attempts to become less than i — AL The hysteresis controller produces a very good quality
waveform and is simple to implement. Unfortunately, with this type of control (hysteresis controller) the
switching frequency does not remain constant but varies along different portions of the desired current.
A hysteresis current controller for one phase is shown in Fig. 4.32.

Example

Simulate the three-phase PWM rectifier of Fig. 4.31 using SABER with the following parameters: U, =
U,=U; =120V at 60 Hz, L, = 1 mH, C = 100 uyF, and R,,,4 = 100 Q. Set the reference value for the
output DC voltage, V.., to 300 V and input a power factor to unity. Assume the switches to be ideal
and choose the time step At = 20 us.

© 2002 by CRC Press LLC



400.0 -

Vﬂ '

300.04 & /

v)

T ——

200.0 4

100.0 /

[ I I I I I I I I
0.0 0.005 0.01 0.015 0.02 0.025 0.03 0.035

t(s)

FIGURE 4.34 Output voltage V.

Solution
The SABER program listing is included in the Appendix to this section, and the results are shown in
Figs. 4.33 and 4.34. Figure 4.33 shows input currents as well as input voltages of the PWM boost-type
rectifier shown in the Fig. 4.31. Figure 4.33 shows controlled output voltage, V.

High-quality input currents and output DC voltage are obtained at a unity power factor.
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Appendix

# Hysteresis controller-Balanced three-phase system

# Reference voltage =300 V

# Small resistor is added in series with the inductor for current measurements
# igbt pwm rectifier

# main voltage sources
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# Program for balanced voltages and balanced impedances-Closed-loop solution

# Hysteresis Controller + P-I controller

vac.va nll nl7 = va = 120, theta = 0, f =
vac.vb nl2 nl7 = va = 120, theta = -120, f =
vac.vc nl3 nl7 = va = 120, theta = 120, f =
r.111 nll nl11l = 0.001

r.222 nl2 nl22 = 0.001

r.333 nl3 nl33 = 0.001

v.vpl vp 0 = dc = 10

v.vmi vn 0 = dc = -10

v.vco vimn 0 = dc = 5

v.vcont vcl 0 = 7

# reference voltage source

vac.val na 0 = va = 6.6655, theta = -1.0803,
vac.vbl nb 0 = va = 6.6655, theta = -121.0803,
vac.vcl nc 0 = va = 6.6655, theta = -118.9197,
# sow generator

v.vsow vs 0 = tran = (pulse = (vl = -10,v2
250u,pw = 0,per = 500u))

#r.r30 n30 nl18 = 1

r.roul vp oul = 2.2k

r.rou2 vp ou2 = 2.2k

r.rou3d vp ou3d = 2.2k

r.routll vp outl = 2.2k

r.rout22 vp out2 = 2.2k

r.rout33 vp outd = 2.2k

#cmpl_oc.ul na vs oul vp vn 0 = model = (vos=
#cmpl_14.u2 tsl vin t4 vp 0 0 = model = (vos
#cmpl_oc.u3 nb vs ou2 vp vn 0 = model = (vos = 0,
#cmpl_14.ud ts3 vnn t6 vp 0 0 = model = (vos
#cmpl_oc.u5 nc vs ou3 vp vn 0 = model = (vos = 0,
#cmpl_14.u6 ts5 vn t2 vp 0 0 = model = (vos
#Comparison between two current signals
cmpl_oc.u20 n2000 n2001 outl vp vn 0 = model
= 2n, av = 100K)

cmpl_14.u21 outl von t4 vp 0 0 = model = (vos
cmpl_oc.u22 n2002 n2003 out2 vp vn 0 = model
= 2n, av = 100K)

cmpl_14.u23 out2 von t6 vp 0 0 = model = (vos
cmpl_oc.u24 n2004 n2005 out3 vp vn 0 = model
= 2n, av = 100K)

cmpl_14.u25 out3 vnn t2 vp 0 0 = model = (vos

inv_14.inl t4 tl1
inv_14.in2 t6 t3
inv_14.in3 t2 t5
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60
60
60
f = 50
f = 50
f = 50
10,td = 0,tr = 250u,tf =
0, tdr=2n, tdf=2n, av=10K)
= 0, tdr = 2n, tdf = 2n)
tdr = 2n, tdf = 2n, av = 10K)
= 0, tdr = 2n, tdf = 2n)
tdr = 2n, tdf = 2n,av = 10K)
= 0, tdr = 2n, tdf = 2n)
= (vos = 0, tdr = 2n, tdf
= 0, tdr = 2n, tdf = 2n)
= (vos = 0, tdr = 2n, tdf
= 0, tdr = 2n, tdf = 2n)
= (vos = 0, tdr = 2n, tdf
= 0, tdr = 2n, tdf = 2n)



ide_d2an.vdl tl1 ttl 0 = model = (voh = 5,vol = 0,tr =
ide_d2an.vd2 t2 tt2 0 = model = (voh =

ide_d2an.vd3 t3 tt3 0 = model = (voh =

ide_d2an.vd4d t4 tt4d 0 = model = (voh =

ide_d2an.vd5 t5 tt5 0 = model = (voh =

ide_d2an.vd6 t6 tt6 0 = model = (voh = 5,vol =

# optical isolation : voltage-controlled voltage-source

#clipv.vggl ttl 0 vgl 0 = a = 100, vomax = 10, vomin =
#clipv.vgg2 tt2 0 vg2 0 = a = 100, vomax = 10, vomin =
#clipv.vgg3 tt3 0 vg3 0 = a = 100, vomax = 10, vomin =
#clipv.vggd ttd 0 vgd 0 = a = 100, vomax = 10, vomin =
#clipv.vgg5 tt5 0 vgsh 0 = a = 100, vomax = 10, vomin =
#clipv.vggbe tt6 0 vgb 0 = a = 100, vomax = 10, vomin =

# three-phase bridge
1l.la nl111l nl4 = 1m

1.1b nl22 nl5 = 1Im

1.1c nl133 nl6é = 1m

sdr_thr2.sl1 ttl 0 psl = vpull = 4.9,vdrop = 0.1,tdelay
sdr_thr2.s2 tt2 0 ps2 = vpull = 4.9,vdrop = 0.1,tdelay
sdr_thr2.s3 tt3 0 ps3 = vpull = 4.9,vdrop = 0.1,tdelay
sdr_thr2.s4 ttd 0 psd = vpull = 4.9,vdrop = 0.1,tdelay
sdr_thr2.s5 tt5 0 ps5 = vpull = 4.9,vdrop = 0.1,tdelay
sdr_thr2.s6 tt6 0 ps6 = vpull = 4.9,vdrop = 0.1,tdelay

sw_lpno.l psl nl0 nl4 = ron = 0,roff = inf,tdbrk = 0,tdmk = 0,rfunc =
sw_1lpno.2 ps2 nl6 0 = ron = 0,roff = inf,tdbrk = 0, tdmk 0, rfunc
sw_1lpno.3 ps3 nl0 nl5 = ron = 0,roff = inf,tdbrk = 0,tdmk = 0,rfunc =
sw_lpno.4 ps4d nl4d 0 = ron = 0,roff = inf,tdbrk = 0, tdmk 0, rfunc
sw_1lpno.5 ps5 nl0 nlé = ron = 0,roff = inf,tdbrk = 0,tdmk = 0,rfunc =
sw_lpno.6 ps6 nl5 0 = ron = 0,roff = inf,tdbrk = 0, tdmk 0, rfunc
d.dl nl4 nlo0

d.d2 0 nlé

d.d3 nl5 nl0

d.d4d 0 nl4

d.d5 nl6 nl0

d.d6 0 nl5

r.rl0 nl0 0 = 100

c.cr nl10 0 = 100u

# Actual output voltage converted to nonelectrical value output n50

elec2var.l nl0 0 n50 = 1

constant.l n51 = 300

#Difference between the set value and the actual value
sum.l n51 n50 n52 = 1,-1

#Proportional-integral controller

gain.96 n52 n98 = 1

#prop_int.1 n52 n98 = 1,0,0

#Limit the input for comparators

limit.1 n98 n99 = 15,1

# Multiply the gain with three voltages Ea,Eb, and Ec
# Set values for currents
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= 500n,tf = 250n
5,vol = 0,tr = 500n,tf = 250n
5,vol = 0,tr = 500n,tf = 250n
5,vol = 0,tr = 500n,tf = 250n
5,vol = 0,tr = 500n,tf = 250n
0,tr = 500n,tf = 250n
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Om
Om
Om
Om
Om



elec2var.2 nll nl7 nl00 = 1/100
elec2var.3 nl2 nl7 nl01 1/100
elec2var.4 nl3 nl7 nl02 1/100
mult.2 n99 nl00 n200 = 1

mult.3 n99 nl0l n201 1
mult.4 n99 nl02 n202 1
#Nonelectrical current values
#Current sensor

elec2var.12 nll nlll n82 = 1000
elec2var.13 nl2 nl22 n83 = 1000
elec2var.14 nl3 nl33 n84 = 1000

#Current in phase 1. and current in phase 1 .Transformation
#to electrical quantities

var2elec.l n200 n2000 0 = 1

var2elec.2 n82 n2001 0 =1

# Conversion of peak values to nonelectrical quantities
var2elec.3 n201 n2002 0 = 1

var2elec.4 n83 n2003 0 =1

#Addition current error + actual current

#Current and voltage in phase 3 Transformation to electrical
#quantities

var2elec.5 n202 n2004 O
var2elec.6 n84 n2005 0

I
PR
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5.1 Overview

Michael Giesselmann

Inverters are used to create single or polyphase AC voltages from a DC supply. In the class of polyphase
inverters, three-phase inverters are by far the largest group. A very large number of inverters are used for
adjustable speed motor drives. The typical inverter for this application is a “hard-switched” voltage source
inverter producing pulse-width modulated (PWM) signals with a sinusoidal fundamental [Holtz, 1992].
Recently research has shown detrimental effects on the windings and the bearings resulting from unfiltered
PWM waveforms and recommend the use of filters [Cash and Habetler, 1998; Von Jouanne et al., 1996].
A very common application for single-phase inverters are so-called “uninterruptable power supplies” (UPS)
for computers and other critical loads. Here, the output waveforms range from square wave to almost ideal
sinusoids. UPS designs are classified as either “off-line” or “online”. An off-line UPS will connect the load
to the utility for most of the time and quickly switch over to the inverter if the utility fails. An online UPS
will always feed the load from the inverter and switch the supply of the DC bus instead. Since the DC bus
is heavily buffered with capacitors, the load sees virtually no disturbance if the power fails.
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In addition to the very common hard-switched inverters, active research is being conducted on soft-
switching techniques. Hard-switched inverters use controllable power semiconductors to connect an output
terminal to a stable DC bus. On the other hand, soft switching inverters have an oscillating intermediate
circuit and attempt to open and close the power switches under zero-voltage and or zero-current
conditions.

A separate class of inverters are the line commutated inverters for multimegawatt power ratings, that use
thyristors (also called silicon controlled rectifiers, SCRs). SCRs can only be turned “on” on command. After
being turned on, the current in the device must approach zero in order to turn the device off. All other
inverters are self-commutated, meaning that the power control devices can be turned on and off. Line
commutated inverters need the presence of a stable utility voltage to function. They are used for DC-links
between utilities, ultralong distance energy transport, and very large motor drives [Ahmed, 1999; Barton,
1994; Mohan et al., 1995; Rashid, 1993; Tarter, 1993]. However, the latter application is more and more
taken over by modern hard-switched inverters including multilevel inverters [Brumsickle et al., 1998; Tolbert
et al., 1999].

Modern inverters use insulated gate bipolar transistors (IGBTs) as the main power control devices
[Mohan et al., 1995]. Besides IGBTs, power MOSFETS are also used especially for lower voltages, power
ratings, and applications that require high efficiency and high switching frequency. In recent years, IGBTs,
MOSFETs, and their control and protection circuitry have made remarkable progress. IGBTs are now
available with voltage ratings of up to 3300 V and current ratings up to 1200 A. MOSFETs have achieved
on-state resistances approaching a few milliohms. In addition to the devices, manufacturers today offer
customized control circuitry that provides for electrical isolation, proper operation of the devices under
normal operating conditions and protection from a variety of fault conditions [Mohan et al., 1995]. In
addition, the industry provides good support for specialized passive devices such as capacitors and
mechanical components such as low inductance bus-bar assemblies to facilitate the design of reliable
inverters. In addition to the aforementioned inverters, a large number of special topologies are used. A
good overview is given by Gottlieb [1984].

Fundamental Issues

Inverters fall in the class of power electronics circuits. The most widely accepted definition of a power
electronics circuit is that the circuit is actually processing electric energy rather than information. The
actual power level is not very important for the classification of a circuit as a power electronics circuit.
One of the most important performance considerations of power electronics circuits, like inverters, is
their energy conversion efficiency. The most important reason for demanding high efficiency is the
problem of removing large amounts of heat from the power devices. Of course, the judicious use of
energy is also paramount, especially if the inverter is fed from batteries such as in electric cars. For these
reasons, inverters operate the power devices, which control the flow of energy, as switches. In the ideal
case of a switching event, there would be no power loss in the switch since either the current in the switch
is zero (switch open) or the voltage across the switch is zero (switch closed) and the power loss is computed
as the product of both. In reality, there are two mechanisms that do create some losses, however; these
are on-state losses and switching losses [Bird et al., 1993; Kassakian et al., 1991; Mohan et al., 1995;
Rashid, 1993]. On-state losses are due to the fact that the voltage across the switch in the on state is not
zero, but typically in the range of 1 to 2V for IGBTs. For power MOSFETs, the on-state voltage is often
in the same range, but it can be substantially below 0.5 V due to the fact that these devices have a purely
resistive conduction channel and no fixed minimum saturation voltage like bipolar junction devices
(IGBTs). The switching losses are the second major loss mechanism and are due to the fact that, during
the turn-on and turn-off transition, current is flowing while voltage is present across the device. In order
to minimize the switching losses, the individual transitions have to be rapid (tens to hundreds of
nanoseconds) and the maximum switching frequency needs to be carefully considered.

In order to avoid audible noise being radiated from motor windings or transformers, most modern
inverters operate at switching frequencies substantially above 10 kHz [Bose, 1992; 1996].
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FIGURE 5.1 Topology of a single-phase, full-bridge inverter.

Single-Phase Inverters

Figure 5.1 shows the basic topology of a full-bridge inverter with single-phase output. This configuration is
often called an H-bridge, due to the arrangement of the power switches and the load. The inverter can deliver
and accept both real and reactive power. The inverter has two legs, left and right. Each leg consists of two
power control devices (here IGBTs) connected in series. The load is connected between the midpoints of the
two phase legs. Each power control device has a diode connected in antiparallel to it. The diodes provide an
alternate path for the load current if the power switches are turned off. For example, if the lower IGBT in
the left leg is conducting and carrying current towards the negative DC bus, this current would “commutate”
into the diode across the upper IGBT of the left leg, if the lower IGBT is turned off. Control of the circuit is
accomplished by varying the turn on time of the upper and lower IGBT of each inverter leg, with the provision
of never turning on both at the same time, to avoid a short circuit of the DC bus. In fact, modern drivers
will not allow this to happen, even if the controller would erroneously command both devices to be turned
on. The controller will therefore alternate the turn on commands for the upper and lower switch, i.e., turn
the upper switch on and the lower switch off, and vice versa. The driver circuit will typically add some
additional blanking time (typically 500 to 1000 ns) during the switch transitions to avoid any overlap in the
conduction intervals.

The controller will hereby control the duty cycle of the conduction phase of the switches. The average
potential of the center-point of each leg will be given by the DC bus voltage multiplied by the duty cycle
of the upper switch, if the negative side of the DC bus is used as a reference. If this duty cycle is modulated
with a sinusoidal signal with a frequency that is much smaller than the switching frequency, the short-
term average of the center-point potential will follow the modulation signal. “Short-term” in this context
means a small fraction of the period of the fundamental output frequency to be produced by the inverter.
For the single phase inverter, the modulation of the two legs are inverse of each other such that if the
left leg has a large duty cycle for the upper switch, the right leg has a small one, etc. The output voltage
is then given by Eq. (5.1) in which m, is the modulation factor. The boundaries for m, are for linear
modulation. Values greater than 1 cause overmodulation and a noticeable increase in output voltage
distortion.

V() = my,- Vg - sin(w, -t) 0<m,<1 (5.1)
This voltage can be filtered using a LC low-pass filter. The voltage on the output of the filter will closely

resemble the shape and frequency of the modulation signal. This means that the frequency, wave-shape,
and amplitude of the inverter output voltage can all be controlled as long as the switching frequency is
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FIGURE 5.2 Topology of a three-phase inverter.

at least 25 to 100 times higher than the fundamental output frequency of the inverter [Holtz, 1992]. The
actual generation of the PWM signals is mostly done using microcontrollers and digital signal processors
(DSPs) [Bose, 1987].

Three-Phase Inverters

Figure 5.2 shows a three-phase inverter, which is the most commonly used topology in today’s motor
drives. The circuit is basically an extension of the H-bridge-style single-phase inverter, by an additional
leg. The control strategy is similar to the control of the single-phase inverter, except that the reference
signals for the different legs have a phase shift of 120° instead of 180° for the single-phase inverter. Due
to this phase shift, the odd triplen harmonics (3rd, 9th, 15th, etc.) of the reference waveform for each
leg are eliminated from the line-to-line output voltage [Shepherd and Zand, 1979; Rashid, 1993; Mohan
etal., 1995; Novotny and Lipo, 1996]. The even-numbered harmonics are canceled as well if the waveforms
are pure AC, which is usually the case. For linear modulation, the amplitude of the output voltage is
reduced with respect to the input voltage of a three-phase rectifier feeding the DC bus by a factor given
by Eq. (5.2).

3

T 3 = 82.7% (5.2)

To compensate for this voltage reduction, the fact of the harmonics cancellation is sometimes used to
boost the amplitudes of the output voltages by intentionally injecting a third harmonic component into
the reference waveform of each phase leg [Mohan et al., 1995].

Figure 5.3 shows the typical output of a three-phase inverter during a startup transient into a typical
motor load. This figure was created using circuit simulation. The upper graph shows the pulse-width
modulated waveform between phases A and B, whereas the lower graph shows the currents in all three
phases. It is obvious that the motor acts a low-pass filter for the applied PWM voltage and the current
assumes the waveshape of the fundamental modulation signal with very small amounts of switching
ripple.

Like the single-phase inverter based on the H-bridge topology, the inverter can deliver and accept both
real and reactive power. In many cases, the DC bus is fed by a diode rectifier from the utility, which
cannot pass power back to the AC input. The topology of a three-phase rectifier would be the same as
shown in Fig. 5.2 with all IGBTs deleted.

A reversal of power flow in an inverter with a rectifier front end would lead to a steady rise of the DC
bus voltage beyond permissible levels. If the power flow to the load is only reversing for brief periods of
time, such as to brake a motor occasionally, the DC bus voltage could be limited by dissipating the power
in a so-called brake resistor. To accommodate a brake resistor, inverter modules with an additional seventh
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IGBT (called “brake-chopper”) are offered. This is shown in Fig. 5.4. For long-term regeneration, the
rectifier can be replaced by an additional three-phase converter [Mohan et al., 1995]. This additional
converter is often called a controlled synchronous rectifier. The additional converter including its con-
troller is of course much more expensive than a simple rectifier, but with this arrangement bidirectional
power flow can be achieved. In addition, the interface toward the utility system can be managed such
that the real and reactive power that is drawn from or delivered to the utility can be independently
controlled. Also, the harmonics content of the current in the utility link can be reduced to almost zero.
The topology for an arrangement like this is shown in Fig. 5.5.

The inverter shown in Fig. 5.2 provides a three-phase voltage without a neutral point. A fourth leg
can be added to provide a four-wire system with a neutral point. Likewise four-, five-, or n-phase inverters
can be realized by simply adding the appropriate number of phase legs.
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FIGURE 5.6 Topology of a three-level inverter.

As in single-phase inverters, the generation of the PWM control signals is done using modern micro-
controllers and DSPs. These digital controllers are typically not only controlling just the inverter, but
through the controlled synthesis of the appropriate voltages, motors and attached loads are controlled
for high-performance dynamic response. The most commonly used control principle for superior
dynamic response is called field-oriented or vector control [Bose, 1987; 1996; DeDonker and Novotny,
1988; Lorenz and Divan, 1990; Trzynadlowski, 1994].

Multilevel Inverters

Multilevel inverters are a class of inverters where a DC source with several tabs between the positive and
negative terminal is present. The two main advantages of multilevel inverters are the higher voltage
capability and the reduced harmonics content of the output waveform due to the multiple DC levels.
The higher voltage capability is due to the fact that clamping diodes are used to limit the voltage stress
on the IGBTs to the voltage differential between two tabs on the DC bus. Figure 5.6 shows the topology
of a three-level inverter. Here, each phase leg consists of four IGBTSs in series with additional antiparallel
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and clamping diodes. The output is again at the center-point of the phase leg. The output of each phase
can be connected to the top DC bus, the center connection of the DC supply, or the negative DC bus.
This amounts to three distinct voltage levels for the voltage of each phase, which explains the name of
the circuit. It turns out that the resulting line-to-line voltage has five distinct levels in a three-phase
inverter.

Line-Commutated Inverters

Figure 5.7 shows the topology of a line commutated inverter. In Fig. 5.7 the SCRs are numbered according
to their firing sequence. The circuit can operate both as a rectifier and an inverter. The mode of operation
is controlled by the firing angle of the SCRs in the circuit [Ahmed, 1999; Barton, 1994; Mohan et al., 1995].
The reference value for the firing angle ¢ is the instant when the voltage across each SCR becomes positive;
i.e., when an uncontrolled diode would turn on. This time corresponds to 30° past the positive going zero
crossing of each phase. By delaying the turn-on angle o more than 90° past this instant, the polarity of
the average DC bus voltage reverses and the circuit enters the inverter mode. The DC source in Fig. 5.7
shows the polarity of the DC voltage for inverter operation. The firing delay angle corresponds to the phase
of the utility voltage. The maximum delay angle must be limited to less than 180°, to provide enough time
for the next SCR in the sequence to acquire the load current. Equation (5.3) gives the value of the DC
output voltage of the converter as a function of the delay angle aand the DC current I, which is considered
constant.

Vdc = %(ﬁ VLL' COS((X)—w'Ls'Idc) (53)

V. is the rms value of the AC line-to-line voltage, @ is the radian frequency of the AC voltage, and L, is
the value of the inductors L,, L,, and L, in Fig. 5.7. Line commutated inverters have a negative impact
on the utility voltage and a relatively low total power factor. Equation (5.4) gives an estimate of the total
power factor of the circuit shown in Fig. 5.7 for constant DC current and negligible AC line reactors.

PF = 7%_ cos( o) (5.4)
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5.2 DC-AC Conversion

Attila Karpati

The DC-AC converters, also known as inverters and shown in Fig. 5.8, produce an AC voltage from a
DC input voltage. The frequency and amplitude produced are generally variable. In practice, inverters
with both single-phase and three-phase outputs are used, but other phase numbers are also possible.
Electric power usually flows from the DC to the AC terminal, but in some cases reverse power flow is
possible. These types of inverters, where the input is a DC voltage source, are also known as voltage-
source inverters (VSI). The other type of inverter is the current-source inverters (CSI), where the DC
input is a DC current source. These converters are used primarily in high-power AC motor drives.
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FIGURE 5.9 Voltage-source, single-phase, full-bridge inverter connection.

Basic DC-AC Converter Connections (Square-Wave Operation)

This section presents a short summary of the main types of voltage-source DC-AC converter connections
and a brief description of their functions. At the end of this subsection is also given a current-source
converter configuration with its short description. It is assumed that the circuits incorporate ideal
semiconductor switches.

The most frequently used types of single-phase inverters are full-bridge inverters, as shown in Fig. 5.9a,
the half-bridge inverters, as shown in Fig. 5.10a, and push-pull inverters, as shown in Fig. 5.11a.

The switching sequences for the switches and the most important time functions for the full-bridge,
half-bridge, and push-pull inverters during square-wave operation can be seen in Figs. 5.9 through 5.11.
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It is assumed that the load on the output consists of a series resistance and inductance. The three-
phase basic inverter configuration is the full-bridge connection shown in Fig. 5.12a. The loads are assumed
to be symmetrical inductances in the three phases. The switching sequences of the switches and the most
important time functions at square-wave operation are demonstrated in Fig. 5.12b through g.

One can draw the following conclusions from these figures:

+ The output voltage is nonsinusoidal.

+ Due to the presence of the freewheeling diodes, the output voltage is independent of the direction
of the load current, and is only dependent on the on and off state of the switches.

+ The semiconductor switches and freewheeling diodes form two rectifiers. They are connected in
inverse parallel. The semiconductor switches make the energy flow from the DC side to the AC
side possible. The freewheeling diodes allow the reverse situation.

+ Accordingly, the freewheeling diodes are necessary if the converter outputs are connected to loads,
which require either reactive power or effective power feedback. In the case of reactive power, the
direction of the power flow in the converter changes periodically (see the i; currents in Figs. 5.9
through 5.12).

A three-phase current-source inverter configuration is shown in Fig. 5.13a. The switching sequences
of the switches and the most important time functions are demonstrated in Fig. 5.13b.
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FIGURE 5.11 Voltage-source, single-phase, push-pull inverter connection.

Because of jumps in the output current, capacitors must be used, which are connected in parallel to
the load. In most cases, the current-source inverters use thyristors as switching devices, and the afore-
mentioned capacitances are the energy storage elements of the quenching circuits.

Control of the Output Voltage

In voltage-source inverters, the output voltage is controlled by following methods:

+ In inverters with square-wave operation, voltage changes on the DC side

+ Voltage cancellation, which is feasible in single-phase full-bridge inverters

+ Sinusoidal pulse-width modulation (sinusoidal PWM), with bipolar and unipolar voltage switching
+ Programmed harmonic elimination switching

+ Tolerance band control

+ Fixed-frequency control
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FIGURE 5.12  Voltage-source, three-phase, bridge inverter connection.

In current-source inverters, the output is controlled by changing the input DC voltage. In most cases
the DC voltage is changed by a controlled rectifier or DC chopper. In voltage cancellation the T, and
T, times of the switches in the two legs of the full-bridge connection are shifted to one another as shown
in Fig. 5.14. The rms value of the AC voltage can be changed between 0 and a maximum value, as defined
by the square-wave operation. This is a very simple method, in which the switching frequency of the
semiconductor elements is equal to the output frequency, but the harmonic content of the AC side voltage
is rather high. Therefore, it is the preferred method used in converters with high-frequency output. At
lower output frequency, i.e., at 60 Hz, other methods are used, and the switching frequency of the
semiconductors is much higher than the output frequency. This method allows for extensive reduction
of the harmonic content in the output voltage or current. In inverter circuits the sinusoidal PWM is used
to minimize the output harmonic content. The basic principle employed in a one-phase half-bridge
converter with bipolar voltage switching is demonstrated in Fig. 5.15. The switches S, and S_ work with
an internal frequency, which is much higher than the output frequency. The on and off state of the
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switches is determined by the crossover points of the triangular comparison signal V,;; and the sinusoidal
control signal V.. The sinusoidal control signal causes constant changes in the duty ratio of the switches
S, and S_ during the half-period of the output so that the harmonic content of the output is minimized.
The output voltage or current can be changed by varying V...

The most important definitions are as follows:

The amplitude-modulation ratio: m, = V. / Vi
The frequency-modulation ratio: m, = f/f

where f, is the internal switching frequency and f; is the frequency of the fundamental of the output.

At small m; (m, < 21), synchronous PWM should be used, namely, m, should be an integer and V,,
and V,; are synchronized to one another. (Asynchronous PWM in the m, # integer output produces
subharmonics of the fundamental frequency, which are generally undesirable.)

At large values of m, (m, > 21), the amplitudes of subharmonics caused by asynchronous PWM are
small. Therefore asynchronous PWM may be used, except in AC motor drives, if the frequency approaches
zero. In this case, small subharmonic voltages can also occur as well as high and undesirable currents.

In the case of m, < 1.0, the sinusoidal PWM operates in the linear range. The amplitude of the
fundamental frequency component varies linearly with m,. In this range, the maximum value of the
fundamental is less than the allowable maximum, which is achieved by overmodulation, with 1, > 1. In
this range, the relation is not linear between m, and the fundamental. The allowable maximum value is
given by square-wave operation. The relation between the fundamental and m, is illustrated in Fig. 5.16.

The operating principles for sinusoidal PWM with unipolar voltage switching for a full-bridge inverter
can be seen in Fig. 5.17. The two legs of the inverter are not switched simultaneously, and are controlled
separately. For this reason, two control signals, V. and =V, are used. The advantage of this method
is that of “effectively” doubling the switching frequency, which results from the cancellation of certain
harmonic components.

The operating principles for sinusoidal PWM with three-phase inverters are shown in Fig. 5.18. To
control the three legs of the bridge connection, three control signals are used, Vi,  Vegns and Ve e
The fundamental of the output as a function of m, is given in Fig. 5.19.
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FIGURE 5.21 Tolerance-band current control.

In the case of overmodulation, low-order harmonics appear, and therefore the above-mentioned
natural sampling method is used only until the output fundamental voltage becomes equal to 78.5% of
its maximum possible value. For a three-phase system, this situation can be improved by using a reference
wave with the addition of the third harmonic, as shown in Fig. 5.20. In the output phase voltages, the
third harmonics have in all of the phases the same time functions (zero sequence components), and,
therefore, cannot produce current.

For programmed harmonic elimination switching, the moments of the semiconductor switching are
calculated so that the lower harmonics will be eliminated. This method permits the elimination of
undesirable lower harmonics, without a very high resulting switching frequency. Therefore, the power
losses in the converter can be reduced.

The principles of tolerance band control (following control) can be seen in Fig. 5.21. The difference
between the reference value and the actual value will be directed to one comparator with a tolerance band.
The output of the comparator controls the switches in the inverter so that the above-mentioned difference
will not be greater than that required. At the sinusoidal output, the reference value has the required
sinusoidal form, and the actual value fluctuates along the curve. The switching frequency varies in a large
interval and depends on the AC side load and the input DC voltage. The controlled variable can be the
output voltage or current.

The principles of fixed-frequency control are shown in Fig. 5.22. The difference between the reference
value and actual value will be directed to a regulator. The regulator output is the control signal, V.,
which is compared to a triangular waveform, V,;;, with the switching frequency f,. The switching moments
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are specified by the crossover points of the two signals. This type of control circuit is also used in following
control. At the sinusoidal output, the reference value has the required sinusoidal form.

Harmonics in the Output Voltage

The harmonics in the output voltage depend primarily on the control method for the output voltage.
For inverters with square-wave operation, the harmonic content is constant. For single-phase inverters
the harmonic numbers are

n=17357,..
The amplitude of the nth harmonic can be calculated for the full-bridge inverter by the following formula:
Voarmse = 0.9Vy/n
For three-phase inverters the harmonic numbers are
n==6cxl, wherec=1,2,3, ...

The rms value of the line voltage can be calculated as follows:

Vioeme = 0.78V,/n

For voltage cancellation in a single-phase full-bridge inverter, the harmonic numbers are the same as
those for square wave operation, but the amplitude of the output voltage harmonics varies with the control
angle in the following form:

\%

onrms

= Vonrmso sin(n : B)

For sinusoidal PWM with bipolar voltage switching and m, < 1.0, the harmonic numbers are
n=jm;tk

where the fundamental frequency is denoted by n = 1. For odd values of j, only even values of k are
possible, and vice versa.

The harmonic spectrum is presented in Fig. 5.23. In case of overmodulation, the harmonic content
will be higher, as shown in Fig. 5.24.

For sinusoidal PWM with unipolar voltage switching, the harmonic content is less than that for bipolar
voltage switching, due to the cancellation of some harmonics, as shown in Fig. 5.25.

For sinusoidal PWM with three-phase inverters, the harmonic spectrum of the output voltage is given
in Fig. 5.26.
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For programmed harmonic elimination switching the harmonics of lower order are eliminated. In
three-phase bridge inverters, the 5th, 7th, 11th, and 13th harmonics are usually eliminated.

For tolerance band control, the switching frequency varies in a large interval. Therefore, the frequencies
of the harmonic spectrum and the harmonic amplitudes are not constant.

Filtering of Output Voltage

As was demonstrated in the previous section, the output voltage is not sinusoidal. If AC voltage with low
distortion is necessary, and the output frequency is constant (for example, in uninterruptible power
supplies), output voltage filter circuits are used to decrease distortion. Reducing the internal frequency
of the inverters results in greater filtering problems. The solution of the filtering problems is most
difficult in line frequency inverters with voltage cancellation. In this case, the use of large and complicated
output filters is necessary, as shown in Fig. 5.27. The basic principle is simple. The filter circuit is a
/V,,) for the funda-
mental is equal to one, and for the other harmonics it is equal to zero. In the basic version of the filter

frequency-dependent voltage divider. Under ideal conditions, the transfer ratio (Vy,
circuit (Fig. 5.27) the ideal behavior is approximated using a series resonant circuit in the input of the
filter, and a parallel resonant circuit in the output. Both circuits are tuned to the fundamental frequency.
Therefore, the transfer ratio for the fundamental is equal to one, and the inverter is not loaded with the
reactive power of the parallel output capacitance. For the harmonics, the series impedance increases with
frequency, and the parallel impedance decreases. This effect ensures a certain reduction in the harmonic
voltages. If this reduction is not adequate, series resonant circuits, which are tuned to various harmonic
frequencies, will be connected in parallel with the output. The resulting output will be short-circuited
at the chosen frequencies. The dynamic behavior of this filter circuit is not good at load jumps because
of the large number of energy-storage elements. Since modern converter circuits are used with a high
internal frequency (e.g., 20 kHz at PWM), the necessary filter circuit is simpler. The simplified filter
circuit in Fig. 5.28 is currently utilized. If an output transformer is also used, the transformer values
are calculated such that the series inductance of the filter circuit is given by the transformer’s leakage
inductance and the parallel inductance is equal to the transformer’s magnetizing inductance. To ensure
the required magnetizing inductance, the application of an air gap in the iron core is necessary. Using
modern converter techniques, low distortion levels (a few percent) and very good dynamic behavior (5 to
10% overshoot at load jumps) can be achieved.

Ls Cs

— VY|

Vin

FIGURE 5.27 Basic filter circuit.

Ls Cs

Vin L cp= vout

FIGURE 5.28 Simplified filter circuit.
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Practical Realization of Basic Connections

Bipolar transistors, IGBTs, and FETs are generally used in modern converters with <100 kW output
power. At higher power, the application of GTOs and thyristors are common. If thyristors are used, the
connection must be completed by quenching circuits to turn off the current conducting thyristor. The
energy necessary to turn off the thyristor is stored in capacitors. The basic connections with thyristors
are used for frequencies up to 1 to 2 kHz. With IGBTs a frequency of ~20 kHz is attainable. If FETs are
used, 100 kHz frequency is normal, but equipment with 500 kHz frequency is also possible.

Special Realizations (Application of Resonant Converter Techniques)

Certain types of DC-AC converters use series or parallel resonant circuits. They are known as resonant
converters, which can be subdivided into the following groups:

+ Load resonant converters, i.e., current-source parallel-resonant and voltage-source series resonant
DC-to-AC inverters

» Resonant switch converters; ZVS-CV DC-to-AC inverters

+ Resonant converter connections, used in electrical drives; auxiliary resonant-commutated pole
inverters; parallel- and series-resonant DC-link converters; active clamped parallel-resonant
DC-link inverters; parallel- and series-resonant AC-link converters

In load resonant converters the load is completed by capacitance to a resonant circuit. In the current-
source inverters a capacitance is connected in parallel with the load. The circuit and time functions are
in steady state as shown in Fig. 5.29. The connection operates as a line-commutated circuit in the inverter
working mode; however, the voltage on the parallel resonant circuit ensures commutation. The power
can be controlled by changing the value of V,. A controlled rectifier is generally used for this purpose.
This connection is typically applied in induction heating.

For voltage-source inverters the capacitance is connected in series with the load. If converter thyristors
are used, the circuit and the time functions in steady-state are shown in Fig. 5.30. The quenching of the
thyristor is ensured by the voltage drop across the freewheeling diode, which is connected to the thyristor
in inverse parallel. The output frequency is less than the series resonant frequency. The output power is
usually controlled by changing the output frequency. If semiconductor elements, e.g., IGBT, FET etc.,
which can be turned off by a gate signal are used, the output frequency can be equal to or greater than the
resonant frequency. In the latter case, the switching losses are smaller. The output power can be controlled
by changing the output frequency or voltage, V;. In the latter case, voltage cancellation can be utilized.

In resonant switch converters, resonant circuits are connected to the semiconductors to ensure soft
switching and to reduce the switching losses. In practice, zero current switching (ZCS) and zero voltage
switching (ZVS) are possible. Because the voltage on the semiconductors increases with simple ZVS,

° °
i Cr
Lr

vd Load

—"Cr
°

FIGURE 5.29 ZVS-CV DC-to-AC inverter.
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FIGURE 5.31 Voltage-source series resonant converter.
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FIGURE 5.32 Auxiliary resonant commutated pole inverter.

clamped voltage (CV) versions are used. A simplified version of a three-phase ZVS-CV DC-to-AC inverter
is shown in Fig. 5.31. The transistor’s switching is done at zero voltage on the capacitances, which are
connected in parallel to the transistors.

The most important types of inverters used with electrical drives are the three-phase bridge connec-
tions. Solutions for the realization of soft switching are briefly described below. The auxiliary resonant-
commutated pole inverter is shown in Fig. 5.32. It is a traditional voltage-source inverter, which contains
switched resonant circuits, with components L,, C,, T,,,, for each leg. The resonant circuits and the
switch control ensure that the additional circuits operate only during switching in the main bridge, which
guarantee soft switching for the semiconductor elements.

The parallel resonant DC-link converter is shown in Fig. 5.33. An AC voltage on the input DC voltage
is superimposed using the resonant circuit L,, C,, so that V, will be periodically zero. When V, equals
zero, the semiconductor elements in the output bridge are switched (ZVS) which results in soft switching.
The resonant circuit is excited by the periodic common turn-on of all elements in the output bridge.
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FIGURE 5.33 Parallel resonant DC-link converter.

3Ph Bridge 3Ph Bridge

FIGURE 5.34 Series resonant DC-link converter.

The series resonant DC-link converter is shown in Fig. 5.34. It is a traditional current-source inverter
that contains a series resonant circuit. Therefore, an AC component is superimposed on the DC current
which ensures that the current in the bridges will be periodically zero. The semiconductor elements are
switched when the current is equal to zero (ZCS). A suitable control strategy ensures that the network
and output current are approximately sinusoidal. Thyristors or GTOs are used as semiconductor elements
that can also operate in the reverse voltage direction.

The active clamped parallel resonant DC-link inverter is shown in Fig. 5.35. (It is a parallel resonant
DC-link inverter containing a clamping circuit, C,;, T,,, to limit the maximum voltage on the semicon-
ductor elements.)

The AC-link resonant converter is a special type of converter. The parallel resonant AC-link converter
is shown in Fig. 5.36. Suitable operation of the switches and parallel resonant circuit ensure that there
is a high-frequency AC voltage on the input of the output bridge. The output voltage with the required
frequency and small harmonic content is defined by suitably linking the half-periods of the input pulses.

The series resonant AC-link converter is shown in Fig. 5.37. The suitable operation of the switches
and series resonant circuit ensures that a high-frequency AC current is present in the input of the output
bridge. The output current with the required frequency and small harmonic content is defined by suitably
linking the half-periods of the input pulses.

© 2002 by CRC Press LLC



3Ph Bridge

FIGURE 5.35 Active clamped parallel resonant DC-link converter.
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FIGURE 5.36 Parallel resonant AC-link converter.
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FIGURE 5.37 Series resonant AC-link converter.
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5.3 Resonant Converters

Istvan Nagy

Resonant converters connect a DC system to an AC system or another DC system and control both the
power transfer between them and the output voltage or current. They are used in such applications as:
induction heating, very high frequency DC-DC power supplies, sonar transmitters, ballasts for fluorescent
lamps, power supplies for laser cutting machines, ultrasonic generators, etc.

There are some common features characterizing the behavior of most, or at least some, of these
elements. DC-DC and DC-AC converters have two basic shortcomings when their switches are operating
in the switch mode. During the turn-on and turn-off time, high current and voltage appear simulta-
neously in and across the switches producing high power losses in them, that is, high switching stresses.
The power loss increases linearly with the switching frequency. To ensure reasonable efficiency of the
power conversion, the switching frequency has to be kept under a certain maximum value. The second
shortcoming in a switching mode operation is the electromagnetic interference (EMI) generated by the
large dv/dt and di/dt values of the switching variables. The drawbacks have been accentuated by the trend
which is pushing the switching frequency to higher and higher range in order to reduce the converter
size and weight.

The resonant converters can minimize these shortcomings. The switches in resonant converters create
a square-wave-like voltage or current pulse train with or without a DC component. A resonant L-C
circuit is always incorporated. Its resonant frequency could be close to the switching frequency or could
deviate substantially. If the resonant L-C circuit is tuned to approximately the switching frequency, the
unwanted harmonics are removed by the circuit. In both cases the variation of the switching frequency
is one of the means for controlling the output power and voltage.

The advantages of resonant converters are derived from their L-C circuit and they are as follows:
sinusoidal-like wave shapes, inherent filter action, reduced dv/dt and di/dt and EM], facilitation of the
turn-off process by providing zero current crossing for the switches and output power and voltage control
by changing the switching frequency. In addition, some resonant converters e.g., quasi-resonant convert-
ers, can accomplish zero current and/or zero voltage across the switches at the switching instant and
reduce substantially the switching losses. The literature categorizes these converters as hard switched and
soft switched converters. Unlike hard switched converters the switches in soft switched converters, quasi-
resonant and some resonant converters are subjected to much lower switching stresses. Note that not all
resonant converters offer zero current and/or zero voltage switchings, that is, reduced switching power
losses. In return for these advantageous features, the switches are subjected to higher forward currents
and reverse voltages than they would encounter in a nonresonant configuration of the same power. The
variation in the operation frequency can be another drawback.

First, a short review of the two basic resonant circuits, series and parallel, are given. Then the following
three types of resonant converters are discussed:

+ Load resonant converters
+ Resonant switch converters

* Resonant DC-link converters

Survey of Second-Order Resonant Circuits

The parallel resonant circuit is the dual of the series-resonant circuit (Fig. 5.38). The series (parallel)
circuit is driven by a voltage (current) source. The analog variables for the voltages and currents are the
corresponding currents and voltages (Fig. 5.38). Kirchhoff’s voltage law for the series circuit

ViZVL+VR+VC:ii(SL+R+S—lé) (55)
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FIGURE 5.38 Dual circuits.

and Kirchhoff’s current law for the parallel circuit

) S 1,1
;=i tigtic = s_L+}_2+5C

(5.6)

have to be used. The analog parameters for the impedances are the corresponding admittances (Fig. 5.38).

The input current for the series circuit is

i = Y/(s)v = %"i
and the input voltage for the parallel circuit is
v, = Z,(8)i;

where the input admittance is

2&Ts

1
Y(5) = = ——F
R T4+ 2ETs+1
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TABLE 5.1 Parameters

Series Parallel
Time constant T = JLC
Resonant angular ®, = 27f, = %
frequency 1 R ) lol 1 1
Damping factor .= -— = -0,CR 1oL 1

ping ¢ 20,L 27 &=37% 20,CR
Characteristic impedance Zy = JLIC
Damped resonant angular W; = Wyall - cff W; = WA/l - 5;
frequency | )
Quality factor Q. = -2——5—5 Q, = -Z—E;
and the input impedance is
2¢,Ts
Z,(s) = R & (5.10)

22
T°s"+28,Ts+1

The time constant and the damping factor £ together with some other parameters are given in Table 5.1.
& must be smaller than unity in Egs. (5.9) and (5.10) to have complex roots in the denominators, that
is, to obtain an oscillatory response.

When v; is a unit step function, v,(s) = 1/s, the time response of the voltage across R in the series
resonance circuit from Egs. (5.7) and (5.9) is

Rift) = 26T | ———¢ T sin(J1- )T
TJ1-& (5.11)
= 2ETA(H/T)
or for £, =0
i(t) = € sin @yt (5.11a)
i - COL 0 .

0

that is, the response is a damped, or for £ = 0 undamped, sinusoidal function.

When the current changes as a step function in the parallel circuit, Ri;(s) = 1/s, the expression for the
voltage response v; is given by the right side of Eq. 5.11, as well, since RY, = Z,/R. Of course, now & has
to be replaced by &,. The time function f(#/T) for various damping factors & is shown in Fig. 5.39.

Assuming sinusoidal input variables, the frequency response for series circuit is

Ri; = 1 1
— = RY.(jv) = i = — (5.12)
Vi J 14+jQ,(v —-1/v) Di(V)

and for parallel circuit is
Vi 15 . 1 1
— = =Z,(jv) = - = = (5.13)
Ri; R rtJ 1+jQ,(v—-1/v) Dy(V)
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FIGURE 5.39 Time response of f(#/T). (T = 1).

where

vV = 0,

Both circuits are purely resistive at resonance: v; = Ri; when v=1.

The plot of the amplitude and phase of the right side of Egs. (5.12) and (5.13) as a function of v are
shown in Fig. 5.40. The voltage across R and its power can be changed by varying v. When Q is high, a
small change in v can produce a large variation in the output.

The voltage across the energy storage components, for instance, across L in the series circuit, is

Yo Y (5.14)
Vi Ny(v)

and the currents in the energy storage components, for instance, in L in the parallel circuit, is

L (5.15)
i JVNy(V)

The voltages (currents) of the energy storage components in series (parallel) resonant circuits at v =1
is Q times as high as the input voltage (current) (Table 5.2). If Q = 10 the capacitor or inductor voltage
(current) is ten times the source voltage (current).

The value of L and C and their power rating is tied to the quality factor. The higher the value of Q,
the better the filter action, that is, the attenuation of the harmonics is better and it is easier to control
the output voltage and power by a small change in the switching frequency. The definition of Q is

_ 2m X Peak stored energy
Energy dissipated per cycle

(5.16)

Using this definition, the expressions for Q are given in Table 5.2 where I, and V), are the peak current
in the inductor and peak voltage across the capacitor, respectively. For a given output power, the energy
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TABLE 5.2 Resonance, ® = @,

Series Parallel
Ve _ . ic _ .
P 7Q, : jQ,
v T
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27 (GLI;) 27 (3CV3)
= —-——— » = 7ﬂ
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FIGURE 5.40 Frequency response of [R Y( jv)1. Amplitude (a), phase (b).
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FIGURE 5.41 Frequently used input time functions.

dissipated per cycle is specified. The only way to obtain a higher Q is to increase the peak stored energy.
The price paid for a high Q is the high peak energy storage requirements in both the inductor and
capacitor.

Load Resonant Converters

In these converters the resonant L-C circuit is connected in the load. The currents in the switching
semiconductors decay to zero due to the oscillation in the load circuit. Four typical converters are discussed:

. Voltage source series-resonant converters

. Current source parallel-resonant converters

. Class E resonant converters

. Series- and parallel-loaded resonant DC-DC converters

B W N =

Input Time Functions

As a result of the on—off action of the switching devices, the frequently produced time functions of the
input variable at the terminals of the ringing load circuit are shown in Fig. 5.41. The input variable x;
can be either voltage in series-resonant converters (SRC) or current in parallel-resonant converters (PRC)
and it can be unidirectional (Fig. 5.41a) or bidirectional (Figure 5.41b and c). The ringing load is excited
by a variable (Fig. 5.41a) which is constant in the interval a < @t < 7 — o and short-circuited in the
interval 7+ a < ot < 21w — «, where o, is the switching angular frequency. The circuit is interrupted
during the rest of the period. The interruption interval shrinks to zero when ®, > @,. The input variable
is square-wave and a quasi-square-wave in Fig. 5.41b and ¢, respectively. The rms value of the fundamental
component is

X

irms

4
= —X, cosox (5.17)
2’

The output variable changes in proportion to the input. Varying the angle ¢ provides another means of
controlling the output besides the switching frequency f..
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FIGURE 5.42 SRC with unidirectional switches.
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FIGURE 5.43 Output voltage waveforms for Fig. 5.42, f, < f; (a), f,=f; (b), £.> f; ().
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FIGURE 5.44 SRC with bidirectional switches.

Series-Resonant Converters

Series-resonant converters (SRC) can be implemented by employing either unidirectional (Fig. 5.42) or
bidirectional (Fig. 5.43) switches. The unidirectional switch can be a thyristor, GTO, bipolar transistor,
IGBT, etc., while these devices with an antiparallel diode or RCT (reverse conducting thyristor) can be
used as a bidirectional switch.

Depending on the switching frequency f, the wave shape of the output voltage v, can take any one of
the forms shown in Fig. 5.44 using the circuit in Fig. 5.42. The damped resonant frequency f, is greater
than f in Fig. 5.44a, f, < f; equal to f; in Fig. 5.44b; f, = f;; and smaller than f, in Fig. 5.44c, f. > f,. S,
and S, are alternately turned on. The terminals of the series resonant circuit are connected to the source
voltage Vg by S, or short-circuited by S,. When both switches are off, the circuit is interrupted. The
voltage across the terminals of the series-resonant circuit follows the time function shown in Fig. 5.41a
for f; > f, and in Fig. 5.41b for f, < f, respectively. By turning on one of the switches, the other one will
be force commutated by the close coupling of the two inductances.

The configuration shown in Fig. 5.43 can be operated below resonance, f; < f; (Fig. 5.45a); at resonance,
f.=f, (Fig. 5.45b); and above resonance, f, > f; (Fig. 5.45). The voltage, v, across the terminals of the series-
resonant circuit is square wave. The harmonics of the load current can be neglected for high Q value. The
output voltage v, equals its fundamental component v,,. The L-C network can be replaced by an equivalent
capacitor (inductor) below (above) resonance and by a short-circuit at resonance. The circuit is capacitive
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+

D1 Z\ D3

D4 Z N\ D2

FIGURE 5.46 SRC in bridge topology.

(inductive) below (above) resonance and purely resistive at resonance (Fig. 5.45). The output voltage v, =
v,, is leading (lagging) the input voltage v; below (above) resonance and in phase at resonance. Negative
voltage develops across switches S, and S, during diode conduction and can be utilized to assist the turn-
off process of switches S, and S,.

No switching loss develops in the switches at f, = f; (Fig. 5.45b) since the load current will be passing
through zero exactly at the time when the switches change state (zero current switching). However, when
f. < fyor f, > f, the switches are subjected to lossy transitions. For instance, if f; < f; the load current will
flow through the switch at the beginning of each half-cycle and then commutate to the diode when the
current changes polarity (Fig. 5.45a). These transitions are lossless. However, when the switch turns on
or when the diode turns off, they are subjected to simultaneous step changes in voltage and current.
These transitions therefore are lossy ones. As a result, each of the four devices is subjected to only one
lossy transition per cycle.

The bridge topology (Fig. 5.46) extends the output power to a higher range and provides another
control mode for changing the output power and voltage (Fig. 5.47).

Discontinuous Mode

Converters with either unidirectional or bidirectional switches can be controlled in a discontinuous mode
as well. In this mode, the resonant current is interrupted in every half-cycle when using unidirectional
switches (Fig. 5.44a) and in every cycle when using bidirectional switches (Fig. 5.48). The power is
controlled by varying the duration of the current break as it is done in duty ratio control of DC-DC
converters. Note that this control mode theoretically avoids switching losses because whenever a switch
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FIGURE 5.48 Discontinuous mode for bridge topology.

turns on or off its current is zero and no step change can occur in its current as a result of the inductance L.
The shortcoming of this control mode is the distorted current waveform. In some applications, such as
induction heating and ballasts for fluorescent lamps, the sinusoidal waveform is not necessary.

Parallel-Resonant Converters

The parallel-resonant converters (PRC) are the dual of the SRCs (Fig. 5.49). The bidirectional switches
must block both positive and negative voltages rather than conduct bidirectional current. They are
supplied by a current source and the converters generate a square wave input current i; that flows through
the parallel resonant circuit (Fig. 5.50). They offer better short-circuit protection under fault conditions
than the SRCs with a voltage source.

When the quality factor Q is high and f, is near resonance, the harmonics in the R-C-L circuit can be
neglected. For f; < f,, the parallel L-C network is, in effect, inductive. The effective inductance shunts
some of the fundamental components of the input current 7; and a reduced leading current ;, flows in
the load resistance (Fig. 5.50a). For f, = f,, the parallel L-C filter looks like an infinitely large impedance.
The total current 7, passes through R and the output voltage v,, is in phase with #; (Fig. 5.50b). Since
v,; = 0 at switching instants, no switching loss develops in the switching devices. For f, > f,, the L-C
network is an equivalent capacitor at the fundamental component of ;. A part of the input current flows
through the equivalent capacitor and only the remaining portion passes through the resistor R developing
the lagging voltage v, (Fig. 5.50c). As a result of the current shunting through the equivalent L, and C,, the
voltage v, is smaller in Fig. 5.50a and c than in Fig. 5.50b, although i, is the same in all three cases. The
current source is usually implemented by the series connection of a DC voltage source and a large inductor
(Fig. 5.51a). The bidirectional switch is implemented in practice for SRCs with the anti-parallel connec-
tion of a transistor-diode or thyristor—diode pair (Fig. 5.51b) and for PRCs with the series connection
of a transistor-diode pair or thyristor. The condition f, > f, must be met for PRCs in order for the thyristor
to be commutated. By turning on one of the thyristors, a negative voltage is imposed across the previously
conducting one, forcing it to turn off (Figs. 5.49b and 5.50c¢). If f. > f, and a series transistor—diode pair
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FIGURE 5.50 Waveforms for PRC.

is used, the diode will experience switching losses at turn-off and the transistor will experience losses at
turn-on (Fig. 5.50¢).

Class E Converter

The class E converter is supplied by a DC current source (Fig. 5.51a) and its load R is fed through a
sharply tuned series resonant circuit (Q = 7) (Fig. 5.52a). The output current i, is practically sinusoidal.
It uses a single switch (transistor) that is turned on and off at zero voltage. The converter has low—
theoretically zero—switching losses and a high efficiency of more than 95% at an operating frequency
of several ten kHz. Its output power is usually low, less than 100 W, and it is used mostly in high-frequency
electronic lamp ballasts.

The converter can be operated in optimum and in suboptimum modes. The first mode is explained
in Fig. 5.52. When the switch is on (off) the equivalent circuit is shown in Fig. 5.52b (5.52¢). In the
optimum mode of operation the switch (capacitor) voltage, v, = v, decays to zero with a zero slope;
I + 1, =ic, = 0. Turning on the switch at ¢, a current pulse 7; = I + i, will flow through the switch with
a high peak value; Ir = 31, (Fig. 5.52d). Turning off the switch at ¢ = ¢, the capacitor voltage builds up
reaching a rather high value: Ve =35 V4 and eventually falls back to zero at t = t, + T (Fig. 5.52¢ and d).
The average value of v, and that of the capacitor voltage v, is V.. The average value of i; is I, while
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there is no DC current component in i,. In the non-optimum mode of operation, i., < 0 when v; reaches
zero value and the diode D is needed.

The advantage of the class E converter is the simple configuration, the sinusoidal output current, the
high efficiency, the high output frequency and the low EMI. Its shortcomings are the high peak voltage
and current of the switch and the large voltages across the resonant L-C components.

Series- and Parallel-Loaded Resonant DC-DC Converters

The load R can be connected in series with L-C or in parallel with C in series resonant converters. The
first case is called a series-loaded resonant (SLR) converter while the second one is called a parallel-
loaded resonant (PLR) converter. When the converter is used as a DC-DC converter, the load circuit is
built up by a transformer followed by a diode rectifier, a low-pass filter and finally the actual load
resistance. The resonant circuit makes possible the use of a high-frequency transformer reducing its size
and the size of the filter components in the low-pass filter.

The properties of the SLR and PLR converters are quite different in some respects. Without the
transformers action, the SLR converter can only step-down the voltage Eq. (5.12) while the PLR converter
can both step-up and step-down (in discontinuous mode of operation) the voltage. The step-up action
can be understood by noting that the voltage across the capacitor is Q times higher than that across R
in the SRC. The PLR converter has an inherent short-circuit protection when the capacitor is shorted
due to a fault in the load. The current is limited by the inductor L.

Resonant Switch Converters

The trend to push the switching frequency to higher values, to reduce size and weight and to suppress
EMI led to the development of switch configurations providing zero-current-switching (ZCS) or
zero-voltage-switching (ZVS). As a result of having zero current (voltage) during turn-on and turn-off
in ZCS (ZVS), the switching power loss is greatly reduced. The L-C resonant circuit is built around the
semiconductor switch to ensure ZCS or ZVS. Sometimes the undesirable parasitic components, such as
the leakage inductance of the transformer and the capacitance of the seminconductor switch, are utilized
as components of the resonant circuit. Two ZCS and one ZVS configurations are shown in Fig. 5.53. The
switch S can be implemented for unidirectional and bidirectional current (Fig. 5.54). Converters using
ZCS or ZVS topology are termed resonant switch converters or quasi-resonant converters.

Z.CS Resonant Converters

A step-down DC-DC converter using the ZCS configuration shown in Fig. 5.53a is presented in Fig. 5.55a.
Switch § is implemented as shown in Fig. 5.54a. The L; — C; are sufficiently large to filter the harmonic
current components. Current I, can be assumed to be constant in one switching cycle. Four equivalent
circuits associated with the four intervals of each cycle of operation are shown in Fig. 5.55b and c together
with the waveforms.

S L S L S L
._/._rm\_-l__. —rm
o] C C
a.ZCS b.ZCS c.ZVS

FIGURE 5.53 ZCS (a and b) and ZVS (c) configurations.
T D
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a. b.

FIGURE 5.54 Switch for unidirectional (a) and for bidirectional (b) current.
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FIGURE 5.55 ZCS resonant converter.

Interval 1 (0 < t < t,): Both the current 7, in L and the voltage v, across C are zero prior to turning
the switch on at = 0. The output current flows through the freewheeling diode D,. After turning
the switch on, the total input voltage develops across L and i, rises linearly ensuring ZCS and soft
current change. The interval 1 ends when i, reaches I, and the current conduction stops in D, at t,.

Interval 2 (t; < t < t,): The L-C resonant circuit starts resonating and the change in i; and v, will be
sinusoidal (Fig. 5.55b and c¢). Interval 2 has two subintervals. The capacitor current i =7, — I, is
positive in £, < t < ¢ and v rises; while it is negative in t;, <t < t,, v falls. The peak current is
I = I, + Vy/Z, at t = t,, and peak voltage is V. = 2V, at t = t5. V4 /Z, must be larger then I,
otherwise 7; will not swing back to zero.

Interval 3 (t, < t < t): Current I; reaches zero at t, and the switch is turned off by ZCS. The capacitor
supplies the load current and its voltage falls linearly.

Interval 4 (t; < t < t,): The output current freewheels through D,. The switch is turned on at t, again
and the cycle is repeated.

The output voltage V, will equal the average value of voltage v.. V, can be varied by changing the
interval t, — t;, that is, the switching frequency.

Applying the ZCS configuration shown in Fig. 5.53b, rather than that shown in Fig. 5.53a, the operation
of the converter remains basically the same. The time function of the switch current and the D, diode
voltage will be unchanged. The C capacitor voltage will be v, = V4. — vp,.
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Z VS Resonant Converter

A ZVS resonant and step-down DC-DC converter is shown in Fig. 5.56a and is obtained from Fig. 5.55a
by replacing the ZCS configuration with the ZVS configuration shown in Fig. 5.53c. Note, that the
bidirectional current switch is used. This converter’s operation is very similar to that of the ZCS converter.
The waveform of v is the same as the one for i; in Fig. 5.55b and the waveform of 7; is the same as the one
for v when the ZCS configuration shown in Fig. 5.53b is used. I, = const in one cycle can be assumed again.
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FIGURE 5.56 ZVS resonant converter.
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Interval 1 (0 <t <1): S is turned off at t = 0. The constant i, = I, current starts passing through the
capacitor C. Its voltage v, rises linearly from zero to V. ZVS occurs.

Interval 2 (t, £ t £ t,): Diode D, turns on at #,. The L-C circuit starts resonating through D, and the
source. Both v, and 7; are changing sinusoidally. When i; drops at zero v reaches its peak value:
Ve = Vi + Z,1,. The voltage v, reaches zero at t,. The load current must be high enough so that
Z,1,> V. otherwise v, will not reach zero and the switch will have to be turned on at nonzero
voltage.

Interval 3 (t, <t < t;): Diode D turns on. It clamps v, to zero and conducts 7,. The gate signal is
reapplied to the switch. V. develops across L and i, increases linearly up to I, which is reached
at t;. Prior to that, the current i, changes its polarity at 3 and S begins to conduct it.

Interval 4 (t; < t < t,): Freewheeling diode D, turns off at t;. It is a soft transition because of the small
negative slope of the current i,. Current I, flows through S at t, when § is turned off and the next
cycle begins.

Diode voltage v, develops across D, only in intervals 1 and 4 (Fig. 5.56d). Its average value is equal
to V, which can be varied by interval 4, or in other words, by the switching frequency.

Summary and Comparison of ZCS and ZVS Converters

The main properties of ZCS and ZVS are highlighted as follows:

+ The switch turn-on and turn-off occurs at zero current or at zero voltage which significantly
reduces the switching losses.

+ Sudden current and voltage changes in the switch are avoided in ZCS and in ZVS, respectively.
The di/dt and dv/dt values are rather small. EMI is reduced.

+ In the ZCS, the peak current I, + V,./Z, conducted by S must be more than twice as high as the
maximum of the load current I.

+ In the ZVS, the switch must withstand the forward voltage V. + Z I, and Z,I, must exceed V.
+ The output voltage can be varied by the switching frequency.

+ The internal capacitances of the switch are discharged during turn-on in ZCS which can produce
significant switching loss at high switching frequency. No such loss occurs in ZVS.

Two-Quadrant ZVS Resonant Converters

One drawback in the ZVS converter, shown in Fig. 5.56, is that the switch peak forward voltage is
significantly higher than the supply voltage. This drawback does not appear in the two-quadrant ZVS
resonant converter where the switch voltage is clamped at the input voltage. In addition, this technique
can be extended to the single phase and the three-phase DC-to-AC converter to supply an inductive load.

The basic principle will be presented by means of the DC-DC stepdown converter shown in Fig. 5.57a.
Two switches, two diodes and two resonant capacitors C, = C, = C are used. The voltage V, can be assumed
to be constant in one switching period because C; is large. The current i; must fluctuate in large scale
and must take both positive and negative values in one switching cycle. To achieve this operation L must
be rather small. One cycle consists of six intervals.

Interval 1. S, is on. The inductor voltage is v, = V. — V.. i, rises linearly from zero.

Interval 2. S, is turned off at #,. None of the four semiconductors conducts. The resonant circuit
consisting of L and the two capacitors connected in parallel is ringing through the source and the
load. Now the impedance Z, = ~/2L/C is high (C is small) and the peak current will be small.
The voltage across C, approximately changes linearly and reaches zero at t,. As a result of C, the
voltage across S, changes slowly from zero.

Interval 3. D, conducts 7;. The inductor voltage v, is —V,. i, is reduced linearly to zero at t,. S, is turned
on in this interval when its voltage is zero.

Interval 4. S, begins to conduct, v, is still — V, and i, increases linearly in a negative direction.
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FIGURE 5.57 Two-quadrant ZVS resonant converter.

Interval 5. S, is turned off at ¢,. None of the four semiconductors conducts. A similar resonant process
occurs as in interval 2. As a result of C,, the voltage across S, rises slowly from zero to V.

Interval 6. v reaches V. at t;. D, begins to conduct 7;. The inductor voltage v, = V4. — V, and i; rises
linearly with the same positive slope as in interval 1 and reaches zero at f;. The cycle is completed.

The output voltage can be controlled by PWM at a constant switching frequency. Assuming that the
intervals of the two resonant processes, that is, interval T, and T;, are small compared to the period T,
the wave shape of v, is of a rectangular form. V, is the average value of v and, therefore, V, = DV,
where D the duty ratio: D = (T, + T;)/T. Here T is the period: T = T, + T; + T, + T,. During the time
DT either S, or D, is on. Similarly, the output current is equal to the average value of ;.

Resonant DC-Link Converters with ZVS

To avoid the switching losses in the converters, a resonant circuit is connected between the DC source
and the PWM inverter. The basic principle is illustrated by the simple circuit shown in Fig. 5.58a. The
resonant circuit consist of the L-C-R components. The load of the inverter is modelled by the I, current
source. I, is assumed to be constant in one cycle of the resonant circuit.

Switch S is turned off at t = 0 when i, = I;, > I. First, assuming a lossless circuit (R = 0), the equations
for the resonant circuit are as follows:

v
ip =1+ 7dcsin(oot+ (Io—1,) cos w,t (5.18)
Ve = V(1= coswyt) + Zy(I— 1) sin @yt (5.19)

where

w, = 1/JLC and Z, = JLIC
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FIGURE 5.59 Idealized waveforms in the Class D voltage-source SRI (a) for f < f,. (b) f> f,.

To turn on and off the switch at zero voltage the capacitor voltage v. must start from zero at the beginning
and must return to zero at the end of each cycle (Fig. 5.58¢). Without losses and when I;, = I, the voltage
swing must start off and return to zero peaking at 2V,.. However, when R # 0 which represents the losses,
the voltage swing is damped and v, would never return to zero under the condition I, = I,. To force v,
back to zero a value of I, > I, must be chosen (Fig. 5.58b). This condition adds the term Z (I, — I )sin
w,t into the right side of Eq. (5.18) and thus v, can reach zero again. By controlling the time ¢, — #,, in
other words, the on-time of switch S, both I;, — I, and the peak voltage V. are regulated (Fig. 5.58¢).

This principle can be extended to the three-phase PWM voltage source inverter (VSI) shown in Fig. 5.59.
The three cross lines indicate that the configuration has three legs. Any of the two switches and two
diodes in one leg can perform the same function which is done by the antiparallel connected S-D circuit
in Fig. 5.58a. All of the six switches can be turned on and off at zero voltage in Fig. 5.59.
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5.4 Series-Resonant Inverters

Dariusz Czarkowski

Class D DC-AC resonant inverters were proposed by Baxandall [1] in 1959. They have been widely
applied to convert DC energy into AC energy in such areas as DC-DC resonant conversion, radio
transmitters, solid-state electronic ballasts for fluorescent lamps, high-frequency electric process heating
for induction welding, dielectric heating for plastic welding, surface hardening, soldering and annealing,
induction sealing for tamper-proof packaging, and fiber-optics manufacturing. Class D inverters can be
divided into two groups:

1. Class D series (or voltage-source) inverters
2. Class D parallel (or current-source) inverters.

Class D voltage-source inverters are fed by a DC voltage source. They employ a series-resonant circuit
or a resonant circuit that is derived from the series-resonant circuit. For a sufficiently high loaded quality
factor, the current through the resonant circuit is sinusoidal and the currents through the switches are
half-wave sinusoids. The voltages across the switches are square waves.

On the other hand, the Class D current-source inverters are fed by a DC current source. They include
a parallel resonant circuit or a resonant circuit that is derived from the parallel resonant circuit. The
voltage across the resonant circuit is sinusoidal for high values of the loaded quality factor. The voltages
across the switches are half-wave sinusoids and the currents through the switches are square waves.

One of the main advantages of Class D voltage-source inverters is the low voltage across the semiconductor
switches. It is equal to the supply voltage. Hence, low-voltage-rated devices can be used, which increases an
inverter efficiency and decreases the cost. The output voltage or the output power of resonant inverters is
often controlled by varying the operating frequency f (FM control). In full-bridge configurations, the output
can be adjusted by changing the duty ratio of pulses that fed the resonant circuit (PM control).

Voltage-Source Series-Resonant Inverters

Circuit and Waveforms

A circuit of the Class D voltage-source half-bridge series-resonant inverter (SRI) is presented in Fig. 5.60.
It is composed of two bidirectional switches S, and S, and a series-resonant circuit L-C-R. Each switch
consists of a transistor (power MOSFET, IGBT, or BJT) and an antiparallel diode. The switch can conduct
either positive or negative current. It can only support, however, voltages higher than about —1 V.
A positive or negative switch current can flow through the transistor if the transistor is ON. If the
transistor is OFF, the switch can conduct only a negative current, which flows through the diode. The
transistors are driven by nonoverlapping gating signals with a small dead time at the operating frequency
f = UT. Switches S, and S, are alternately ON and OFF with a duty ratio of 50% or slightly less. The
dead time is the time interval when both controllable devices are off. Resistance R is an AC load. If the
inverter is a part of a DC-DC resonant converter, R represents an input resistance of a rectifier.
Selected waveforms in the Class D voltage-source resonant inverter are shown in Fig. 5.61. The voltage
that feeds the series-resonant circuit is a square wave. If the loaded quality factor Q = (JL/C)/R of
the resonant circuit is high enough, the current through the circuit is nearly a sine wave. When f = f,,
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FIGURE 5.60 Circuit of a Class D voltage-source half-bridge series-resonant inverter.

the controllable devices turn on and off at zero current. The antiparallel diodes do not conduct. This
yields zero switching losses and high efficiency. The operating frequency f is, however, rarely equal to the
resonant frequency f, = 1/(27,/LC) because the output power or the output voltage is controlled by
changing f. Fig. 5.61a and b shows the waveforms for f < f, and f > f,, respectively. Transistors should be
turned off for f < f, or turned on for f > f, during the time interval when the switch current is negative.
During this time interval, the switch current can flow through the antiparallel diode. To prevent shorting
of the input voltage source (or, in other words, cross conduction or a shoot-through current), the gating
signals of transistors cannot overlap and, additionally, must have a sufficient dead time. MOSFETs exhibit
a delay time and bipolar devices (IGBTs and BJTs) have a storage time at turn-off. If the dead time is
too short, one transistor still remains on while the other turns on. Hence, both transistors may be ON
at the same time, which results in short-circuiting the input voltage source by small transistor on-
resistances. To allow for a positive current flow through the switches, the dead time should not be too long.

Operation below Resonance

For f < f,, the inductor current leads the fundamental component of the S, voltage by a phase angle —y.
It is said that the series-resonant circuit represents a capacitive load to the switches. Therefore, the switch
current is positive after switch turn-on and is negative before switch turn-off. The semiconductor devices
conduct in a sequence Q,—D,—Q,~D,. The inductor current is diverted from the diode of one switch to
the transistor of the other switch (Fig. 5.58). Consider the turn-on of switch S,. Prior to this transition,
the inductor current flows through antiparallel diode D, of switch S,. When transistor Q, is turned on
by its gating signal, the voltage across S, decreases, causing the voltage across S, to increase. Therefore,
diode D, turns off and the inductor current is diverted from D, to Q,. There are three nondesirable effects
at a turn-on of the transistor: reverse recovery of the antiparallel diode of the opposite switch, discharge
of the transistor output capacitance, and Miller’s effect.

The diode reverse-recovery stress at the turn-off seems to be the most detrimental effect of operation
below resonance. Each diode turns off at a very large dv/dt and therefore at a very large di/dt, generating
a high reverse-recovery current spike (turned upside down). Since the resonant inductor L does not allow
for abrupt current changes, this spike flows through the other transistor. Consequently, the spikes occur
in the switch current waveform at both the turn-on and turn-off transitions of the switch. The magnitude
of these spikes can be several times higher than the magnitude of the steady-state switch current. High
current spikes may destroy the transistors and always cause a considerable increase in switching losses
and noise. During a part of the reverse-recovery interval, the diode voltage increases from about —1 V
to the full power supply voltage V,. Both the diode current and voltage are simultaneously high, causing
a high reverse-recovery power loss. The current spikes can be reduced by using fast reverse-recovery
diodes or, in low voltage applications, Schottky diodes as antiparallel diodes. Snubbers can be used to
slow the switching process, and reverse-recovery spikes can be reduced by connecting small inductances
in series with the switches.

© 2002 by CRC Press LLC



S1 Voltage

/\ / Inductor Current
\/\ \/—\ 81 Current
\/\ K \/\ 82 Current

()

S1 Voltage

Inductor Current

m ﬂ S1 Current
m S2 Current

(b)

\J

FIGURE 5.61 Idealized waveforms in the Class D voltage-source, series-resonant inverter.

For f < f,, the turn-off switching loss is zero, but the turn-on switching loss is not zero. The transistors
are turned on at a high voltage, equal to the power supply voltage. When the transistor is turned on, its
output capacitance C,,, is discharged, causing a switching loss. The total power loss associated with
charging and discharging the output capacitance is

P = fC,.Vi (5.20)

per transistor.
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Another effect that should be considered at turn-on of a transistor is Miller’s effect. It increases the
transistor input capacitance, and the gate drive charge and power requirements, and reduces the turn-
on switching speed.

An advantage of operation below resonance is that the transistors are turned off at nearly zero voltage,
resulting in zero turn-off switching loss. Since the switch voltage is constant, Miller’s effect is absent
during turn-off, the transistor input capacitance is not increased by Miller’s effect, the gate drive require-
ment is reduced, and the turn-off switching speed is enhanced.

In summary, for f < f,, there is a turn-on switching loss in the transistor and a turn-off (reverse-
recovery) switching loss in the diode. The transistor turn-off and the diode turn-on are lossless.

Operation above Resonance
For f > f, the series-resonant circuit represents an inductive load to the switches. The inductor current
lags behind the fundamental component of the S, voltage by a phase angle y. The switch current is
negative after turn-on (for part of the switch “on” interval) and positive before turn-off. The semicon-
ductor devices conduct in a sequence D,—Q,—D,—Q,. Consider the turn-off of switch S,. When transistor
Q, is turned off by its gating signal, the voltage across it increases, causing the voltage across the switch
S, to decrease. Eventually, D, turns on and the inductor current is diverted from transistor Q, to diode D,.

The transistors are turned on at almost zero voltage. There is a small negative voltage of the antiparallel
diode, but this voltage is negligible comparison with the input voltage. Hence, the turn-on switching loss
is eliminated, Miller’s effect is absent, transistor input capacitance not increased by Miller’s effect, the
gate drive power low, and the turn-on switching speed high. The diodes turn on at a very low di/dt. The
diode reverse-recovery current is a fraction of a sine wave and becomes a part of the switch current when
the switch current is positive. Therefore, the antiparallel diodes can be slow. The diode voltage is kept at
a low voltage of the order of 1 V by the transistor in the on-state during the reverse-recovery interval,
reducing the diode reverse-recovery power loss. The transistor can be turned on not only when the switch
current is negative but also when the switch current is positive and diode is still conducting because of
the reverse recovery. Therefore, the range of the on-duty cycle of the gate-source voltages and the dead
time can be larger. If, however, the dead time is too long, the current will be diverted from the recovered
diode D, to diode D, of the opposite transistor until transistor Q, is turned on, causing extra transitions
of switch voltages, current spikes, and switching losses. For f > f,, the turn-on switching loss is zero, but
there is a turn-off loss in the transistor. Both the switch voltage and current waveforms overlap during
turn-off, causing a turn-off switching loss. Also, Miller’s effect is considerable, increasing the transistor
input capacitance, the gate drive requirements, and reducing the turn-off speed.

In summary, for f> f,, there is a turn-off switching loss in the transistor, while turn-on of the transistor
and the diode are lossless. The turn-off switching loss can be eliminated by adding a shunt capacitor to
one of the transistors and using a dead time in the drive voltages.

Voltage Transfer Function

Class D inverters can be functionally divided into two parts: the switching part and the resonant part.
A block diagram of an inverter is shown in Fig. 5.62. The switching part comprises a DC input voltage

] JAN
L] \/
Switching + Resonant +
V, 0/ part v part R VR
M vs M vr

FIGURE 5.62 Block diagram of a Class D voltage-source inverter.
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source V| and a set of switches. The switches are controlled to produce a square-wave voltage v. Since a
resonant circuit forces a sinusoidal current, only the power of the fundamental component is transferred
from the switching part to the resonant part. Hence, consideration of only the fundamental component
of the voltage at the input to the resonant circuit yields proper power relationships. A voltage transfer
function of the switching part can be defined as

MV‘_E rms (5.21)

where V. is the rms value of the fundamental component of the voltage v. For a half-bridge inverter,
My = J2/m=0.45. In a full-bridge configuration, M v, = 0.9. The resonant part of an inverter converts
a square-wave voltage v into sinusoidal current or voltage signal.

The analysis of the Class D inverter of Fig. 5.60 is performed under an assumption that the semicon-
ductor devices and reactive components are ideal. Effects of nonidealities on inverter operation can be
found in the literature, e.g., Ref. 3.

The parameters of the series-resonant circuit are defined as:

+ The resonant frequency
o = (5.22)

+ The characteristic impedance

Z, = [5 - ol = (5.23)

and

+ The loaded quality factor

Jf
ol 1 _Z, AC
Q== - =2 =7 (5.24)

The input impedance of the series-resonant circuit is

Z = Z¢"R +j(wL—wLC) = R[l +jQ(w90—%”n (5.25)
where
v = tan”[Q(wﬂn—%’ﬂ (5.26)

For f < f,, yis less than zero, which means that the resonant circuit represents a capacitive load to the
switching part of the inverter. For f> f,, yis greater than zero, which indicates that the resonant circuit
represents an inductive load.
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If the resonant circuit is loaded by a resistance R, a voltage transfer function of the resonant part is

i Ve i
My = My’ = VR eV = R == 1 - (5.27)
r ' rms . . w o
R+j|lol - — 1+ _——
]( wC) ]Q(wo w)

where Vj is the rms value of the voltage across the load resistance R. Eq. (5.27) yields

M, = ! (5.28)

r 2
Jrio(2-2)

The voltage transfer function My, is illustrated in Fig. 5.63.
A voltage transfer function of the entire inverter is defined as

1%
M, = 7’; (5.29)

The DC-to-AC voltage transfer function for a Class D voltage-source SRI is

VR VR Vrms Vs
M, = =X = = = My M, = (5.30)
TV, Ve V SV 2
I rms I 1+ Qz(w wo)
0,

where the value of My depends on the switching part topology (full-bridge or half-bridge).

The Class D voltage-source SRI can operate safely with an open circuit at the output. It is, however,
exposed to large currents and voltages if the output is short-circuited at an operating frequency f close
to the resonant frequency f,.

Voltage Transfer Function

05 075 1 1.5 15
fffo

FIGURE 5.63 Voltage transfer function of the resonant circuit of a voltage-source SRI.
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Voltage-Source Parallel-Resonant Inverters

Circuit and Waveforms

In the Class D voltage-source SRI presented in the preceding section, the load resistance is connected in
series with the LC components. When the load resistance is increased, the current through the resonant
circuit and the switches decreases. Consequently, the output power also decreases. In this section, a Class
D voltage-source parallel-resonant inverter (PRI) is discussed. The load resistance in this inverter is
connected in parallel with the resonant capacitor. As a result, if the load resistance is much higher than
the reactance of the resonant capacitor, the current through the resonant inductor and the switches is
almost independent of the load. As the load resistance is increased, the voltage across the resonant
capacitor and the load increases, causing the output power to increase.

A circuit of a Class D voltage-source half-bridge PRI is shown in Fig. 5.64. It consists of two switches
S, and S,, a resonant inductor L, and a resonant capacitor C. Resistance R represents a load to which the
AC power is to be delivered and is connected in parallel with the resonant capacitor C. In practical
realizations, a large DC-blocking capacitor should be connected in series with the load to cut off a DC
current flow through the resistance R. The two bidirectional two-quadrant switches S; and S, and the
DC input voltage source V; form a square-wave voltage source that drives the resonant circuit L-C-R.
Each switch consists of a transistor and an antiparallel diode. Hence, they can be controlled only at a
positive current. The switches S, and S, are turned ON and OFF alternately at the switching frequency
f = w/2m. The duty cycle of the switches should be slightly less than 50% to avoid a shoot-through current.

The resonant circuit in the inverter of Fig. 5.64 is a second-order low-pass filter and can be described
by the following normalized parameters:

+ The corner frequency (or the undamped natural frequency)
W, = — (5.31)

+ The characteristic impedance

1 L
7 =l = = [|= 5.32
o= @ w,C /\/; ( )

and

+ The loaded quality factor at the corner frequency f,

Q=00rR=1-=2 (5.33)

FIGURE 5.64 Circuit of a Class D voltage-source half-bridge PRI.
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Using Egs. (5.31) and (5.32), the input impedance of the resonant circuit can be expressed as

e () A )

Z =2 = joL+ = (5.34)
. 0]
ez ()
where
—wnof@\(eY L
v lo( L) () + -]} (5.39)
Atf=f,
2
Z(f) = 4:% for Q"> 1 (5.36)
Q +1

As R is increased, Z(f,) decreases.
The resonant frequency f, is defined as a frequency at which the phase shift v is zero. Hence, from
Eq. (5.35), the ratio of the resonant frequency f, to the corner frequency f, is

2

jf?’z 1-L  for Q=1 (5.37)

Frequency f, forms the boundary between inductive and capacitive loads. The following conclusions can
be drawn from Eq. (5.37):

1. For Q < 1, the resonant frequency f, does not exist and the resonant circuit represents an inductive
load at any operating frequency.
2. For Q> 1, f,/f, increases with Q.

Current and voltage waveforms for > f, are similar to those of Fig. 5.61b. The input voltage of the resonant
circuit is a square wave with a low-level value equal to zero (or to —V} in the full-bridge configuration)
and a high-level value equal to V,. The analysis is simplified by assuming sinusoidal currents in L, C, and
R. This approximation is valid if the loaded quality factor Q of the resonant circuit is high (e.g., Q =
2.5).1f Q < 2.5, the inductor current waveform differs from a sine wave and an accurate analytical solution
is more difficult to obtain. However, the predicted results are still qualitatively correct. A sinusoidal
inductor current is assumed in the subsequent analysis. The inductor current i is conducted alternately
by switches S, and S,. Each transistor should be turned on when the switch current is negative and flows
through the diode. To achieve high efficiency and reliability, the switching frequency f should be higher
than f, under all operating conditions.

For f > f,, the phase shift y > 0, the resonant circuit represents an inductive load and the current
i lags behind the fundamental component of voltage v. Hence, the switch current is negative after turn-
on and positive before turn-off. Consider the turn-off of switch S;. When transistor Q; is turned off, its
voltage increases, causing the decrease of the voltage of the other switch. As S, voltage reaches —0.7 V, D,
turns on and therefore the current i is diverted from transistor Q, to diode D,. The turn-off switch
transition is forced by the driver, while the turn-on transition of the switch is caused by the turn-off
transition of the opposite transistor, not by the driver. Only the turn-off transition is directly controllable
by the driver. The transistor should be turned on by the driver when the switch current is negative and
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flows through the antiparallel diode. Therefore, the transistor is turned on at nearly zero voltage, reducing
the turn-on switching loss to a negligible level.

For f < f,, the phase shift ¥ < 0, the resonant circuit represents a capacitive load for the switching part,
and the inductor current i leads the fundamental component of the voltage v. Therefore, the antiparallel
diodes turn off at high di/dt, causing high current spikes in the switches and reducing efficiency and
reliability. This problem can be alleviated by adding external diodes; however, the efficiency will be
reduced.

Voltage Transfer Function

The voltage transfer function of the resonant circuit of Fig. 5.64 is

R
joC
R+—
\Y i ;
Mvrzﬁ R ]“’g = ~ = — = My e’ (5.38)
]a)L+ ]wC _(50) ]Q( )
1
joC
where
\%
M, = =% = ! (5.39)

— (5.40)
(%)

Vy is the phasor of the voltage across R, and V, is the rms value of Vy. Figure 5.65 shows the voltage
transfer function of the resonant circuit given by Eq. (5.39). From Eq. (5.39), M, = Qat f/f,=1 and

M, %—1—-— as Q—> o (5.41)

r 2
(@)
wa

With an open circuit at the output, M v, increases from 1 to e as @/, is increased from zero to 1, and
My, decreases from oo to zero as @/®, increases from 1 to eo.

The maximum value of My is obtained by differentiating the quantity under the square-root sign
with respect to f/f, and setting the result equal to zero. Notice, however, that the maximum value of My,
occurs at the frequency equal to zero for Q <1/ /2. Hence, the normalized peak frequency is

0, for 0<Q< =

f _ 2 (5.42)

fo 1 1
[1-— fi —
2Q2 or Q>,f2
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Voltage Transfer Function

f/fo

FIGURE 5.65 Voltage transfer function of the resonant circuit of a voltage-source PRI for A = 1.

resulting in the maximum magnitude of the voltage transfer function of the resonant circuit

1
1, for 05Q<—
J2

(5.43)

for Q= L
For Q*>> 1, f=f,and M, =Q.

oL N2
4Q°
r(max)

The magnitude of the DC-to-AC voltage transfer function of the Class D voltage-source PRI is obtained
from Eq. (5.39) as

My= = MyMy, = = = — (5.44)
-7+ 4@

The range of My, can be theoretically, from zero to e.

Voltage-Source Series—Parallel-Resonant Inverters

Circuit and Waveforms

This section presents the circuit and major characteristics of a series—parallel-resonant inverter (SPRI).
The topology of this inverter is the same as that of the PRI except for an additional capacitor in series
with the resonant inductor, or the same as that of the SRI except for an additional capacitor in parallel
with the load. As a result, the inverter exhibits the characteristics that are intermediate between those of
the SRI and the PRI. In particular, it has high part-load efficiency.

A circuit of the Class D series —parallel-resonant inverter is shown in Fig. 5.66. The inverter is composed
of two bidirectional two-quadrant switches S; and S, and a resonant circuit L-C,-C,-R, where R is the
ACload resistance. Capacitor C, is connected in series with resonant inductor L as in the SRI and capacitor
C, is connected in parallel with the load as in the PRI. The switches consist of transistors and antiparallel
diodes. Each switch can conduct a positive or a negative current. Switches S, and S, are alternately turned
ON and OFF at the switching frequency f = @/27 with a duty cycle of 50%. If capacitance C, becomes
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FIGURE 5.66 Circuit of a Class D voltage-source SPRI.

very large (that is, capacitor C, is replaced by a DC-blocking capacitor), the SPRI becomes the PRI. If
capacitance C, becomes zero (that is, capacitor C, is removed from the circuit), the SPRI becomes the
SRI. Basic waveforms in the Class D voltage-source SPRI are similar to those in the SRI, shown in Fig. 5.61.

Voltage Transfer Function

The resonant circuit in the inverter of Fig. 5.66 is a third-order low-pass filter. Under assumption of a
nearly sinusoidal inductor current, the circuit can be described by the following normalized parameters:

+ The ratio of the capacitances
A== (5.45)

+ The equivalent capacitance of C, and C, in series

C = cC G G
T C+C, 1+A  1+1/A

(5.46)

+ The corner frequency (or the undamped natural frequency)

1 C,+C,
= — = 5.47
@, c N LCGC, ( )

+ The characteristic impedance

1 L
Z, = o,L = = |= 5.48
SR s

and

(5.49)
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The input impedance of the resonant circuit shown in Fig. 5.64 is

fovali- ()] g - 5]

Z =2 = (5.50)
1+jQ(a)a-)o)(l+A)
where
Z=2Q ! +A)2[1 _(%O)TJré(w%:%ﬁ)z (5.51)
1+[Q(£)(1+A)}
and
vowlgg- S (@G- e
At fif,=1,
Z= Zo ~ Z : for Q(1+A)'>1 (5.53)
(1+A)N1+Q*(1+A)° R(1+A)
and
v = taﬂ{ﬁ} (5.54)

Thus, Z decreases with increasing A and R at f = f,. Since y > 0, the resonant circuit always represents
an inductive load for the switches at f = f.

The resonant frequency f, is defined as the frequency at which the phase shift y is equal to zero. This
frequency forms the boundary between capacitive and inductive loads. For f < f,, ¥ is less than zero and
the resonant circuit represents a capacitive load. Operation in this frequency range is not reccommended
because the antiparallel diodes of the switches turn off at high di/dt, generating high reverse-recovery
current spikes. For f> f,, > 0 and the resonant circuit represents an inductive load. Consequently, the
inductor current 7 lags behind the fundamental component of the voltage v,. The antiparallel diodes
turn off at low di/dt and do not generate reverse-recovery current spikes. Operation in this frequency
range is recommended for practical applications. Setting ¥ given in Eq. (5.52) to zero yields

(5.55)

f_ A/Q2(1 LAY 1+ [Q1+ A — 11 + 4QA(1 + A)
fo 20Q°(1+A)

The resonant frequency f, depends on Q and A. As Q — 0, f,/f, > 1/J/1 + 1/A.

© 2002 by CRC Press LLC



Referring to Fig. 5.66, the voltage transfer function of the resonant circuit is

M, = ! = Mv,ej(p

o[ rg(3 - S 7)

Where

l(ﬁ_ﬁ’si,)
4 Qlw, wA+1

o[ -(2]]

@ = —tan

Vy is the rms value of the voltage across R, and V,

ms

is the rms value of the fundamental component of

the voltage at the input of the resonant circuit. In Fig. 5.67, My, is plotted as a function of f/f, at selected

values of Q for A = 1.

By using Eq. (5.57), the magnitude of the DC-to-AC voltage transfer function of the Class D voltage-

source SPRI can be expressed as

Voltage Transfer Function

05 0.75 1 125 15
f/fo

FIGURE 5.67 Voltage transfer function of the resonant circuit of a voltage-source SPRI for A = 1.
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where My,_is the voltage transfer of the switching part of the inverter and is constant for a particular
topology.

The inverter is not safe under short-circuit and the open-circuit conditions. At R = 0, the capacitor
C, is shorted-circuited and the resonant circuit consists of L and C,. If the switching frequency f is equal
to the resonant frequency of this circuit f, = 1/(27/LC,), the magnitude of the current through the
switches and the L-C, resonant circuit is limited only by a small parasitic resistance of the switches and
the reactive components. This current may become excessive and may destroy the circuit. If fis far from
fr» the amplitude of the current is limited by the reactance of the resonant circuit. Because f, <f,, the
inverter is safe for switching frequencies above f,. At R = oo, the resonant circuit consists of L and the
series combination of C, and C,. Consequently, its resonant frequency is equal to f, and the inverter is
not safe at or close to this frequency as discussed in the section on the SRI.

Summary

Three main types of Class D voltage-source resonant inverters (known also as series-loaded or simply
series-resonant inverters) have been presented, namely, the series-resonant inverter (SRI), the parallel-
resonant inverter (PRI), and the series—parallel-resonant inverter (SPRI). The maximum voltage across
the switches in Class D voltage-source inverters (both half-bridge and full-bridge) is low and equal to the
DC input voltage V,. Operation above the resonant frequency f, is preferred for Class D inverters. Such
an operation results in an inductive load for semiconductor switches. The transistors turn on at zero
voltage, the turn-on switching loss is reduced, Miller’s effect is absent, the transistor input capacitance
is low, the transistor drive-power requirement is low, and turn-on speed is high. However, the transistor
turn-off is lossy. The antiparallel diodes turn off at a low di/dt. During operation below resonance the
antiparallel diodes turn off at a high di/dt and, if they are not sufficiently fast, can generate high reverse-
recovery current spikes. These spikes are present in the switch current waveforms at both the switch turn-on
and turn-off and may destroy the transistor. For operation below resonance, the transistors are turned on at
a high voltage equal to V; and the transistor output capacitance is discharged into a low transistor on-
resistance. Hence, the turn-on switching loss is high. The resonant frequency f, is constant in the SRI
and depends on the load in the PRI and the SPRI.

The SRI can operate safely with an open circuit at the output. It is, however, exposed to excessive
currents if the output is short-circuited at the operating frequency f close to the resonant frequency f, = f,.
The PRI is protected by the impedance of the inductor for short circuit at the output at any switching
frequency. It can be damaged by large currents when the output is open-circuited at an switching
frequency close to the corner frequency f,. The SPRI operation is not safe with an open-circuited output
at frequencies close to the corner frequency f, and with a short-circuited output at frequencies close to
the resonant frequency f,.

The output voltage of the resonant inverters can be regulated by changes in the switching frequency.
However, the required frequency changes in the SRI are very large for no-load or light-load conditions.
The PRI exhibits a good light-load regulation. It has, however, a low, light-load efficiency due to a relatively
constant current through the resonant circuit. The SPRI combines the advantages of the SRI and PRI
topologies at the expense of an additional resonant capacitor.

The input voltage of the resonant circuit in the Class D full-bridge inverters is a square wave with the
low level of —V, and the high level is V. The peak-to-peak voltage across the resonant circuit in the full-
bridge inverter is two times higher than in the half-bridge inverter. Therefore, the output voltage of the
full-bridge inverter is also two times higher and the output power is four times higher than in the half-
bridge inverter at the operating conditions (load, input voltage, and switching frequency).

Several issues were not addressed in this brief overview of SRIs. To explore such topics as operation
with a nonsinusoidal resonant current, phase control, and Class E inverters with series-resonant circuits,
the reader is referred to Refs. 2 through 8 and to periodicals on power electronics.
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5.5 Resonant DC-Link Inverters
Michael E. Ropp

Inverters are DC-to-AC converters; they create an AC output waveform from a DC input. They are

required in any application that involves a DC source, such as batteries, photovoltaic arrays, or fuel cells,
supplying power to an AC load. Inverters are also frequently used in applications in which AC with a
controllable frequency is required. Probably the most common application of inverters is in variable-
speed drives for motors, in which the frequency of the AC output of the inverters is controlled to obtain
a desired rotational speed from an induction machine. In this application, the DC source is usually a
rectifier that converts the fixed-frequency utility AC power to DC, which can then be converted to AC
at the desired frequency by the inverter. This configuration is illustrated in Fig. 5.68. Another interesting
application of inverters is in interfacing wind turbines to the utility system. This application is in a sense
the dual of the previous one; the wind turbine can produce maximum output power if it operates at a
variable frequency, but then its output AC power is at a variable frequency as well. This variable-frequency
AC is usually first rectified to DC and then converted to fixed-frequency utility-compatible AC power by
an inverter, and the system configuration is the same as that shown in Fig. 5.68.

One feature of this configuration is the large capacitor between the rectifier and the inverter. This
capacitor is commonly called the DC-link capacitor, and it is usually quite large with values in the high
hundreds of microfarads. The purpose of this capacitor is to absorb, or filter, the large ripple in the input
current drawn by the inverter, so that it is not presented to the DC source. Because the DC-link capacitor
is so large, it maintains a nearly constant voltage at the input terminals of the inverter, and thus the
combination of this large capacitor with the inverter circuit is referred to as a voltage-source inverter
(VSI) topology [1,2]. This topology is shown in Fig. 5.67, in both the single-phase (H-bridge, Fig. 5.69a)
and three-phase (three-phase bridge, Fig. 5.69a) configurations.

The switches in Fig. 5.69a and b are implemented using semiconductor switching devices such as
IGBTs, MOSFETSs, and, at higher power levels, GTOs. In the VSI topologies shown, the semiconductor
switches must interrupt the load current at high voltage, a technique known as hard switching. Hard
switching results in energy dissipation in the semiconductor switches at each on—off or off-on transition.

DC link

capacitor lout
—_—

AC ‘ —
AC/DC DC/AC +
spc?ﬂg; (r‘[ converter CJ' converter Vout

| (rectifier) T (inverter) -

FIGURE 5.68 Back-to-back AC-DC-AC converter used in motor drives and wind energy conversion systems.
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FIGURE 5.69 (a) Single-phase DC-AC inverter (H-bridge); (b) three-phase DC-AC inverter (three-phase bridge).

While a semiconductor switch is off, there is essentially zero current flowing through the switch, so the
total power dissipation in the switch is nearly zero. When the switch is on, the current through the switch
is large, but the voltage is small, so the amount of power dissipated in the switch is relatively low. However,
during a transition from on to off, the current is decreasing from its “on”-state value while the voltage
is increasing to its “off”-state value, and both are simultaneously high for a short period. During this
period, the power dissipation in the switch is high. A similar situation occurs during the off-to-on
transition. Such losses occurring during switch state transitions are commonly called switching losses,
and they can make up as much as 50% of the total losses in the VSI [3]. Switching losses obviously reduce
the efficiency of the converter. However, such losses also significantly impact the thermal design and
packaging of VSIs. The power lost in the switches is dissipated as heat, which must be removed from the
switch to avoid damage. Removing the heat requires large heat sinks, which increase converter size and
cost, and possibly fans, which decrease reliability and efficiency.

As the switching frequency (the inverse of the period of the switching cycle) increases, the number of
switching transitions per unit time also increases. More energy is dissipated in the switch during a shorter
time, and therefore the power dissipation in the switches increases as the switching frequency increases.
Thus, it might be thought that decreasing the switching frequency would ease the switching loss problem.
Unfortunately, it is desirable to significantly increase the switching frequency for many reasons. Primary
among these is that the energy storage elements (inductors and capacitors) can be made smaller if the
switching frequency is higher [4], allowing for increased power density and lower cost. Higher switching
frequencies also improve power quality in pulse width-modulated (PWM) inverters because the har-
monics produced are concentrated at multiples of the switching frequency and closely spaced sidebands
[5]. High switching frequencies also enable the inverter to respond more rapidly to control signals,
increasing the “control bandwidth” of the converter. The factor in most VSIs that prevents switching
frequencies from being increased to realize these benefits is the switching loss and subsequent thermal
management of the semiconductor switches (hard-switched VSIs are often said to be “thermally limited”
for this reason).

It is evident that reducing or eliminating switching loss would be highly beneficial to VSI design, not
only for efficiency and thermal management reasons, but also because it would improve reliability,
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increase power density, and improve performance. There are two basic methods for eliminating switching
loss. The first is through the use of snubbers. A snubber is a circuit designed to modify the waveform of
the voltage across or the current through the switch [1]. Turn-on snubbers limit the rise of the current
during switch turn-on, and turn-off snubbers reduce the voltages experienced by the switch during turn-
off. Snubbers can be effective in reducing switch power dissipation and allowing higher switch frequen-
cies, but most snubber configurations dissipate power themselves, and thus the efficiency of the inverter
can still suffer as the switching frequency increases [1]. Snubbers can also be quite complex and add
many additional parts to the inverter.

The other method for reducing or eliminating power dissipation in switches is to use a resonant converter
topology. Resonant topologies involve the use of resonant L-C tanks that are configured in such a way
that the current through or the voltage across the semiconductor switches oscillates and crosses zero
periodically. At those moments at which the current and/or voltage is zero, the switch may be turned on
or off without any power dissipation. Zero-current switching (ZCS) and zero-voltage switching (ZVS)
have both been heavily investigated.

In the VSI, the DC-link capacitor can be used to form a resonant tank, causing the DC-link voltage
periodically to go to zero. During these moments of zero DC-link voltage, ZVS can be accomplished.”
Two basic resonant variants of the VSI have been proposed: the resonant DC-link inverter (RDCLI),
sometimes also called the series-resonant DC-link inverter, and the parallel-resonant DC-link inverter
(PRDCLI). In the following, the operation of both of these will be described. For detailed design
procedures, the reader is referred to the literature [6].

The Resonant DC-Link Inverter

The RDCLI topology is shown in Fig. 5.70 [1, 2, 7]. It is formed by adding the inductor L and a single
switch S, to the VSI. An antiparallel diode D is connected across the switch. The resistance R can represent
the series resistance in the inductor, but to simplify the first explanation of the circuit this resistor will
be neglected for now (R = 0). The current source I, represents the current drawn by a load. This load
in practice will be a motor or will include a sizable LC filter, and thus will contain an inductive component
much larger than the resonant inductor L. Because the current in this inductance will change slowly, the
output current is nearly constant over one period of the switch S,, and the representation of the load as
a constant-current source is reasonable. At the beginning of a resonant cycle, the capacitor is fully
discharged and the voltage across the switch, the DC bus voltage v, is zero. The switch S, is turned on
(closed). If an ideal switch is assumed, the voltage across the inductor is Vi, (assumed to be positive),
so the inductor current begins to ramp up linearly according to

dip v,
priai s (5.60)

The difference between i; and I, flows through the switch, and v, remains at zero. When i; becomes

equal to I, the switch is opened at zero voltage. The inductor current continues to increase, because

0!

the voltage across it is still positive, but the difference between 7, and I, now flows into C, and the LC
L ARL

NiYY\ Wil J_ " k
VDC L ’l'\C VEusI Sr D GD Iout

FIGURE 5.70 Simplified circuit to explain the operation of the RDCLI.

"The terms “DC link” and “DC bus” are still used, even though the voltage on the DC bus is now oscillatory.
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circuit begins to oscillate. An analysis of the circuit [2] gives the voltage and the current in the lossless
resonant tank as

Vous(£) = Vpcl1 = cosayf] (5.61)
i(t) =1 +@sin(w0[t-to]) (5.62)
out COOL

where @, = (LC)*” is the resonant frequency of the tank and ¢, is the time at which the switch was turned
off (the time at which i, =I,,,). Egs. (5.61) and (5.62) are valid until the voltage across the switch returns
to zero. At that moment, the antiparallel diode D becomes forward-biased and clamps the DC bus voltage
Vpus 10 (approximately) zero, allowing a ZVS turn-on of the switch. These equations show that in this
idealized lossless case the switch actually need not be turned on once oscillations have started, as they
would continue indefinitely.

In practice, of course, R # 0, although it is typically quite small in relation to other impedances in the
circuit. Because of the dissipation in R, it will be necessary to turn the switch on in each cycle to store extra
energy in L to keep oscillations going. Also, to store extra energy in L, the switch must be turned off not
at i, = I, but at some higher current i; = I}, since the energy stored in the inductor is W, = O.SLii.
Analyzing the circuit with a small nonzero R results in the appearance of a damped exponential term
multiplying the sinusoidal terms in Eqgs. (5.61) and (5.62):

Vous (1) = Ve + € “[=Vpe - cos(@t) + @L(I,—1I,,,) - sin(t)] (5.63)
. - —ot VDC .
) =l,+e | (Iy—1,,)cos(wt) + oL sin (t) (5.64)
where
a= R
C 2L
o= Jo,-ao

In this analysis, it has been assumed that R << @L [2].

To achieve ZVS, it is necessary that v, described by Eq. (5.63), return to zero at the end of the cycle.
Note that the term that determines whether this happens is the last term, which is dependent on the
difference between the output current I, and the inductor current at which the switch is turned off, I,
This shows that oscillation can be maintained simply by turning the switch off at the desired value of I},

This single-switch tank may be added to an H-bridge inverter as shown in Fig. 5.71. However, notice
that in this configuration the switch in the resonant tank is in parallel with the bridge switches. Thus, the extra
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FIGURE 5.71 Single-phase H-bridge DC-AC inverter with the RDCLI resonant tank.
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FIGURE 5.72  Single-phase H-bridge DC-AC inverter with the RDCLI resonant tank but without the redundant switch.

switch in the tank is not needed; its function may be accomplished by appropriate control of the switches
in the H-bridge. The final result is an RDCLI that has only one more part than its hard-switched
counterpart, as shown in Fig. 5.72.

Disadvantages of the RDCLI

Figure 5.72 shows an H-bridge ZVS inverter that can take advantage of very high switching frequencies
without suffering the increased switching losses. Unfortunately, as attractive as this topology is, it has
some serious drawbacks [3, 8]. One of the disadvantages is readily apparent from Eq. (5.61). The maxi-
mum DC-link voltage now reaches a value twice the value of the source Vj,.. In the case with nonzero
R, the peak of v, is well over 2 - V},. This means that the switches, when off, must now block a voltage
more than twice as large as in the hard-switched case, and the DC-link capacitor must operate at the
higher voltage as well. This increased voltage stress necessitates more expensive switches and capacitors,
and can decrease the lifetimes of components, thus degrading reliability.

Another problem with the RDCLI circuit is that the instants at which ZVS may be accomplished
happen only at the zero crossings of the DC-link voltage, which occur only once per resonant cycle. Thus,
the moments at which ZVS can be done are, in a sense, discretized. In other words, continuous PWM
control of the inverter switches and ZVS switching may not be simultaneously accomplished. In addition,
when the inverter switches are on, they apply the resonant pulses of the oscillating DC bus voltage to
the output inductance (filter), as opposed to the alternating-polarity DC that is applied to the inductor
in the nonresonant VSI. (This is similar to the operation of a high-frequency transformer-isolated DC-
DC converter, in which pulses of energy are applied to the primary side of the transformer and filtered
on the secondary side to recover the DC.)

It is possible to operate the RDCLI in this mode, synthesizing desired output waveforms by controlling
the number and polarity of DC-link oscillatory pulses applied to an output filter. The technique of
synthesizing a desired output waveform from a filtered series of resonant pulses is called discrete pulse
width modulation (DPWM). DPWM techniques that give quite good converter performance have been
demonstrated. Unfortunately, these techniques generally result in output waveforms with significant
amounts of harmonic content at frequencies lower than the link frequency [9]. This is often called
“subharmonic” spectral content [10, 11], even though these frequencies are usually still higher than the
fundamental of the AC output waveform.

Many solutions to each of these problems have been proposed, with varying degrees of success. Each
problem will be considered in turn.

Reducing the Peak Voltage on the DC-Link

First consider how the DC-link voltage may be clamped to a value nearer to Vp,c. Most of the solutions
to this problem are based on an active clamp like that shown in Fig. 5.73(3, 8]. The active clamp allows
limiting the DC bus voltage to K - V},, where K is selected by the designer and is usually in the range
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FIGURE 5.75 The ACRDCLI circuit, Mode 1 with switch S, conducting.

of 1.2 to 1.4 for reasons to be explained shortly [3]. An RDCLI equipped with an active clamp like this
one is referred to as an actively clamped resonant DC-link inverter (ACRDCLI).

The operation of the clamp will be described by separating a resonant DC-link cycle into three modes.
Before the cycle begins, the clamp capacitor C. must be precharged to a voltage of (K— 1) - V¢ [3]. During
Mode 1, the first part of the resonant cycle, the diode D conducts because I, > i;. The DC bus is shorted,
and the current in the inductor L ramps up linearly according to Eq. (5.60). This configuration is shown
in Fig. 5.74. The operation of the circuit in this part of the cycle is the same as that of the unclamped
RDCLI. The DC-link capacitor C does not charge, and thus it clamps the voltage across S, so that ZVS
of S, can be accomplished. (The conducting voltage drop of the switch in each direction is neglected.)
The inductor current i; continues to ramp up to a value larger than I, and 75 becomes positive. At
the zero crossing of i,,, S, turns on, as shown in Fig. 5.75. When i, reaches the level required for maintenance
of DC-link oscillation, I;,, Mode 2 operation begins. S, is turned off, as shown in Fig. 5.76, and the DC-link
capacitor Cbegins to charge and resonate with L. The DC bus voltage begins to rise as C charges. The moment
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FIGURE 5.77 The ACRDCLI circuit, Mode 3.

at which the DC bus voltage v, is equal to K - V. marks the beginning of Mode 3. At that time, S, the
switch in the active clamp circuit, turns on. The new circuit configuration is shown in Fig. 5.77. Note
that the voltage across S¢, vy, is zero when v,,, = K - V. Therefore, the turn-on of S is also a ZVS
transition. The current iy is negative, and the clamp capacitor C, begins to charge. However, if C. is very
large, the voltage across it remains relatively constant at (K—1) - Vpc. Thus, while S.. is on (again, neglecting
the on-state voltage drop across the switch), summing voltages around the loop formed by S, C,, and V},¢
shows that the voltage at the node labeled Node 1 in Fig. 5.73 is clamped to (K—1) - V¢ + Ve =K - V.
The DC bus voltage is thus clamped to that value. It should be borne in mind that, to achieve this
clamping, the capacitor C, must be large enough to minimize the ripple in its voltage.

Divan and Skibinski [3] showed that the practically achievable values of K are somewhat limited.
Clearly, it would be desirable to make K as close to 1 as possible, thereby clamping the DC bus voltage
to V. However, there is a relationship between K and the period of the DC-link oscillation that indicates
a longer oscillation period for decreasing K values. A long period of oscillation of the DC-link would be
undesirable because it would require long time intervals between transitions of the inverter switches to
maintain ZVS, and the primary benefit of the resonant converter, increased switching frequency, would
be mitigated. Because of this, the minimum practically useful K value with this circuit is in the range of
1.2 to 1.4 [3]. Although less than might be desired, this still represents a reduction in the peak DC-link
voltage of a factor of two or more, while requiring only two additional devices in the power circuit.

However, the addition of the active clamp also has an impact on the design of the circuit. The addition
of C. to the circuit changes the characteristics of the resonant DC-link, including the frequency of
oscillation and the level of current required through L to maintain the oscillation. The authors of Ref. 3
state that “detailed design of the actively clamped circuit is extremely complex as it is dependent on a
large number of variables.” It is clear that the conversion of an existing inverter design to an ACRDCLI
design would be a nontrivial task. In addition to the design challenge, there are also significant ramifi-
cations for converter control. To maintain the steady-state voltage on C,, S must be controlled in such
a way that the charge balance on C, is maintained. This control requirement is in addition to the previously
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described requirements on S, to maintain the oscillation of the DC-link. Suitable control methods are
described in the literature [3], but clearly the complexity of the controller will be increased somewhat
by the addition of the active clamp. In summary, the ACRDCLI does reduce the problem of the high DC
bus voltage found in the RDCLI, but its design and control are much more difficult.

A significant number of variants of this circuit have been described. Many ACRDCLI topologies have
been recently devised with the objective of clamping the maximum DC-link voltage to V},¢, thus realizing
a K value of 1. Such a converter is typically termed a source-clamped RDCLI [12]. Other ACRDCLI
variants have been designed to eliminate the need for precharging the clamp capacitor [13,14]. As might
be expected, most of these variants improve the converter performance at the expense of a more-
complicated circuit, and more difficult design and control.

Achieving Continuous PWM Control with the RDCLI: The Quasi-RDCLI

As was previously described, the necessity of synchronizing the transitions of the inverter bridge switches
with the zero-voltage periods of the oscillating DC-link voltage creates a conflict that leads to a loss of
output waveform quality and a narrowly limited range of controllability. Early attempts to solve this
problem within the constraints of DPWM focused on the use of advanced control techniques [15, 16] to
improve the converter performance without modification of the circuit topology. Such control techniques
were used with considerable success and were shown to be capable of partially eliminating the problems
of DPWM and giving RDCLI performance sufficient for many applications. Another technique intended
to give PWM control while only slightly modifying the circuit and not adding semiconductor switches
has been described [10]. This method requires placing a snubber capacitor in parallel with each semi-
conductor switch, and then using these snubber capacitors collectively to replace the DC-link capacitor.
Unfortunately, this circuit had significantly higher losses than the original RDCLI [15], and the range of
PWM control possible was found to be rather limited.

To obtain true continuous PWM control, the ACRDCLI circuit must be modified in such a way that
the zero crossings of the DC bus voltage are controllable. Clearly, such a circuit must interrupt or modify
the oscillation of the resonant tank, and for this reason circuits that implement this concept are called
quasi-resonant DC-link inverters (QRDCLIs). QRDCLIs use a network of semiconductor switches, induc-
tors, capacitors, and sometimes transformers to shape and control the resonant cycle of the DC bus.
Several QRDCLI topologies have been proposed [17-23], all of which also contain an active (or passive)
clamp. However, no single superior QRDCLI topology has yet been demonstrated. Because of the myriad
requirements of achieving charge balance on all capacitors, volt-second balance on all inductors, and
ZVS or ZCS of all switches in the added circuit, all the QRDCLI devices proposed thus far involve
significant numbers of components, complicated control, and difficult design. To summarize, then, the
QRDCLI enables ZVS or ZCS operation of all the switches in the circuit, with lower voltage stresses than
the RDCLI, and with true PWM capability. It does so at the expense of an increased parts count, a higher
level of difficulty in design, and greater complexity of control.

The Parallel-Resonant DC-Link Inverter

Shortly after the initial proposal of the RDCLI, a different topology was proposed to allow ZVS operation
of VSIs. This topology, shown in Fig. 5.78, is the parallel-resonant DC-link inverter (PRDCLI) [24]. As
before, the inverter current is represented as a constant current source.

Consider the operation of the PRDCLI [24]. The circuit has seven modes of operation. Initially, the
circuit is in Mode 1, switches S,, and S,; are both on, and S,, and S,, are both off, as shown in Fig. 5.79.
The source supplies the inverter current through S,;, and the two capacitors C, and C, appear in parallel
and are both charged to the DC bus voltage v,,,. Before an inverter switch transition is commanded, the
parallel-resonant circuit drives the DC bus voltage to zero. This is accomplished as follows. The circuit
enters Mode 2 when switch S,, is turned on, as shown in Fig. 5.80. This is a ZCS transition, because
during the switch transition the current i; cannot change instantaneously and is clamped to zero. The
voltage across L is v,,, because both S,, and S, are on, so 7; begins to ramp up according to Eq. (5.60).
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FIGURE 5.80 The PRDCLI circuit, Modes 2 and 7.

The inductor current ramps up until it reaches a critical value I;,. As was the case in the RDCLI, I,
must be chosen such that there is sufficient energy stored in the inductor to allow v, to go all the way
to zero during the resonant cycle to follow.

As soon as i; = I, S,; is turned off, and the circuit configuration becomes that shown in Fig. 5.81.
This initiates Mode 3. C, and C, begin to discharge and resonate with L. Because the voltage across L,
Vous 18 still positive, 7; continues to ramp up to a resonant peak current higher than I;,. When i, reaches
its peak current, the DC bus voltage v, will be zero. At that moment, Mode 4 begins. Switch S,; turns
off and S, turns on, as shown in Fig. 5.82. This effectively separates the PRDCLI into two subcircuits,
the resonant circuit with C, and L and the output circuit consisting of C,, S,,, and the inverter. In this
configuration, since S,, shorts the DC bus, v, is zero and is clamped to zero by C,. The inverter devices
may now be switched under ZVS conditions. Capacitor C, and inductor L continue to resonate, with v,
and 7; passing through negative peaks. When i; reaches its negative peak value, Mode 5 operation begins.
In this mode, the energy stored in the inductor is used to recharge the two capacitors and reset the circuit
to its initial condition so that the resonant cycle may begin again when needed. To do this, S,; turns on
under ZCS and S,, turns off under ZVS, returning the circuit to the configuration shown in Fig. 5.81
and initiating Mode 6. The inductor current i; is negative, so current flows back into the DC bus and
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FIGURE 5.82 The PRDCLI circuit, Mode 4.

recharges C, and C,. When the capacitors are charged such that v, is once again equal to V¢, S, turns
back on under ZVS conditions, initiating Mode 7 and returning the circuit to the configuration shown
in Fig. 5.80. It remains in this state until the inductor current returns to zero, at which time S, turns off
under ZCS, and the cycle is complete (the circuit is again in Mode 1).

The PRDCLI has several advantages over the RDCLI. First, it is clear from the above explanation that
the ZVS instants for the inverter switches are controllable, meaning that true PWM control is possible
with the PRDCLI, without any circuit modification. Also, the maximum voltage ever reached by the DC
bus is Vp, so no additional clamping is necessary.

However, there are several disadvantages of the PRDCLI. The most obvious is that it has many more
parts than the RDCLI. Comparison of Fig. 5.78 with Fig. 5.70 shows that the PRDCLI requires not just
the resonant inductor L (which is now in parallel with the DC-link capacitor C) and a control modifi-
cation, as in the case of the RDCLI, but also four additional semiconductor switches and an additional
capacitor. The control is also more complicated than for the RDCLI. This might partially explain why
researchers in the early 1990s seem to have paid more attention to the RDCLI, as indicated by the
literature. (It should be noted that these “disadvantages” may not be important, as the modifications to
the RDCLI required to clamp the DC bus voltage and enable PWM control, i.e., the QRDCLI, also add
many parts and complexity.) Another problem with the PRDCLI is that, although switching transition
losses are minimized, overall converter losses, including both switching and conduction losses, may not
be significantly reduced over the hard-switched PWM VSI [24]. This is mainly because of the additional
conduction losses in S,;. These arise because of the on-state resistance of S,;, which appears in the current
path from the source to the inverter at all times.

Current Research Trends

The current trend in research in resonant DC-link inverters seems to be toward a blending of the QRDCLI
and the PRDCLI to form a quasi-resonant parallel RDCLI (QPRDCLI) [11, 25]. QPRDCLI designs
generally attempt to maintain the PWM controllability and DC bus voltage limitation of the RDCLI
while escaping the power loss across switch S,, in the PRDCLI circuit. It is also noteworthy that ACRDCLI
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technology has moved beyond the laboratory; ACRDCLIs with power ratings as high as 200 kVA were

commercially available as early as 1997 [26] and are already being used in uninterruptible power supplies,

variable-speed drives, battery chargers, and several other products [27].
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5.6 Auxiliary Resonant Commutated Pole Inverters

Eric Walters and Oleg Wasynczuk

The auxiliary resonant commutated pole (ARCP) circuit was developed by General Electric Corporation
R&D to be used in high-efficiency inverters. By increasing the efficiency of the inverter, not only is the
power loss in the inverter reduced, but the size and weight of the inverter can also be greatly reduced.
This fact makes the ARCP technology extremely valuable in applications where size constraints are a
primary concern. The ARCP achieves high efficiency by soft switching, that is, by turning on or off the
primary switches when the switch voltage or current are zero. Therefore, the switching loss, the product
of voltage and current, is zero. This is similar to LC snubber circuits; however, in snubber circuits, load
current constraints determine whether zero voltage or zero current switching can be obtained. With the
ARCP circuit topology, zero switching losses are independent of the load current. In this section, con-
ventional hard-switched and ARCP phase legs are both discussed, a comparison between the losses in a
hard-switched H-bridge and an ARCP H-bridge is presented, and an application using the ARCP in a
current-controlled induction motor is presented.

Losses in Hard-Switched Inverters

Introduction

The ARCP is a soft switching device that eliminates turn-on and turn-off losses, as is discussed in the
next section. However, prior to examining the elimination of these losses, an explanation of the switching
losses of a conventional hard-switched phase leg is presented. The first losses to be discussed in this section
involve the conduction losses associated with the four states of a hard-switched phase leg. Then, the
analysis of two switching scenarios will be explored in which the turn-on and turn-off losses associated
with the transistors will be discussed.

Hard-Switched Phase Leg

The circuit shown in Fig. 5.83 is an example of a hard-switched phase leg. In this circuit, bipolar junction
transistors (BJTs) are used as switches. Although BJTs are shown in this figure, other solid-state devices
can also be used. Examples of other solid-state devices that are typically used include field effect transistors
(FETs), metal oxide semiconductor FETs (MOSFETs), gate turnoff thyristors (GTOs), and insulated gate
transistors (IGTs). Analysis of the losses associated with each of these devices can vary greatly; however,
the concept of switching loss that is explored is universal.

In the circuit shown in Fig. 5.83, the positive and negative DC rails are labeled as +V,. and -V,
respectively. The BJTs are labeled Q, and Q, with their collector currents denoted as I, and I,, respec-
tively. The base currents associated with the BJTs are labeled Iy, and Ij,. It will be assumed that the base
currents, which are controlled by independent current sources, will determine if the transistors are on
or off. If the base current associated with one of the transistors is zero, the associated transistor will not
conduct and can be omitted from the circuit; therefore, the transistor is considered to be off. The DC
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current gain of each transistor is hy, which is defined as the ratio of the collector current to the base current,
and the
base current is set equal to I,,./hpg, then the transistor is in the saturation region of operation as can be

I/, in the active region. If the collector current is assumed to be less in magnitude than I,
observed from the plot of the collect current vs. the collector to emitter voltage, V, with a constant
base current shown in Fig. 5.84. From the plot shown in Fig. 5.84, it can be seen that if the transistor is

supplying a load current that is less than I, then the voltage drop across the transistor will be less than
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Vg Which is approximately 2 V for high-voltage BJTs. Therefore, the load voltage will be within 2 V of
the potential of the DC rail to which the transistor is connected. Specifically,

Vioad = Vae— Ve st (5.65)
If the source voltage is large compared to Vg, i.e.,
Ve > Vep (5.66)
then
Vioad = Ve (5.67)

The previous equations apply only when Q, is on and the load current is positive. However, if the load
current is negative and transistor Q, is off, the only path for the current is through diode D,. In this case,

Vioad = Vdc + VDI (568)
Typically, V), is on the order of 1V, where
V>V, (5.69)

Thus,
Vioad = Vdc (570)

It can be seen that the output voltage is approximately equal to V. when Q, is on or when Q, is off and
the load current is negative.
If transistor Q, is on and the load current is negative

Vioad = VCE,sat - Vdc (571)
Hence,
Vioad = _Vdc (572)
With Q, off and the load current positive, the load current must flow through diode D,. In this case,
Viead = —Vac = Vi (5.73)
Therefore,
Vioad = _Vdc (574)
Hence, when Q, is on or when Q, is off and the load current is positive, the load voltage is approximately
equal to —V.
The hard-switched phase leg has four states: (1) Q, on and the load current is positive, (2) Q, off and
the load current negative, (3) Q, on and the load current is negative, and (4) Q, off and the load current
positive. In each of these states, the load current is flowing through one of the four solid-state devices

composing the phase leg. With the conduction of current through these physical devices, there is an
associated power loss. This conduction power loss can be calculated for each state as the product of the
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load current and the voltage across the device supplying the current. When Q, is on and the load current
is positive, the conduction power loss is

PQl,con = iload : VCE,sat (575)

With Q, off and the load current negative, the load current flows through diode D, and introduces a
conduction power loss of

PDl,cnn = _ilnad ' VDl (576)

In the third state with Q, on and a negative load current, the conduction loss is

PQZ,con = _iload : VCE,sat (577)

When Q, is off and the load current is positive, the conduction power loss associated with D, is

PD2,con = iload ' VD2 (578)

Transistor Turn-On Losses

Two examples of switching losses are explored in this section. Both examples involve the load voltage
being switched from the lower DC rail, =V, to the upper DC rail, +V,. In the first example, the load
current, iy,4, is assumed to be positive. In the second case, the load current is assumed to be negative.
In both examples, the load is assumed to be inductive whereby the load current is essentially constant
during the switching interval.

It is assumed, initially, that the load is latched to the lower DC rail (transistor Q, is on and Q, is off)
and the load current is positive. Although Q, is gated on, the load current flows through the diode D,,
whereupon a small conduction loss, Py, is associated with D,. The value of diode conduction power loss
is the product of the load current and the forward voltage drop across D, (approximately 1 V). The
conduction energy loss for D, can be calculated as the integral of the conduction power loss with respect
to time, i.e.,

Ep, = jpm dt=V_ [inadt (5.79)

With all the load current flowing through the diode, the transistor Q, will not have any conduction losses.
Therefore, the only loss initially associated with this state of the phase leg is the conduction loss in the
diode.

When the commutation process begins, transistor Q, is turned off, and after a brief delay transistor
Q, is turned on. Since transistor Q, is switched off under zero current conditions, there is no power loss
associated with Q, in the turn-off process. However, when Q, is turned on, the load current does not
immediately commute from diode D, to Q, because the minority carriers in the base region of Q, must
be supplied before conduction through Q, can begin. As the base current, I, adds minority carriers to
the base of Q,, the collector current starts increasing and displacing the current through D, as the source
of the load current. This increase in the collector current can be observed in the simplified plots shown
in Fig. 5.85. During this interval, both diode D, and transistor Q, are conducting; however, with D,
conducting, the load voltage is still clamped to the lower DC rail. This results in the rail-to-rail voltage
being placed across Q, while current is flowing through Q,; thus, a large amount of power is lost in Q,
during this phase of the commutation. This increase in the collector current, I, and the constant Vg,
can be observed in Fig. 5.85 [1]. The resulting power loss in Q, during this interval is approximated as
a straight line increasing to P, (Fig.5.85). However, since current is also flowing through diode D,
during this interval, there is an additional loss term associated with the conduction of some of the load
current through D,.
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FIGURE 5.85 Simplified turn-on switching waveforms for a typical BJT.

The second interval of high loss begins when the collector current of Q, displaces all the diode current,
at which point the load voltage switches from the lower rail to the upper rail. During this swing, transistor
Q, conducts all of the load current and the load voltage goes from the rail-to-rail voltage to Vi ,,, (Fig. 5.85).
Hence, the product of the transistor current and the collector-to-emitter voltage is large during this
interval and may be approximated as a straight line going from P, to P_,.

The energy loss associated with the turning on of transistor Q, is the integral of the power loss during
turn-on. This loss is divided into two parts: the loss in Q,, and the conduction loss in D, during commu-
tation. The energy loss in Q, is approximated as the area of the triangle in the power loss diagram (Fig. 5.85).

1 1 .
EQl,tumon = Epmaxtr = E(zvdclload)tr (580)

The time required to complete the turn-on process is called the rise time, f,. The current flowing through
D, during the commutation of the load current is

Ipy = digaa — ey (5.81)

The diode current can be approximated as a straight line going from a value of i,,4 to zero in a time of
%tr. Therefore, the energy loss associated with the conduction of current through D, during the com-
mutation of the load current can be expressed as

1. 1
EDZ,turnon = (ilload)VDZ (Etr) (582)

Thus, the total turn-on energy loss is

1 . 1. 1
Eturnon = 2(2 Vdclload) t+ (E Iload) VDZ (E tr) (583)
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When the load voltage reaches the upper rail, the switching sequence is complete. The only loss during
this phase is the conduction loss in transistor Q,. This loss is small because the transistor is in the
saturation region where the collector-to-emitter voltage is V.. The conduction energy loss for Q, is

EQlycon = jpcon dt= VCE’Sat_[iload dt (5.84)

Transistor Turn-Off Losses

In this analysis, it is assumed that the load current is initially negative and the load voltage is to be
switched from the lower rail to the upper rail. With a negative load current and the load voltage initially
latched to the lower rail, transistor Q, supplies the load current. Initially, the only loss associated with
this phase leg is the conduction loss in transistor Q,. The conduction energy loss for Q, is

EQZ,ccn = J‘PQZ dt = _VCE’SatJ.iload dt (585)

The energy loss has a negative sign in the third term because the load current is negative in this example
and the energy loss is always considered to be positive. The collector current, I, the collector-to-emitter
voltage, Vi, and the conduction power loss for Q, can be observed in Fig. 5.86 [1].

To switch the output voltage, transistor Q, is switched off and after a brief delay transistor Q, is gated
on. However, because minority carriers are still in the base of transistor Q,, the collector current remains
constant initially. As the minority carriers are collected, the minority carrier concentration in the base
will begin to diminish. Consequently, the collector-to-emitter voltage for Q,, Vi, will start to increase.
As a result of the inductive nature of the load, the collector current will remain constant until Vi, reaches
a value of 2V, Therefore, during this period of the switching, there is significant power dissipated in
transistor Q, because the load current flows through Q, and the voltage across Q, reaches 2V/.. This increase
in V¢, during which I, is constant can be observed in Fig. 5.85 along with the increasing power loss
associated with this interval.

| ~_
2V
VCE2
0
i
load
I
c2
0
max“~
PQZ
con
0 -t .=

FIGURE 5.86 Simplified turn-off switching waveform for a typical BJT.
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Once Vi, reaches a value of 2V, diode D, becomes forward-biased and begins to assume part of the
load current. This commutation of the load current from Q, to D, causes I, to decrease. During this
decrease, large amounts of power are still being dissipated in transistor Q,. In addition, there is also a
power loss associated with the conduction of current through diode D,.

The energy loss associated with the turn-off process of transistor Q, is expressed as the sum of the
energy loss in Q, and the conduction energy loss in D, during the commutation of the load current from
Q, to D,. The energy loss in Q, can be approximated as the area of the triangle in the power loss diagram
for Q, (Eq. 5.86), where . is called the commutation time.

1

1 .
EQZ,lumoff = E(Pmax : tc) = _E(ZVdclload)tc (586)

During the commutation of the load current, the diode current, I, can be expressed as
Ipy = Iey = ligad (5.87)

With a negative load current and I, going from a value of —i 4 to zero, the diode current can be
approximated as a straight line going from zero to i,,,4. Therefore, the conduction energy loss associated
with the commutation of the load current can be approximated as the product of the average diode
current, the forward diode voltage drop, and the time of the commutation, %tc.

1. 1
EDl,tumoff = (_E lload)VDl(E tc) (588)
The total turn-off energy loss is

1

Etumoff = - % (2 Vdc iload) tc + (_% iload) VDI (E tc) (5 . 89)

When all the load current is conducting through D,, the commutation of the load current from Q, to D,
is complete. The only power loss in this final state of the switching sequence is the commutation loss
associated with diode D,. The conduction energy loss for D, is

Epicon = J.Pmdt = _VDljiload dt

Analysis of ARCP Phase Leg

An analysis of an ARCP phase leg is presented in this section. This analysis begins with a description of
the ARCP circuit. The switching of the load voltage from the lower rail to the upper rail is then explored
for three separate cases: (1) commutation from a diode, (2) commutation from a transistor with low load
current, and (3) commutation from a transistor with high load current. The elimation of the switching
losses is discussed in each case.

ARCP Circuit Description

A circuit diagram of the ARCP phase leg is illustrated in Fig. 5.87 [2]. The ARCP contains snubber
capacitors C, between the load and the DC rails. The snubber capacitors serve the purpose of holding
the voltage across the switches constant during turn-off. This makes it possible for the switch being
turned-off to have zero voltage across it during turn-off, thus eliminating switching losses. The ARCP
also includes an auxiliary circuit connected between the DC neutral and phase connection. The auxiliary
circuit helps enable the load to be swung to the opposite rail to ensure zero turn-on voltage. If the
auxiliary circuit is not included, then there is a load current constraint to ensure zero turn-on voltage.
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FIGURE 5.88 Circuit diagram of ARCP in state 1.

Low-to-High Commutation from Diode

An example of an ARCP single-phase leg commutation will now be examined in the case where the load
will be switched from the lower rail to the upper rail with the diode D, initially conducting. Initially, the
load is connected to the lower DC rail and switch S, is on, as illustrated in Fig. 5.88 (state 1). With the
lower switch gated on, the capacitor C, has a DC voltage across it. Therefore, the capacitor voltage, V,,
will be constant and the governing differential equation for this state is shown in (Eq. 5.90). Since the
auxiliary circuit is gated off, the auxiliary current, i,, is zero. The differential equation describing the
auxiliary current in state 1 is shown in (Eq. 5.91).

pVe =0 (5.90)

Upon request to switch to the upper rail, the load current is checked. Since the diode is assumed to
be conducting in this example, the auxiliary switch A, is gated on. When A, is gated on, the inductance
of the auxiliary circuit does not allow the auxiliary current, i,, to change instantaneously; hence, the
current through A, remains zero while the gate is being turned on, which eliminates losses associated
with the turning on of A,. With A, gated on, the auxiliary circuit is introduced to the circuit as illustrated
in Fig. 5.89 (state 2). In state 2, L, has a DC voltage across it, resulting in the auxiliary current ramping
up linearly as described by Eq. (5.93). The voltage V. remains across the capacitor C, in this state; thus,
the governing differential equation for the capacitor voltage is given by Eq. (5.92).

pVer =0 (5.92)
. Vdc
pir = 37 (5.93)

r
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FIGURE 5.89 Circuit diagram of ARCP in state 2.
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FIGURE 5.90 Circuit diagram of ARCP in state 3.

This increase in i, displaces the diode current causing the load current to flow through the auxiliary
circuit. When i, exceeds the load current, the excess current flows through switch S,, i, — 4,,,4. When the
auxiliary current exceeds the load current plus a boost current, #j,,q + 7,404 the switch S, is gated off. The
boost current acts to give the auxiliary circuit additional energy to help ensure that the load will swing
completely to the upper rail, thus achieving zero voltage turn-on.

Although S, is gated off, the current through S, will not immediately go to zero; therefore, if the
voltage across S, is allowed to swing immediately to the upper rail, there will be power loss in the switch
because the power loss is the product of the current through the switch and the voltage across the
switch. The capacitors are used to eliminate this loss. Since the voltage across a capacitor cannot change
instantaneously, the capacitors hold the voltage across S, at zero until the current in S, goes to zero;
therefore, the product of voltage times current for the switch is zero.

With both switches off and the auxiliary circuit on, the ARCP circuit enters state 3 (Fig. 5.90). Since
the load is inductive, the load current is assumed to be constant during a switch; therefore, the excess
auxiliary current flows into the snubber capacitors. This places positive charge on the upper plate of the
lower capacitor and on the lower plate of the upper capacitor. This charge causes the load voltage to
begin to increase. The auxiliary current will continue to increase until the load voltage exceeds the DC
neutral voltage, then causing the auxiliary current to decrease. When the load voltage reaches the upper
rail DC voltage, the diode D, will become forward-biased and switch S, is gated on; hence, the load is
latched to the upper rail.

The differential equation for V, in state 3 can be derived by writing Kirchhoff’s current law (KCL)
at the load node (Eq. 5.94) and Kirchhoff’s voltage law (KVL) around the capacitors and the DC voltage
sources (Eq. 5.95).

ir+Cl(pVCI)_CZ(pVCZ)_iload =0 (594)

Vet Ve, = Ve (5.95)
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A relationship between pV, and pV, c.an be established (Egs. 5.96 and 5.97) by taking the derivative
of both sides of Eq. (3-6).

P(Ver+ V) = pVe =0 (5.96)

PVer = —pVe, (5.97)

Substituting Eq. (5.97) into Eq. (5.94) and simplifying yields the differential equation for V., shown
in Eq. (5.99). The differential equation describing i, in state 3 can be derived by simplifying the KVL
equation around the loop including the auxiliary circuit, C,, and the upper DC voltage source (Egs. 5.98
and 5.100).

v
7‘1“+L,(pi,)—vCl =0 (5.98)
iload_ir
V., = Jd” 5.99
PVa C.1C, ( )
\ Vdc
Cl— 7~
pi = L_Z (5.100)

When diode D, is forward-biased and switch S, is gated on, the snubber capacitors ensure that the
voltage across S, remains zero, thereby eliminating any turn-on loss in switch S;. With the load latched
to the upper rail, the auxiliary circuit has a negative voltage across it. Therefore, the auxiliary current
will linearly ramp down as described by Eq. (5.102). With switch S, gated on, the capacitor voltage V,
is held at zero; thus, the derivative of the capacitor voltage will also be zero (Eq. 5.101).

pVer =0 (5.101)
. Vdc

= - 5.102

pi, T ( )

r

When the auxiliary current reaches zero, switch A, is gated off. Since the current through A, is zero
when switch A, is gated off, there is no switching losses associated with A,.

When A, is gated off, the auxiliary circuit is taken off the circuit and the final state is reached with the
load latched to the upper rail. With the auxiliary circuit removed, the auxiliary current is zero; hence,
the derivative of the auxiliary current will also be zero Eq. (5.104). Since switch S, is still latched on, the
derivative of the capacitor voltage will remain zero Eq. (5.103).

pVer =0 (5.103)

Il
=]

pi, (5.104)
A computer-simulated plot of the upper capacitor voltage V., and the auxiliary current i, is shown in
Fig. 5.93 for a switch from low to high with the diode initially conducting. The ARCP parameter values
used in the simulation were derived from Ref. 2 and are listed in Table 5.3.
The computer code used in the simulation was written in Advanced Continuous Simulation Language
(ACSL). From the graph, the individual switching states can be observed along with the transition points
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FIGURE 591 Circuit diagram of ARCP in state 4.
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FIGURE 5.92 Circuit diagram of ARCP in state 5.
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FIGURE 5.93 ARCP commutation low-to-high from diode.

between states. Initially, the circuit is latched to the lower rail and the auxiliary circuit is off (state 1).
When the auxiliary circuit is gated on, the auxiliary current begins to increase, thus representing the
transition into state 2. When the auxiliary current exceeds the sum of the load current and the boost
current, state 3 is entered. In state 3, the load voltage, Vy.— Vi, is swung from the lower rail to the
upper rail. Upon the load voltage reaching the upper rail (V, = 0), the circuit passes into state 4.
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TABLE 5.3 ARCP Parameters

ARCP Parameter Value Used in Simulation
Upper capacitor, C, 0.159 uF
Lower capacitor, C, 0.159 uF
Resonant inductor, L, 0.159 uH
Threshold current, iy, 60 A

Boost current, iy, 30 A
Rail-to-rail voltage, V. 200 V

In state 4, the auxiliary current decreases linearly. When the auxiliary current equals zero, state 5 is reached.
The capacitor voltage, V;, is not constant during states 2 and 4 as discussed earlier because in the
simulation the diodes and switches were not modeled as ideal; thus, a small deviation was introduced.

Low-to-High Commutation from Switch, Low Current

In the second example of an ARCP single-leg commutation, it is assumed that the load voltage is to be
switched from the lower to upper rail with switch S, initially conducting a small current. The governing
differential equations describing each state are the same as in the previous example.

Initially, the load is latched to the lower rail (state 1). When the ARCP phase leg is commanded to
switch to the upper rail, the load current is checked. Since the load current is assumed to be flowing
through the switch, the magnitude of the current is compared with a threshold value. In this case, it is
assumed that the current is less than the threshold value; therefore, the load does not contain enough
energy to overcome losses to drive the load to the opposite rail without the introduction of the auxiliary
circuit. Thus, the auxiliary circuit is turned on by gating switch A, on.

With the auxiliary circuit gated on, the circuit is in state 2. The auxiliary current will ramp up because
of the DC voltage placed across it. When the auxiliary current reaches the value of the boost current plus
the load current, the auxiliary circuit has substantial energy to drive the load to the opposite rail. Therefore,
the lower switch, S,, is gated off. The snubber capacitors prevent switching losses in S, because the capacitors
hold the voltage across the switch to zero while the switch current diminishes.

State 3 is entered after turning off switch S,. The load current and the auxiliary current will charge
the snubber capacitors, hence driving the load voltage to the upper rail. When the load voltage reaches
the upper rail, the diode D, will become forward-biased and will stop further charging of the capacitors
by conducting the excess current. When the diode becomes forward-biased, the switch S, is gated on
with zero volts across the switch, thereby preventing any turn-on losses in S,.

When the load voltage is equal to the upper rail, state 4 (Fig. 5.91) is obtained. The auxiliary circuit has
a negative voltage across it. Therefore, the auxiliary current will ramp down. When the auxiliary current
reaches zero, switch A, is gated off to disconnect the auxiliary circuit. With zero current through A, during
turn-off, switching losses associated with A, are avoided. The load is now latched to the upper rail and the
auxiliary circuit is removed; therefore, the commutation is completed and the final state, state 5, is reached.

The upper capacitor voltage, V,, and the auxiliary circuit, 7,, are plotted in Fig. 5.94 for commutation
from the switch in the low-current case. Commutation from the switch at low current levels is similar
to commutation from the diode except that the auxiliary current does not have to become as large in
the switch example. This is because the load current aids the commutation process when the switch is
initially conducting and hinders commutation when the diode is initially conducting.

Low-to-High Commutation from Switch, High Current

The final case to be explored involves switching of the load from the lower to upper rail with the switch
initially conducting a current larger than the threshold current. Initially, the load is latched to the lower
rail and the circuit is in state 1 (Fig. 5.88). For a switch from the lower rail to the upper rail when switch
S, is conducting a current larger than the threshold value, the auxiliary circuit does not need to be
included in the switching sequence. This is a result of the load inductor having sufficient energy to
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FIGURE 5.95 Circuit diagram of ARCP in state 6.

overcome any switching losses and driving the load voltage to the opposite rail. In this case, the ARCP
acts exactly like a snubber circuit, because switch S, is gated off without introducing the auxiliary circuit.

Once S, is gated off, state 6 is entered. In state 6, the load current charges the snubber capacitors and
drives the load to the upper rail. When the load voltage reaches the upper rail, diode D, is forward-biased
and switch S, is gated on under zero voltage conditions.

The differential equation characterizing V¢, in state 6 can be derived exactly as in state 3 with the
auxiliary current neglected (Eq. 5.105). Since the auxiliary circuit is not gated on in state 6, the derivative
of the auxiliary current is zero (Eq. 5.106).

_ iload
pPVer = C+C, (5.105)
pi, =0 (5.106)

With the load gated to the upper rail, the switching transition is completed. and the circuit is in state 5
(Fig. 5.92).

A plot of the capacitor voltage, V., is displayed in Fig. 5.96. Since the load is assumed to be inductive,
the load current is assumed to be constant over a switching cycle. Therefore, during state 6 (Fig. 5.95)
the capacitor voltage decreases linearly until diode D, is forward-biased and conducts the load current.
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FIGURE 5.96 ARCP commutation low-to-high from switch (high current).

Simulation of ARCP Phase Leg

The equations describing the ARCP phase leg have been implemented digitally using ACSL. The ARCP
phase leg switch command is given by the ACSL variable SW1. When SW1 = 5, the output voltage is connected
to the upper rail (state 5) or is switching to the upper rail. Similarly, when SW1 = 1, the output voltage
is connected to the lower rail (state 1) or is switching to the lower rail. The derivatives of the state variables
are dependent upon the present state of the phase leg. The present state is given by the variable statel.
Logic is used to detect a change from one state into the next state, at which a flag is set. This flag calls a
discrete block that changes statel to its new value, calls a data file to log the present value of all the
prepare variable, and resets the value of the flag. Discrete blocks were used for changes in state because this
allowed the state equations to be changed at discrete instances in time. With a switching frequency of
20 kHz, 1.36 s of central processor time on a Sun Sparcstation 5 was required to run the computer simulation
for 5 ms. Computer studies involving the ARCP phase leg are described in subsequent sections.

Analysis of ARCP H-Bridge

A comparison of losses is made between an H-bridge circuit using conventional hard-switched phase
legs and an H-bridge circuit using ARCP phase legs. Prior to discussing the losses, an H-bridge circuit
is discribed along with the pulse width modulation control used in this study. Analysis of the ARCP H-
bridge is also presented.

Circuit Description and Pulse Width Modulation

An H-bridge circuit is a load connected between two phase legs. An example of an H-bridge using ARCP
phase legs is shown in Fig. 5.97. The load voltage, v,,,4, in an H-bridge can be swung from +V,_ to -V,
A positive load voltage can be achieved by having the first phase leg latched to the upper rail and the
second phase leg latched to the lower phase leg. A negative load voltage can be obtained by having the
first phase leg latched to the lower rail and the second phase leg latched to the upper rail.
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Many control strategies may be used to control the load voltage or load current. In this section, pulse width
modulation (PWM) will be uses to control the load voltage. In PWM, a controlled sinusoidal waveform
that oscillates at the fundamental frequency of the load, f; (1 kHz), is compared with a triangle wave
whose frequency is on the order of ten times larger than f; to determine whether the load voltage is high
or low. If the controlled waveform is larger than the triangle wave, the load voltage is switched positive.
If the controlled waveform becomes smaller than the triangle wave, the load voltage is switched negative.
Plots showing the controlled waveform, the triangle waveform, and the load voltage are shown in Fig. 5.98 [3].

H-Bridge Loss Analysis

In this section, a comparison is made between the losses of a hard-switched H-bridge and an H-bridge
using ARCP phase legs. In the standard hard-switched converter, the losses will be conduction losses of
the transistors and diodes and the switching losses in the transistors. However, in the ARCP converter,
the switching losses in the transistors are eliminated at the cost of introducing conduction losses from the
auxiliary circuits. The energy loss in the hard-switched converter is explained in detail in the section

© 2002 by CRC Press LLC



on Losses in Hard-Switched Inverters with the equations describing the losses shown in Egs. (5.107)
through (5.110).

E, = jPDdtz VDjiloaddt (5.107)
Egeon = jpmdt = Vera j i dt (5.108)
1 . 1. 1
Eturnon = E(zvdclload)tr+ Elload VDZ Etr (5109)
1 . 1. 1
Eturnnff = - 5(2 Vdclload)tc + (_Elload)VDl (5 tc) (5 1 10)

In the ARCP converter, the conduction losses will be the same; however, the switching losses shown
in Egs. (5.109) and (5.110) are replaced by the auxiliary circuit conduction loss (Eq. 5.11).

Eoeon = [Puasceondt = Vg, [i, dt (5.111)

Plots of the energy loss during one cycle using PWM and an H-bridge with a resistive and inductive
load for both the hard-switched example, l0sshs, and the ARCP example, lossarcp, are shown in
Fig. 5.99. In this example, the turn-on commutation interval, ¢, and the turn-off rise time interval, ,,
were both set equal to 5 s, which is a typical value for high-power transistors. From the plot, it is shown
that through one PWM cycle the ARCP H-bridge dissipated about 1/9 the amount of energy of the hard-
switched example used. This drastic savings in energy not only allows the application to be more efficient,
but also allows the switching circuitry to be reduced is size because of the elimination of heat sinks. This
reduction in size makes the ARCP technology extremely useful in applications where size constraints are
the major driving factors.

Plots of the capacitor voltage, V,,, and the auxiliary circuit current, 7,,, are shown in Fig. 5.100. The
capacitor voltage and auxiliary current for the second phase leg is shown in Fig. 5.101. The plots show that
the auxiliary circuits are only on during a capacitor voltage swing. Therefore, the only time the additional
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FIGURE 5.99 Energy losses for hard-switched and ARCP converters.
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FIGURE 5.101 ARCP H-bridge converter, V, and i, vs. time.

circuitry introduces conduction losses is during the switching interval. Since the auxiliary circuits are
turned on during every switching interval, the high current switching case of the ARCP, which allows
the voltage to swing from one rail to the opposite rail without the introduction of the auxiliary circuit,
is not entered.

Plots of the load current, i,,,4, and the load voltage, v,,4, for the RL-load are shown in Fig. 5.102. From
the plot of the load current, the fundamental frequency of the load is shown to be 1 kHz. This is the
same frequency of the control sinusoidal wave used in the PWM control.

Analysis of ARCP Three-Phase Inverter

In this section, a variable-speed drive system that includes a three-phase ARCP inverter, a current
controller, and an induction motor, is described. A computer simulation of this system has been imple-
mented using ACSL. Results of a computer study using the variable-speed drive system are presented.
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Description of ARCP Three-Phase Circuit

A block diagram of the system configuration studied is shown in Fig. 5.103. The current controller is

depicted in Fig. 5.104. Therein, if;

and i, are the commanded currents in the synchronously rotating

reference frame. The speed of the synchronous reference frame is given by ®,. The synchronous reference

frame variables are transformed into the stationary reference frame by

cosO, sin®,

.
Los e . 2w *
I iy _ cos(@e - —) sm(@e - ?) g
le s ek ek
. s Lis
2r . 2r
Les cos(@e +5) sin 0,+ 5

(5.112)

The actual as, bs, and cs currents (i,,, iy, and i) are then subtracted from the commanded as, bs, and

cs currents (i, 15, and i,) to produce an error value i, for each phase [3]. If the error value is larger
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than a hysteresis value, the switch signal for that phase (SW,, SW,, or SW,) will command that phase
leg to switch to the upper rail to increase the current of that phase and to reduce the error value. If the
error value becomes more negative than a negative hysteresis value, the switch signal for that phase will
command the phase leg to switch to the lower rail; thus, the phase current will decrease and the error
value will become smaller in magnitude.

The switch signals SW,, SW,, and SW_ are used to control the g, b, and ¢ phase legs of the inverter,
respectively. A circuit diagram of the inverter using ARCP phase legs is shown in Fig. 5.105. The inverter
is identical to a conventional inverter except for the auxiliary circuit and the snubber capacitors associated
with each phase. The output voltages of the phase legs is used as the three-phase input voltage for the
induction motor. These voltages are the voltages between the output phase leg and the lower rail of the
inverter. Since the neutral of the induction motor is internal to the motor, the neutral voltage v, is not
equal to the lower rail voltage v, of the inverter. Therefore, to obtain v,, v, and v, for the induction
motor the following algebra must be applied [4]:

Vg = V= Vg = %(vag+vbg+vcg) (5.113)
Vas = Vag— Vg (5.114)
Vos = Vog= Vg (5.115)
Veg = Veg= Vg (5.116)

With v, v, and v, as inputs to the induction motor the phase currents (i, 7,, and i) can be calculated [4].
These phase currents serve as inputs to the current controller.
Computer Study

In this study, the steady-state characteristics of the three-phase system shown in Fig. 5.103 are established
by computer simulation. The parameters of an ARCP phase leg were shown in Table 5.3, and the parameters
of the induction motor are listed in Table 5.4. It is assumed that the induction machine is operating at
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TABLE 5.4 Induction Motor Parameters

Induction Motor Parameter Parameter Value

1, 0.087 Q

X, 0.302 Q

Xy 13.08 Q

X 0.302 Q

v 0.228 Q

] 1.662 kg/m’
Rated line-to-line voltage 460 V

Rated slip 0.05278

Source: Krause, P.C. et al., Analysis of Electric Machin-
ery, McGraw-Hill, New York, 1986. With permission.

Aucxiliary Circuit 1
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o

FIGURE 5.105

half of rated or base frequency (188.5 rad/s); therefore, the required line-to-neutral voltage is approxi-
mately 133 V rms to produce rated torque. The rated slip is 0.05278. Hence, the rotor speed for this
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Auxiliary Circuit 3

Inverter using ARCP phase legs.

study is set to a constant value of 178.6 rad/s.

Plots of the simulated current i,, and the commanded current i,, are shown in Fig. 5.106. These plots
were made with a hysteresis value of 7.5 A or a tolerance band of 15 A [3]. The smaller the tolerance
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FIGURE 5.107 Auxiliary circuit current, i,,, and capacitor voltage, V,, for phase a.

band, the more closely the actual currents will track the commanded currents. However, with this smaller
tolerance band, the switching frequency of the phase legs will increase because of the increased restrictions
on the controls.

The upper capacitor voltage and the auxiliary circuit current for the a-phase leg is shown in Fig. 5.107.
Each spike in the auxiliary current corresponds to commutation from a diode or commutation from a switch
in the low-current switch in the a-phase leg. Although the capacitor voltage waveform appears to be a square
wave with instantaneous switching, this is because timescale is too large to observe the soft-switching
transitions of the capacitor voltages as discussed in earlier. From the plot of the capacitor voltage, it can
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FIGURE 5.108 Stator voltages for the induction motor.

be observed that the switching frequency of the phase leg does not remain constant. This is result of the
switching frequency depending on how fast the current changes from one side of the tolerance band to
the other, which is not constant because of the dependence of the current changes on V, the back-
electromotive force, and the load of the induction motor [3].

Comparing i,, from Fig.5.106 with the auxiliary circuit current for the a-phase in Fig.5.107, a
dependence of phase current on the auxiliary current can be examined. When the phase current is smaller
than the threshold value for the ARCP (60 A), every switch is in the low-current case. In this case, the auxiliary
current spikes oscillate from positive to negative since one of the commutations is from a diode and the
other is from a switch. In the other case, were the phase current is positive and larger than the threshold
value, every auxiliary current spike is positive. This is a result of the commutation from the switch (upper-
to-lower transition) not requiring the auxiliary circuit to be turned on. Therefore, the spikes are all results
of lower-to-upper transitions when the current is commutating from the lower diode. When the phase
current is negative and larger in magnitude than the threshold voltage, all the auxiliary current spikes
are negative. This is for the same reason as in the previous case except that commutation here is from
the upper diode.

Plots of the stator voltages (v,, v, and v,;) for the induction motor are shown in Fig. 5.108. The peak
value of the stator voltages is 133 V, two thirds of the rail-to-rail voltage of the ARCP. This value is
comparable to the rms voltage for the induction motor at half speed.

Summary

In this section, the ARCP phase leg was described and analyzed. For purposes of comparison, the switching
and conduction losses of a conventional hard-switched phase leg were also described. Losses associated with
hard-switching include conduction loss and switching loss associated with transistor turn-on and turn-off.
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In an ARCP phase leg, all switching losses are eliminated by turning transistors on and off under either
zero current or zero voltage conditions. This is accomplished with the introduction of anauxiliary circuit
that aids the commutation process. With the switching losses eliminated, the only losses in an ARCP
phase leg involve the conduction losses in the phase leg and in the auxiliary circuit.

The switching sequence of the ARCP and the corresponding state equations are described in detail in
this section. Based on these state equations, computer models of the ARCP and hard-switched phase legs
were developed and implemented using ACSL.

A computer study was performed to compare the losses of ARCP and hard-switched switching strat-
egies. In the study, an H-bridge using conventional PWM was analyzed using both types of phase legs
and a comparison was made between the energy loss in both cases. It was shown that the ARCP, by
eliminating switching losses, used approximately 1/9 the energy per PWM cycle of the hard-switched
converter.

Finally, a variable-speed induction motor drive system using a three-phase ARCP inverter was simu-
lated. The dependence of the auxiliary current of an ARCP phase leg on the phase current was presented
along with a discussion on the relationship between current control parameters and switching frequency.
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6.6  Conclusion

6.1 Introduction

Multilevel power conversion was first introduced 20 years ago [1]. The general concept involves utilizing
a higher number of active semiconductor switches to perform the power conversion in small voltage
steps. There are several advantages to this approach when compared with traditional (two-level) power
conversion. The smaller voltage steps lead to the production of higher power quality waveforms and also
reduce the dv/dt stresses on the load and reduce the electromagnetic compatibility (EMC) concerns.
Another important feature of multilevel converters is that the semiconductors are wired in a series-type
connection, which allows operation at higher voltages. However, the series connection is typically made
with clamping diodes, which eliminates overvoltage concerns. Furthermore, since the switches are not
truly series connected, their switching can be staggered, which reduces the switching frequency and thus
the switching losses.

One clear disadvantage of multilevel power conversion is the larger number of semiconductor switches
required. It should be pointed out that lower voltage rated switches can be used in the multilevel converter
and therefore the active semiconductor cost is not appreciably increased when compared with the two-
level case. However, each active semiconductor added requires associated gate drive circuitry and adds
further complexity to the converter mechanical layout. Another disadvantage of multilevel power con-
verters is that the small voltage steps are typically produced by isolated voltage sources or a bank of series
capacitors. Isolated voltage sources may not always be readily available and series capacitors require
voltage balance. To some extent, the voltage balancing can be addressed by using redundant switching
states, which exist due to the high number of semiconductor devices. However, for a complete solution
to the voltage-balancing problem, another multilevel converter may be required [2—4].

In recent years, there has been a substantial increase in interest in multilevel power conversion. This
is evident by the fact that some Institute of Electrical and Electronic Engineers (IEEE) conferences are
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now holding entire sessions on multilevel converters. Recent research has involved the introduction of
novel converter topologies and unique modulation strategies. Some applications for these new converters
include industrial drives [5-7], flexible AC transmission systems (FACTS) [8-10], and vehicle propulsion
[11, 12]. One area where multilevel converters are particularly suitable is that of medium-voltage drives [13].
This chapter presents an overview of multilevel power conversion methods. The first section describes
a general multilevel power conversion system. Converter performance is discussed in terms of voltage
levels without regard to the specific topology of the semiconductor switches. A general method of
multilevel modulation is described that may be extended to any number of voltage levels. The next section
discusses the switching state details of fundamental multilevel converter topologies. The concept of
redundant switching states is introduced in this section as well. The next section describes cascaded
multilevel topologies, which involve alternative connections of the fundamental topologies. The final
section shows example multilevel power conversion systems including laboratory measurements.

6.2 Multilevel Voltage Source Modulation

Before proceeding with the discussion of multilevel modulation, a general multilevel power converter
structure will be introduced and notation will be defined for later use. Although the primary focus of
this chapter is on power conversion from DC to an AC voltages (inverter operation), the material
presented herein is also applicable to rectifier operation. The term multilevel converter is used to refer to
a power electronic converter that may operate in an inverter or rectifier mode.

Figure 6.1 shows the general structure of the multilevel converter system. In this case, a three-phase
motor load is shown on the AC side of the converter. However, the converter may interface to an electric
utility or drive another type of load. The goal of the multilevel pulse-width modulation (PWM) block
is to switch the converter transistors in such a way that the phase voltages v,, v,, and v, are equal to
commanded voltages v, V., and V... The commanded voltages are generated from an overall supervisory

Multi-
de level
converter

F § F Y
Transistor
signals

Multilevel LT
pulse-width Vass Vogs ¥

s9 CS
. —
modulation
(PWM)

FIGURE 6.1 Multilevel converter structure.
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control [14] and may be expressed in a general form as

Ve = W/2v,c08(6) (6.1)
Vv, = 2V, cos (96_2?71') (6.2)
Ve = fZVfcos(Gﬁ 2?”) (6.3)

where v, is a voltage amplitude and 6, is an electrical angle. To describe how the modulation is accom-
plished, the converter AC voltages must be defined. For convenience, a line-to-ground voltage is defined
as the voltage from one of the AC points in Fig. 6.1 (a, or b, or ¢) to the negative pole of the DC voltage
(labeled g in Fig. 6.1). For example, the voltage from a to g is denoted v,,. It is important to note that
the converter has direct control of the voltages v,,, v,,, and v,,. The next step in defining the control of
the line-to-ground voltages is expressing a relationship between these voltages and the motor phase
voltages. Assuming a balanced wye-connected load, it can be shown that [15]

Vas 1 2 -1 -1 Vﬂg
Vil T 30-1 2 —1] |V (6.4)
Vcs -1 _1 2 Vcs

Because an inverse of the matrix in Eq. (6.4) does not exist, there is no direct relationship between
commanded phase voltages and line-to-ground voltages. In fact, there are an infinite number of voltage
sets {v,, ¥}, V,} that will yield a particular set of commanded phase voltages because any zero sequence
components of the line-to-ground voltages will not affect the phase voltages according to Eq. (6.4). In a
three-phase system, zero sequence components of {v,, v,, v} include DC offsets and triplen harmonics
of 6.. To maximize the utilization of the DC bus voltage, the following set of line-to-ground voltages
may be commanded [16]

vzg = V?dc[l +mcos(9£)—%cos(39£)J (6.5)
ng = %dc[l+mcos (96—2?”)—%&5(395)} (6.6)
V:g = %dc[l+mcos (9£+2?7T)——’;2c0s(39£)} (6.7)

where m is a modulation index. It should be noted that the power converter switching will yield line-to-
ground voltages with a high-frequency component and, for this reason, the commanded voltages in
Egs. (6.5) to (6.7) cannot be obtained instantaneously. However, if the high-frequency component is
neglected, then the commanded line-to-ground voltages may be obtained on a fast-average basis. By
substitution of Egs. (6.5) to (6.7) into Eq. (6.4), it can be seen that commanding this particular set of
line-to-ground voltages will result in phase voltages of

P = m;’dc cos(6,) (6.8)
N mvgc 2

Vs = Zd cos (95—?”) (6.9)
Do = Ve s (0 + %E) (6.10)
cs 5 c 3 .
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where the ~ symbol denotes fast-average values. By comparing Egs. (6.8) to (6.10) with Egs. (6.1) to
(6.3), it can be seen that the desired phase voltages are achieved if

_ ZA[ZV:

Ve

m (6.11)

It should be noted that in H-bridge-based converters, the range of line-to-ground voltage is twice that
of converters where one DC voltage supplies all three phases (as in Fig. 6.1). The modulation method
here can accommodate these converters if the modulation index is related to the commanded voltage
magnitude by

_ W2,

Ve

My (6.12)

The modulation process described here may be applied to H-bridge converters by substituting m,, for m
in the equations that follow. The benefit of including the third harmonic terms in Egs. (6.5) to (6.7) is
an extended range of modulation index [16]. In particular, the range of the modulation index is

2

0<sm< (6.13)
3
It is sometimes convenient to define a modulation index that has an upper limit of 100% or
m = 3 m (6.14)

2

The next step in the modulation process is to define normalized commanded line-to-ground voltages,
which will be referred to as duty cycles. In terms of the modulation index and electrical angle, the duty
cycles may be written:

d, = %[l+mcos(66)—%cos(3GC)J (6.15)
d, = l[l+mcos(9—z—ﬂ)—mcos(.’)eﬂ (6.16)
b — 2 c 3 6 c .

d. = l[1+mcos(0 +2—n-)—mcos(30)} (6.17)
) ©3) 6 ‘ '

To relate the duty cycles to the inverter switching operation, switching states must be defined that are
valid for any number of voltage levels. Here, the switching states for the a-, b-, and c-phase will be denoted
S S and s, respectively. Although the specific topology of the multilevel converter is covered in the next
section, it may be stated in general for an n-level converter that the AC output consists of a number of
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voltage levels related to the switching state by

Savdc
= =0,1,...(n-1 .1
Vo = o1y 0 (n=1) (019
SpVdc
Vig = (n”_dl) s, = 0,1,...(n—1) (6.19)
_ SVdc _ _
Ve = oo = OLe(n-D) (6.20)

As can be seen, a higher number of levels n leads to a larger number of switching state possibilities and
smaller voltage steps. An overall switching state can be defined by using the base n mathematical expression

sw o= n25a+ ns, + s, (6.21)

Figure 6.2 shows the a-phase commanded line-to-ground voltage according to Eq. (6.5) as well as line-
to-ground voltages for two-level, three-level, and four-level converters. In each case, the fast-average of
v, Will equal the commanded value V:g. However, it can be seen that as the number of voltage levels
increases, the converter voltage yields a closer approximation to the commanded value, resulting in lower
harmonic distortion.

The next step in multilevel modulation is to relate the switching states s, s, and s, to the duty cycles
defined in Egs. (6.14) through (6.16). Here, the multilevel sine-triangle technique will be used for this
purpose [17, 18, 19]. The first step involves scaling the duty cycles for the n-level case as

dyy = (n-1)d, (6.22)
d,, = (n-1)d, (6.23)
d., = (n-1)d, (6.24)

The switching state may then be directly determined from the scaled duty cycles by comparing them to
a set of high-frequency triangle waveforms with a frequency of f,,,. For an n-level converter, n — 1 triangle
waveforms of unity amplitude are defined. As an example, consider the four-level case. Figure 6.3a shows
the a-phase duty cycle and the three triangle waveforms offset so that their peaks correspond to the
nearest switching states. In general, the highest triangle waveform has a minimum value of (n — 2) and
a peak value of (n — 1). The switching rules for the four-level case are fairly straightforward and may be
specifically stated as

d

< Virl

0 am
1 vy <d,, <vi, (6.25)
2 Vi < dum < Vi3
3

Vtr3 < dam

Figure 6.3b shows the resulting switching state based on the switching rules. As can be seen, the form is
similar to that of Fig. 6.2d and, therefore, the resulting line-to-ground voltage according to Eq. (6.17)
will have a fast-average value equal to its commanded value. These switching rules may be extended to
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FIGURE 6.2 Power converter line-to-ground output voltages.

any number of levels by incorporating the appropriate number of triangle waveforms and defining
switching rules similar to Eq. (6.25). It should be pointed out that the sine-triangle method is shown
here since it is depicts a fairly straightforward method of accomplishing multilevel switching. In practice,
the modulation is typically implemented on a digital signal processor (DSP) or erasable programmable
logic device (EPLD) without using triangle waveforms. One common method for implementation is
space-vector modulation [20-22], which is a method where the switching states are viewed in the voltage
reference frame. Another method that may be used is duty-cycle modulation [23], which is a direct
calculation method that uses duty cycles instead of triangle waveforms and is more readily implementable
on a DSP. It is also possible to perform modulation based on a current-regulated approach [22,24],
which is fundamentally different than voltage-source modulation and results in a higher bandwidth
control of load currents.
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FIGURE 6.3 Four-level sine-triangle modulation technique.

6.3 Fundamental Multilevel Converter Topologies

This section describes the most common multilevel converter topologies. In particular, the diode-clamped
[25-28], flying capacitor [29, 30], cascaded H-bridge [31-33], and multilevel H-bridge [34] structures
are described. In each case, the process of creating voltage steps is illustrated and the relation to the
generalized modulation scheme in the previous section is defined. For further study, the reader may be
interested in other topologies not discussed here, such as the parallel connected phase poles [35], AC
magnetically combined converters [36, 37], or soft-switching multilevel converters [38].

Diode-Clamped Multilevel Converters

One of the most common types of multilevel topologies is the diode-clamped multilevel converter
[25-28]. Figure 6.4 shows the structure for the three-level case. Comparing this topology with that of a
standard two-level converter, it can be seen that there are twice as many transistors as well as added
diodes. However, it should be pointed out that the voltage rating of the transistors is half that of the
transistors in a two-level converter. Although the structure appears complex, the switching is fairly
straightforward. Figure 6.5 shows the a-phase leg of the three-level diode clamped converter along with
the corresponding switching states. Here, it is assumed that the transistors act as ideal switches and that
the capacitor voltages are charged to half of the DC-link voltage. As can be seen in Fig. 6.5b, in switching
state s, = 0, transistors T,; and T,, are gated on and the output voltage is v,, = 0. Similarly, switching state
s, = 2 involves gating on transistors T, and T,, and the output voltage is v,, = v,.. These switching states
produce the same voltages as a two-level converter. Switching state s, = 1 involves gating on transistors
T,,and T, as shown in Fig. 6.5c. In this case, the point a is connected to the capacitor junction through
the added diodes and the output voltage is v,,= v,4./2. Note that for each of the switching states, the transistor
blocking voltage is one half the DC-link voltage. When compared with the two-level converter, the
additional voltage level allows the production of line-to-ground voltages with lower harmonic distortion,
as illustrated in Fig. 6.2. Furthermore, the switching losses for this converter will be lower than that of
a two-level converter. Switching losses are reduced by the lower transistor blocking voltage and increased
by the higher number of transistors. However, it can be seen by inspection of Figs. 6.2 and 6.5 that each
transistor is switching only during a portion of the period of d,, which again reduces the switching
losses. Maintaining voltage balance on the capacitors can be accomplished through selection of the
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FIGURE 6.5 Three-level converter switching states.
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FIGURE 6.7 Redundant switching state example.

redundant states [27]. Redundant switching states are states that lead to the same motor voltages, but
yield different capacitor currents. As an example, consider the three-level converter redundant switching
states sw = 24 and sw = 9 shown in Fig. 6.6. It can be shown through Eq. (6.4) that either switching state
will produce the same voltages on the load (assuming the capacitor voltages are nearly balanced). However,
from Fig. 6.6 it can be seen that the current drawn from the capacitor bank will be different in each case.
In particular, if the a-phase current is positive, the load will discharge the capacitor that it is connected
to. In this case, the load should be connected across the capacitor with the highest voltage. On the other
hand, if the a-phase current is negative, it will have a charging effect and the load should be connected
across the capacitor with the lowest voltage. Therefore, capacitor voltage balancing through redundant
state selection (RSS) is a straightforward matter of selecting between the redundant states based on which
capacitor is overcharged with respect to the other and the direction of the phase currents. This infor-
mation may be stored in a lookup table for inclusion in the modulation scheme [25,27]. Figure 6.7
shows a block diagram of how an RSS table may be included in the modulation control. There, the
modulator determines the desired switching states as described in the previous section. The desired
switching state as well as the capacitor imbalance and phase current direction information are used as
inputs to the lookup table, which determines the final switching state. As a practical matter, this table
may be implemented in a DSP along with the duty-cycle calculations or may be programmed into an
EPLD as a logic function.
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FIGURE 6.8 Four-level converter topology.

Figure 6.8 shows the topology for the four-level diode-clamped converter. Proper operation requires
that each capacitor be charged to one third of the DC-link voltage. The transistor switching is similar to
that of a three-level converter in that there are (n — 1) adjacent transistors gated on for each switching
state. The switching results in four possibilities for the output voltage v,, = {0 %Vdc %vdc V4c}. In this
topology, each transistor need only block one third of the DC-link voltage. The diode-clamped concept
may be extended to a higher number of levels by the expansion of the capacitor bank, switching transistors,
and clamping diodes. However, there are some practical problems with diode-clamped converters of four
voltage levels or more. The first difficulty is that some of the added diodes will need to block (n — 2)/
(n —1) of the DC-link voltage [28]. As the number of levels is increased, it may be necessary to connect
clamping diodes in series to block this voltage. It should also be pointed out that capacitor voltage balance
through RSS works well for the three-level topology, but for converters with a higher number of voltage
levels there are not enough redundant states to balance the capacitor voltages when the modulation index
m becomes greater than 60% [27]. In these cases, another multilevel converter, such as a multilevel
rectifier [25] of multilevel DC-DC converter [25] must be placed on the input side for voltage balance.

Flying-Capacitor Multilevel Converters

Figure 6.9 shows one phase of a three-level flying-capacitor multilevel converter. The general concept
behind this converter is that the added capacitor is charged to one half of the DC-link voltage and may
be inserted in series with the DC-link voltage to form an additional voltage level [29, 30]. Figure 6.10
shows how this is accomplished through the transistor switching. As can be seen, switching states s, = 0
and s, = 2 involve gating on the two lower and upper transistors as was done with the diode-clamped
structure. In this topology, there are two options for switching to the state s, = 1, as can be seen in Fig.
6.10c. The capacitor voltage may be either added to the converter ground or subtracted from the DC-
link voltage. In essence, there is switching redundancy within the phase leg. Since the direction of the
current through the capacitor changes depending on which redundant state is selected, the capacitor
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voltage may be maintained at one half the DC-link voltage through the redundant state selection within
the phase.

Cascaded H-Bridge Multilevel Converters

Cascaded H-bridge converters consist of a number of H-bridge power conversion cells, each supplied by
an isolated source on the DC side and series-connected on the AC side [31-33]. Figure 6.11 shows the
a-phase of a cascaded H-bridge converter, where two H-bridge cells are utilized. It should be pointed
out that, unlike the diode-clamped and flying-capacitor topologies, isolated sources are required for each
cell in each phase. In some systems these sources may be available through batteries or photovoltaic cells
[32], but in most drive systems transformer/rectifier sources are used. Figure 6.12 illustrates the switching
state detail for one H-bridge cell. As can be seen, three unique output voltages are possible. In accordance
with the convention used here, the lowest switching state will be labeled state 0. When these cells are
combined in series, an effective switching state can be related to the switching states of the individual
cells. By defining switching states in this way, the modulation scheme of the previous section may be
applied to this converter as well. The output voltage of the inverter may be determined from the switching
states of the individual cells by

p
Vag = 2 (Sui= v (6.26)

i=0

where p is the number of series H-bridge cells.
If the DC voltage applied to each cell is set to the same value, then the effective number of voltage
levels may be related to the number of cells by

n=3+2p-1) (6.27)

Therefore, the converter shown in Fig. 6.10 would operate with five voltage levels. To obtain a clearer
comprehension of how the voltage levels are produced, Table 6.1 shows the overall switching state as well
as the switching states of the individual cells and the resulting output voltage. As can be seen, there is
quite a bit of switching state redundancy within one phase leg of the cascaded H-bridge converter for
states s, =1, s, =2, and s, = 3. This redundancy may be exploited to increase the number of voltage levels
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FIGURE 6.10 Three-level flyback converter switching states.

by selecting different DC voltage values for each cell [33]. As an example, consider the case where vy, =
3V4eq- Table 6.2 defines the overall switching state and demonstrates a method for obtaining nine-level
performance in this case. As can be seen, the number of voltage levels is greatly improved by setting the
DC voltages to different values. In particular, if a ratio of three is used for each cell added, the number
of voltage levels for a given number of cells may be computed as

n=@3)y (6.28)

Besides an improvement in power quality, the DC voltage ratio used in Table 6.2 will also split the power
conversion process into a high-voltage, low-switching frequency converter and a low-voltage, high-
switching frequency converter [33]. For this type of converter, one cell may utilize GTOs and the other
cell may utilize IGBTs to make the best use of the switching devices. One disadvantage of the DC voltage
ratio used in Table 6.2 is that the system is not as modular as before, requiring two types of converter
cells. Another disadvantage is that the DC voltage source on the lower voltage cell may be required to
absorb a negative current because it is supplying a negative output voltage when the AC current is positive [33].
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TABLE 6.1 Cascaded H-Bridge Switching States (v4.,, = V42, =E)

5% 0 1 2 3 4

Sl 0 0 1 0 1 2 2 1

Swr 0 1 0 2 1 0 1 2 2

v, —2E —-E -E 0 0 0 E E  2E

ag

TABLE 6.2 Cascaded H-Bridge Switching States (vy,, = 3v4,,, = 3E)

s, 0 1 2 3 4 5 6 7 8
S0 0 0 0 1 1 1 2 2 2
502 0 1 2 0 1 2 0 1 2
v, —4E -3E 2E -E 0 E 2E 3E 4E

TABLE 6.3 Cascaded H-Bridge Switching States (vy.,, = V400 = E)

5, 0 1 2 3 4 5 6
Sl 0 0 0 1 1 1 2 2 2
5o 0 1 2 0 1 2 0 1 2
ve —3E =2E -E -E 0 E E 2E 3E

ls g
Ty
dz ]‘va5 -| vﬂg
+ . 7.1
v, O = g
] 7.1
d, 7,1

FIGURE 6.13  Five-level H-bridge inverter.

For example, obtaining switching state s, = 6 requires that the lower voltage cell output a negative voltage
(i.e., s,, = 0). If a high power factor load is assumed, then the phase current i, is likely positive when this
switching state occurs resulting in a current into vg,,. This situation may be avoided by lowering the DC
voltage ratio to vy, = 2v4,,- Table 6.3 shows the switching pattern for this operation. As can be seen,
seven-level performance is ensured. For switching state s, = 4, the redundant choice may now be made
dependent on the direction of the phase current to ensure that the current from v, is positive [33].

Multilevel H-Bridge Converters

Another possible topology is the multilevel H-bridge converter, which consists of an H-bridge made from
diode-clamped phase legs [34]. The most straightforward example of this is the five-level H-bridge
converter shown in Figure 6.13. As can be seen, the structure is made from two three-level diode-clamped
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phase legs. Based on the previous discussion on the diode-clamped structure, it may be stated that the
points a and g can be connected to any of the junction points d,, d,, or d,. If the capacitors are charged to
one half of the DC-link voltage, then the possible output voltages are v, = {~vye, = Waee 0 Wyop Vaeal-
In general, the effective number of levels for a multilevel H-bridge made from phase legzs with nzleg levels is

n=2(mg-1)+1 (6.29)

Redundancy exists within the structure which may be used to ensure capacitor voltage balance. An isolated
source is required for each phase.

6.4 Cascaded Multilevel Converter Topologies

Recent research in multilevel power conversion includes the introduction of the concept of cascading
multilevel converters [39,40]. In this section, two types of cascaded multilevel converters are considered.
The first type consists of three-phase multilevel converters cascaded through splitting of the neutral point
of a wye-connected load. The second type focuses on the cascaded H-bridge converter utilizing multilevel
cells.

Cascaded Multilevel Converters

Figure 6.14 shows the topology of the cascaded multilevel converter [39]. In the figure, a three-phase
multilevel converter with n, voltage levels is connected to a motor load. The neutral point of the motor
has been split and connected to another three-phase multilevel converter. The operation of the cascaded
multilevel converter requires that each converter be supplied by an isolated DC voltage source (labeled
V4 and vy, in Fig. 6.14). The analysis of this converter begins by deriving equations that relate the motor
phase voltages to the line-to-ground voltages of the individual converters. If the point n,, in Fig. 6.14

+ cl R
n, -level >
» diode-clamped | b1 R
’ multilevel .
al Ls
converter >
| +
1
g vusl —
il RN
/ v N\
n, _ / ) bs \
- l vas - -V ‘
\+ +/
Vas2 \\ | //
Motor
Load
+ a? +
n,-level
v diode-clamped | p2
de2 multilevel
converter c2
- | © 1998 Society of Automotive

g2 Engineers, Inc.

FIGURE 6.14 The cascaded multilevel converter.
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indicates a fictitious neutral point, then the phase voltages from converter 1 may be written similar to
Eq. (6.4). In particular [39]

Vas1 1 2 -1 -1 Valgl
Vet = 3|-1 2 =1||Vpg (6.30)
Vest -1 -1 2 Veig1

where the line-to-ground voltages are defined with respect to the negative DC rail of v,,. For example
Vag is the voltage from the point al to gl. Similarly for converter 2,

Vas2 1 2 -1 -1 Vu2g2
Via| T 31 2 =1 |[Vig (6.31)
% -1 -1 2

cs2 1/c2g2

By applying KVL equations to the circuit topology, it can be seen that

Vas = Vas1 — Vas2 (6'32)
Vbs = Vis1 — Vis2 (633)
Ves = Ves1 = Ves2 (634)

Substitution of Egs. (6.30) and (6.31) into Egs. (6.32) to (6.34) yields

Vas 1 2 -1 -1 1/algl - Va2g2
Vs = 5 -1 2 -1 Vblgl - Vb2g2 (635)
Ves -1 -1 2 Vgt — Veg

By comparison of Eq. (6.35) to Eq. (6.4), it can be seen that the effective line-to-ground voltage is the
difference of the line-to-ground voltages from converter 1 to converter 2. The effective number of voltage levels
in this cascaded topology depends on the ratio of the DC voltages. It has been shown that the maxi-
mum number of voltage levels achievable is the product of the voltage levels of the individual converters
or [39]

n = nn, (6.36)
To obtain this number of effective voltage levels, the DC voltage ratio must be set to [39]

Vi n,—1
= — (6.37)
Vdel ny(ny—1)

As with the cascaded H-bridge inverter described in Section 6.3, the switching states of each converter
may be related to an overall switching state in order to utilize the same multilevel modulation technique
of Section 6.2. A specific example of this is given in the following section where a three-level diode-
clamped converter is cascaded with a two-level converter to form an effective six-level converter.

Cascaded Multilevel H-Bridge Converters

Combining the concept of cascading converters with the cascaded H-bridge converter described in
Section 6.3, it stands to reason that a cascaded H-bridge converter can be made from multilevel H-bridge
cells. The general concept is shown in Fig. 6.15, which depicts the a-phase of a cascaded H-bridge
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FIGURE 6.15 Cascaded multilevel H-bridge converter.

converter having p multilevel cells. Each cell consists of a multilevel H-bridge converter (for example, a
five-level H-bridge cell would be as shown in Fig. 6.13). For this converter, the effective number of voltage
levels is the product of the voltage levels of the individual cells or

P
n= Hn,» (6.38)
i=1

assuming that the DC voltage of cell i is set based on the adjacent cell as [40]

n,—1

V4 i = 2,3,... 6.39
ni(”i—l — 1) Vdcix 1 m ( )

Vic(i-1)x =

The switching states of the individual converters may be related to an overall switching state so that the
standard modulation scheme may be used. As with the cascaded H-bridge converter discussed in Section 6.3,
it may be necessary to utilize a DC voltage ratio different from that of Eq. (6.39) to increase the redundancy
within the phase leg and avoid negative DC currents when the DC sources are supplied from transformer/
rectifier circuits. A specific example is given in the following section, where a five-level H-bridge cell is
cascaded with a three-level H-bridge cell.

6.5 Multilevel Converter Laboratory Examples

Three-Level Diode-Clamped Inverter

The first laboratory example in this section involves the three-level diode-clamped inverter as shown in
Fig. 6.4. For this study, both of the capacitors on the DC link were supplied by isolated voltage sources so
that the total voltage was 187.5 V. The induction motor load was a 3.7 kW machine with a rated line voltage
of 230 V, a rated line frequency of 60 Hz, and a rated mechanical speed of 183 rad/s. The modulation
strategy for this study was space-vector modulation. However, similar performance can be achieved
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TABLE 6.4 Cascaded-3/2 Inverter Switching States (v, = 4vy, = 4E)

s, 0 1 2 3 4 5
S 0 0 1 1 2 2
5 1 0 1 0 1 0
Vaigt ~ Va2 -E 0 E 2E 3E 4E

300 5 ms
e—
vie (V)0
-300-
i (A) 0 /
-254

© 1999 IEEE

FIGURE 6.16 Three-level inverter laboratory measurements. (From IEEE, 1999. With permission.)

with the method described in Section 6.2 if the modulation index is set to 1 = 0.87 and the switching
frequency is set to f,, = 1.8 kHz.

Figure 6.16 shows the a-phase voltage and current for steady-state operation at rated conditions [41].
As can be seen, the phase voltage contains more steps than would be present in a standard two-level
converter [42]. The voltage and current total harmonic distortion (THD) in this example were 34 and
5.1%. These waveforms are used as a reference point for the cascaded converter performance shown below.

The Cascade-3/2 Inverter

Figure 6.17 shows a special case of the cascaded multilevel converter where a three-level diode-clamped
converter is cascaded with a two-level converter. This topology is referred to here as a cascade-3/2 converter.
In this study, the DC voltages were set to v4, = 250 V and vy, = 125 V in accordance with Eq. (6.37). As
with the previous example, the DC voltages on the three-level converter were supplied by isolated sources.
Under these operating conditions, six voltage levels are achievable according to Eq. (6.36). Table 6.4
relates the switching states of the individual converters to an overall switching state in a way that six-
level performance can be demonstrated.

The modulation strategy chosen for this study was space-vector modulation. However, the generalized
switching state s, from Table 6.4 may be used in the modulation strategy discussed in Section 6.2 with
m = 0.87 and f,, = 540 Hz for similar results. It should be pointed out that RSS switching involving all
three phases was performed in this study to ensure that the average current drawn from v, was positive.
The details of this RSS [41] will not be covered here. The induction motor used in this study is identical
to that for the three-level inverter study discussed above. Figure 6.18 shows the motor a-phase voltage
and current in the steady state at rated operation as measured in the laboratory [39]. As can be seen, the
voltage has more steps when compared with the three-level example and therefore more closely resembles
an ideal sine wave. The voltage and current THD in this example were 16.8 and 5.4%, respectively. The
switching frequency was intentionally set to a low value to compare the voltage THD with that of the
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FIGURE 6.18 Cascade-3/2 inverter laboratory measurements.
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TABLE 6.5 Cascade-5/3H Inverter Switching States (vy.,, = 4v40, = 4E)

0 1 2 3 4

Sul o o o0 1 1 1 2
S o 1 2 0 1 2 0
v —SE —4E -3E -3E —2E -E -E

ag
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2 3 3 3 4 4 4
2 0 1 2 0 1 2
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FIGURE 6.19 Cascaded-5/3H inverter topology.

11
1

three-level example [41], yielding a measure of performance improvement. However, increasing the
switching frequency would lead to a significant reduction in the current ripple.

The Cascade-5/3H Inverter

Figure 6.19 shows the a-phase topology for a specific case of the cascaded multilevel H-bridge inverter.
In this example, a five-level H-bridge cell is cascaded with a three-level H-bridge cell. The DC voltages
were set to V4, = 260 V and vy,, = 65 V. Although this ratio does not yield the maximum number of
voltage levels as depicted by Eq. (6.39), it allows redundancy within each phase that may be used for
ensuring positive DC current from vy, as discussed in Section 6.3. For this example, redundant state
selection within the five-level converter was used to balance the capacitor voltages so that only two isolated
voltage sources are needed per phase. Table 6.5 shows the overall switching state and its relation to the
switching of the individual converters. For this study, duty-cycle modulation was used. However, similar
results may be obtained by using the modulation scheme outlined in Section 6.2 with a modulation index
of m = 0.91 and a switching frequency of f,, = 10 kHz. The induction motor is a 5.2-kW machine with
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FIGURE 6.20 Cascade-5/3H inverter laboratory measurements.

a rated line voltage of 460 V. Figure 6.20 shows the measured performance of the inverter operating at
rated voltage and a power level of 3.7 kW. Therein, the a-phase voltage, current, and capacitor voltages
are shown. As can be seen, from the motor voltage, the number of steps is greatly increased from the
three- and six-level inverter examples shown above. The voltage and current THD in this example are 6.5
and 3.7%, respectively. It can also be seen from the capacitor voltages that the RSS algorithm is effective.

6.6 Conclusion

This chapter has presented an overview of multilevel power conversion. Multilevel voltage-source modula-
tion was introduced and formulated in terms of a per-phase switching state which related to the converter
line-to-ground voltage. Several topologies for performing multilevel power conversion were presented and
the switching states were defined to match that of the modulation. In this way, the generalized multilevel
modulation technique can be readily applied to any of the specific topologies. Two types of cascaded
multilevel topologies were discussed. The advantage of cascading multilevel converters is the large number
of voltage levels available as the result of a compounding effect of cascading process. A few laboratory
examples were given that demonstrated the performance achievable through multilevel power converters.
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7.1 Introduction

Michael Giesselmann

In this chapter, modulation techniques for power electronics circuits are discussed. Modulation tech-
niques are strategies to control the state of switches in these circuits. Switch mode is preferred to linear
operation since switches ideally do not dissipate any power in either the ON or OFF state. Depending
on the switches that are being used, it may only be possible to control the turn on instants. However,
most modern power semiconductors such as IGBTs can be turned on and off tens of thousands of times
per second on command. In parallel with the development of these modern power semiconductors, new
modulation techniques have emerged. In the following sections, a number of modulation techniques
along with their advantages and disadvantages will be discussed. Most figures have been generated using
MathCAD® 2000 [1]. The examples for the digital modulation techniques and the voltage source—based
current control techniques have been generated using PSpice®[2].
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7.2 Six-Step Modulation

Michael Giesselmann

Six-step modulation represents an early technique to control a three-phase inverter. Six-step modulation
uses a sequence of six switching patterns for the three phase legs of a full-bridge inverter to generate a
full cycle of three-phase voltages. A switch pair connected between the positive DC bus and the negative
DC bus represents a phase leg. The output terminal is the midpoint of the two switches. Only one switch
of a phase leg may be turned on at any given time to prevent a short circuit between the DC buses. One
state of the inverter leg represents the case when the upper switch is turned on whereas the opposite state
is represented by the lower switch being turned on. If each phase leg has these two states, the inverter has
2’=38 possible switching states. Six of these states are active states, whereas the two states in which either
all of the upper or all of the lower switches are turned on are called zero states, because the line-to-line
output voltage is zero in these cases. The six discrete switching patterns for six-step modulation are shown
in Fig. 7.1a to f. For clarity, free-wheeling diodes have been omitted. After the switching pattern shown
in Fig. 7.1f, the cycle begins anew with the switching pattern shown in Fig. 7.1a. Note that in subsequent
patterns, only a single inverter leg changes states. The switching patterns shown in Fig. 7.1a to f represent
the following inverter states in the following order:

+ Positive peak of Phase A
* Negative peak of Phase C
+ Positive peak of Phase B
+ Negative peak of Phase A
+ Positive peak of Phase C
+ Negative peak of Phase B

The aforementioned inverter states are equally spaced in a circle with 60° of phase shift between them.
This is illustrated in Fig. 7.2. The hexagon in Fig. 7.2 represents the trace of a voltage vector around a
circle for six-step modulation. This scheme could be extended to space vector modulation, if the voltage
vector would not make discrete 60° steps, but would alternate at high speed between two adjacent states.
The switching control would be such that the average time spend in the previous state is gradually
decreasing, whereas the average time spent in the next state is gradually increasing. Also by inserting zero
states, the magnitude of the output voltage could be controlled.

Figure 7.3 shows the phase to neutral waveform of one inverter leg for six-step operation if the neutral point
is considered the midpoint between the positive and negative bus. The resulting line-to-line output voltage
is shown in Fig. 7.4. This waveform is closer to a sinusoid than the phase to neutral voltage but it still has a
considerable amount of harmonics. Figure 7.5 shows the spectrum of the line-to-line voltage for six-step
operation normalized to the fundamental frequency. The lowest harmonic component is the 5th harmonic.

The advantages of six-step modulation are the simplicity of the procedure and the ability to use slow-
switching, high-power devices like GTOs. However, the harmonic content of the output voltage and the
inability to control the magnitude of the output voltage are serious drawbacks. Because of these drawbacks
and due to the recent advances in high-power IGBT technology, this modulation scheme is today seldom
considered for new designs.

7.3 Pulse Width Modulation

Michael Giesselmann

Pulse width modulation (PWM) is the method of choice to control modern power electronics circuits. The
basic idea is to control the duty cycle of a switch such that a load sees a controllable average voltage. To
achieve this, the switching frequency (repetition frequency for the PWM signal) is chosen high enough
that the load cannot follow the individual switching events. Switching, rather than linear operation of the
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FIGURE 7.1 (a) GTO inverter indicating conducting switches for step 1 in six step sequence. (b) GTO inverter
indicating conducting switches for step 2 in six-step sequence. (¢) GTO inverter indicating conducting switches for
step 3 in six-step sequence. (d) GTO inverter indicating conducting switches for step 4 in six-step sequence. (¢) GTO
inverter indicating conducting switches for step 5 in six-step sequence. (Continued)
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FIGURE 7.1 (Continued.) (f) GTO inverter indicating conducting switches for step 6 in six-step sequence.

Six-Step Modulation
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FIGURE 7.2  Graphical representation of the vector positions of the inverter states in a circle for six-step modulation.
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FIGURE 7.3 Phase to neutral waveform of the inverter for six-step operation.
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FIGURE 7.4 Line-to-line waveform of the inverter for six-step operation.
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FIGURE 7.5 Spectrum of the line-to-line voltage for six-step operation normalized to the fundamental frequency.

power semiconductors, is of course done to maximize the efficiency because the power dissipation in a
switch is ideally zero in both states. In a typical case, the switching events are just a “blur” to the load,
which reacts only to the average state of the switch.

PWM Signals with DC Average

There are a number of different methods to generate periodic rectangular waveforms with varying duty
cycle. A standard method is the so-called carrier-based PWM technique, which compares a control signal
with a triangular (or sawtooth shaped) waveform. Figure 7.6 shows an example of a triangular waveform
with 10-kHz repetition (switching) frequency. By comparing this signal with a reference level, which can
vary between 0 and 1V, a PWM signal with a duty cycle between 0 and 100% is generated. Because of
the triangular carrier, the relation between the reference level and the resulting duty cycle is linear.

Figure 7.7 shows an example where a PWM signal with 80% duty cycle is created. This method works
very well for duty cycles in the range from 5% up to 95% as shown in Figs. 7.8 and 7.9. However, if the
reference signal exceeds 100% or falls below 0%, the resulting PWM signal would be always on or always
off, respectively. This is called overmodulation. This regime must be avoided by proper conditioning of
the control signal. In addition, for control signals resulting in PWM signals with duty cycle values as
high as 99% or as low as 1%, the switch may never fully reach the opposite state and spend an undue
amount of time in transitions. Therefore, it is typically recommended to limit the control signal to a
range, which avoids overmodulation as well as extremely narrow pulses.
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FIGURE 7.6 Triangular carrier wave for PWM modulation with a duty cycle between 0 and 100%.
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FIGURE 7.7 Triangular carrier wave and PWM signal for 80% duty cycle.
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FIGURE 7.8 Triangular carrier wave and PWM signal for 95% duty cycle.
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FIGURE 7.9 Triangular carrier wave and PWM signal for 5% duty cycle.
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FIGURE 7.10  Spectrum of a PWM signal with 25% duty cycle.

The spectrum of a typical PWM signal with 25% duty cycle with a switching frequency of 10 kHz is
shown in Fig. 7.10. The DC magnitude of 25% is clearly visible. The harmonics are multiples of the
carrier frequency. The lowest harmonic is located at 10 kHz. This spectrum might look dramatic,
especially in comparison with Fig. 7.5, but the reader should be reminded that, due to the switching
speed of modern power semiconductors, the carrier frequency can be chosen sufficiently high that the
harmonics can be easily filtered with capacitors and inductors of small size.

PWM Signals for AC Output

In addition to a DC reference signal, any other waveform could be used as the modulation signal as long
as the highest frequency of its AC components are at least an order of magnitude less than the frequency
of the carrier signal. Figure 7.11 shows an example of a carrier waveform, which is symmetrical with
respect to the zero level. To generate a sinusoidal output voltage for an inverter, which is often desired,
this carrier can be modulated with a sinusoidal reference signal. An example is shown in Fig. 7.12. Note
that for clarity, the ratio between the carrier frequency and the frequency of the modulation signal is
lower than recommended for actual implementation. The resulting sinusoidal PWM (SPWM) voltage
drives one phase leg of an inverter. If the voltage level is +1, the upper switch is on, and vice versa. After
filtering out the switching frequency components, the resulting output voltage has the shape and fre-
quency of the modulation signal. For the remaining phase legs, the same technique, with reference signals
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FIGURE 7.12 Illustration of the generation of sinusoidal PWM (SPWM) signals.

that are phase shifted by 120 and 240°, is used. The amplitude of the output voltage can be controlled
by varying the ratio between the peak of the modulation signal and the peak of the carrier wave. If the
amplitude of the modulation signal exceeds the amplitude of the carrier, overmodulation occurs and the
shape of the fundamental of the output voltage deviates from the modulation signal.

To appreciate the spectral content of sinusoidal PWM signals, a 20-kHz triangular carrier has been mod-
ulated with a 500-Hz sinusoid with an amplitude of 80% of the carrier signal. The resulting SPWM signal is
shown in Fig. 7.13. The spectrum of this PWM signal is shown in Fig. 7.14. The fundamental with an amplitude
of 0.8 is located at 500 Hz. The harmonics are grouped around multiples of the carrier frequency [1].

It should be pointed out that this modulation scheme is far superior to the six-step technique described
earlier, because the difference between the switching frequency and the fundamental is much larger.
Therefore, the carrier frequency components can be easily removed with LC filters of small size [2]. In
addition, the amplitude of the output voltage can be controlled simply by varying the amplitude ratio
between the modulation signal and the carrier. If six-step modulation is used, the DC bus voltage would
have to be controlled in order to control the amplitude of the output voltage.
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FIGURE 7.13 20-kHz carrier modulated with 500 Hz.
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FIGURE 7.14 Spectrum of the SPWM signal shown in Fig. 7.13.
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7.4 Third Harmonic Injection for Voltage Boost of SPWM Signals

Michael Giesselmann

It can be shown (Mohan et al.[1], p. 105) that if a three-phase input voltage is rectified using a standard
three-phase rectifier, the resulting DC voltage is equal to 1.35 times the rms value of the AC line-line
input voltage. If this DC voltage is used to feed a three-phase inverter using the SPWM modulation
technique described above, the theoretical maximum AC line-line output voltage is only 82.7% of the
AC line-line input voltage feeding the rectifier (Mohan et al.[1], p. 228). To boost the output voltage
without resorting to overmodulation, the third harmonic of the fundamental frequency can be added to
the modulation signal. Figure 7.15 shows an example, where a third harmonic with an amplitude of
21.1% has been added to the fundamental modulation signal.
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FIGURE 7.16 Line-to-line signal showing the voltage boost obtained by 3rd harmonic injection.

The amplitude of the fundamental has been increased to 112% in this example. It can be seen, that
the peak amplitude of the resulting signal does not exceed the amplitude of the pure sinusoid with
100% amplitude. By inspection of Fig. 7.15 it is easy to see that the voltage—time integral will be higher
if a 3rd harmonic is added to the reference signal for the phase to neutral voltage. This voltage boost
beyond the previously mentioned value of 82.7% is very desirable, to retrofit induction motors with
adjustable speed drives in existing installations. The 3rd harmonic components exactly cancel each other
in the line-to-line voltages of the inverter. This is because the phase shift of the fundamental signals is
120° and therefore the phase shift of the 3rd harmonic is 3 X 120 = 360°. Therefore, the 3rd harmonic
voltages precisely cancel and result in a pure sinusoidal output voltage being applied to the motor. This
is shown in Fig. 7.16, which illustrates the voltage boost that is obtained.
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7.5 Generation of PWM Signals Using Microcontrollers
and DSPs

Michael Giesselmann

Modern power electronics controllers are rapidly moving toward digital implementation. Typical solu-
tions consist of microcontrollers or DSPs. In addition, coprocessors, such as the ADMC200/201 from
Analog Devices, are available that are specifically designed to support inverter control. Most of the
processors, such as the 68HC12B32 from Motorola, that are commonly used to control power electronics
have built-in hardware support for PWM generation. Figure 7.17 shows the basic principle of their digital
PWM generation.

For clarity, the circuit shown in Fig. 7.17 has only 4-bit resolution for the duty cycle of the generated
PWM signals, resulting in only 16 discrete duty cycles. In actual applications, 8 to 12 bits of resolution
is typical. In Fig. 7.17, a digital counter (74163) counts from zero to its maximum value and repeats the
cycle afterward. The count is continuously compared with a digital value representing the duty cycle
using a hardware comparator (7485). The PWM signal is available on the output of the comparator.
Figure 7.18 shows the simulation results from the example circuit shown in Fig. 7.17. The duty cycle in
this example is 3/16.

If more than one channel is present, the PWM signals can be left, right, or center aligned. To be center
aligned, up—down counters are used, which count up to their maximum count and then back to zero
before starting the next cycle. The maximum count (2" = 1) is determined by the number of stages
(bits) the digital counter has. In a digital PWM modulator each counter has an associated period register.
The content of this register determines the maximum count at which the counter resets. If this number
is less than the maximum count (2" — 1), the repetition (switching) frequency is increased and the
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FIGURE 7.17 Principle of digital PWM signal generation.
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FIGURE 7.18 Simulation results from the circuit shown in Fig. 7.17.
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resolution of the duty cycle is decreased for a given clock speed. It is often important to make the correct
trade-off between the switching frequency and the resolution.

The advantage of hardware support for PWM generation is that the processor typically only needs to
access any registers if the duty cycle is to be changed, since the period is typically only initialized once
upon program start-up. It should also be mentioned that the duty cycle registers are typically “double-
buffered,” meaning that an update of a duty cycle does not need to be synchronized with the current
state of the counter. In double-buffered systems, the new duty cycle will only be chosen once the previous
period is completed to avoid truncated PWM signals. If necessary, a software override can disable this
feature.

7.6 Voltage Source-Based Current Regulation

Michael Giesselmann

In motor drive applications, it is often desired to control directly the input current of the motor to control
the torque. DC control also limits dynamics resulting from the electrical characteristics of the machine.
Controlling the torque provides direct control over the angular acceleration, which is essential for precise
motion control. Current control is typically performed in the innermost loop of a cascaded feedback
control loop arrangement [1]. However, most power electronics converters are circuits with controllable
voltage output. To achieve current control, the voltage of the power electronics converter can be controlled
in such a way, that the desired current is obtained. Several methods can be used to achieve this:

+ A feedback control loop, typically using a PI controller can be used control the current.
+ The necessary voltage can be calculated in real time and applied to the motor.

+ The necessary voltage for fast transients can be calculated in real time and applied to the motor
and the residual error can be corrected by a PI controller.

Examples illustrating each of the schemes are described in the following. Figure 7.19 shows an example
of a DC motor in which the current is controlled by adjusting the applied voltage using a PI controller
such that the current follows the desired trajectory. The result is presented in Fig. 7.20, which shows that
the current indeed follows the desired value at all times.

Sometimes even better results and higher loop bandwidth can be obtained if known information about
the motor and the load is used to calculate the required voltage in real time. Figure 7.21 shows some
fundamental equations of a permanent magnet (PM) DC motor. Here a capacitor is used to represent
the kinetic energy stored in the machine. Therefore, the second voltage loop equation in Fig. 7.21
represents the voltage across the motor at all times. To test this theory, the “compensator” in the circuit
shown in Fig. 7.22 calculates this voltage and applies the result to the DC motor. The subcircuit of the
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FIGURE 7.19 Voltage source-based current control using a PI feedback loop.
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FIGURE 7.21 Fundamental equations for the PM DC machine.
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FIGURE 7.22 Voltage source-based current control using a feedforward approach.

compensator is shown in Fig. 7.23. The result is identical to that shown in Fig. 7.20. However, for the
correct implementation of this scheme, the load and the inertia of the system needs to be known precisely,
which is not realistic. Therefore, the best strategy is to implement the first two terms on the right side
of the second voltage loop equation in Fig. 7.21 using a compensator and to use a PI controller to eliminate

the residual error.

The advantage of the mixed (compensator and PI residual controller) approach is that the fast dynamics
are covered by the feedforward path through the compensator, whereas the effect of the slower integral
term is taken care of by the PI controller. The compensator will immediately apply the correct voltage to
overcome the ohmic resistance of the winding and to establish the correct current slope in the rotor induc-
tance. As the machine accelerates, the PI controller adds the appropriate voltage to offset the back-emf
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FIGURE 7.24 Voltage source-based current control using a feedforward approach for the fast transients and a PI
controller for the residual error.

of the motor. An example for this approach is shown in Fig. 7.24. Again, the results are identical to the
ones shown in Fig. 7.20.
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7.7 Hysteresis Feedback Control

Hossein Salehfar

This section presents a hysteresis feedback control technique for DC-DC buck converters operating in
both continuous and discontinuous conduction modes. A dead band with a high boundary above the
voltage reference and a low boundary below the voltage reference are used to avoid chattering in the
switch. The output voltage is regulated by comparing it to a reference voltage and the difference between
the two voltages (error) is used to turn ON or OFF the switch. Regardless of where the voltage starts,
switching takes place as soon as a boundary is encountered.

Initially, the switch turns ON because the output voltage of the converter is below the turn-on boundary.
The output voltage then rises at a rate limited only by the inductor, the capacitor, and the load. The
switch then turns OFF when the output voltage crosses the upper boundary and it remains OFF until
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the output voltage falls below and crosses the lower boundary where the switch is turned ON again. Once
the voltage is between the upper and lower boundaries, switching actions will keep it in that vicinity
under all conditions. This type of operation becomes independent of line, load, inductor, and capacitor
values. Hysteresis control in principle eliminates the output variations other than the ripples. The system
will stay close to the desired output voltage even if the input voltage, the load, or the component values
change. Hysteresis control also provides an immediate response to dynamic disturbances. The control
circuit is very simple and relatively straightforward to design and physically implement.

Introduction

Because of their high efficiency, compact size, and low cost, switching power supplies continue to gain
popularity. Switching power supplies could be as high as three times more efficient than linear power
supplies and in some cases eight times smaller in size. The heart of a switching power supply is its switch
control circuit. Generally, the control circuit is a negative-feedback control loop connected to the switch
through a comparator and a pulse width modulator (PWM). This control circuit regulates the output
voltage against changes in the load and the input voltage. A feedforward loop may also be used to
compensate for changes in the input voltage. Several topologies of switching power supplies have been
developed and used. DC-DC buck converters are one of the widely used topologies.

The PWM-based voltage and current mode feedback controllers used in buck converters are widely
used to improve line regulation [1]. Apparently, however, PWM voltage mode controllers have disad-
vantages. Since the input voltage is a significant parameter in the loop gain, any changes in the input
voltage will alter the gain and will change the dynamics of the system. The central issue is that a voltage
mode controller alone cannot correct any disturbances or changes until they are detected at the output.
In the voltage-based controllers the compensation loop is difficult to implement. A limitation of the
current mode controllers is the limit on the duty ratio. If the duty ratio exceeds 50%, then instability
occurs [1]. In the current mode controllers a sensing resistor is used in the current loop, which increases
the power losses in the converter. Most feedback controllers in buck converters use both the PWM voltage
and current mode controllers to produce a better steady-state response and to reduce the voltage overshoots
during start-ups.

Feedforward controllers may also be used to improve the line regulation in applications with a wide
range of input voltages and loads [1, 2]. An apparent disadvantage of these types of controllers, however,
is that the feedforward scheme with its direct sensing of the input quantities may have adverse effects
when the converter is subjected to abrupt line transients. The sensing of input voltage through the
feedforward loop may induce large-signal disturbances that could upset the normal duty cycle of the
control mode. These concerns appear to be legitimate in light of the fact that such an effect is often
observed with other forms of feedforward controls as well [2].

Most buck converters are designed for a continuous-current mode operation [3]. What if changes in
the load or input voltage cause the system to operate in a discontinuous-current mode? In these situations,
a voltage-based hysteresis feedback control circuit is a viable alternative [4-6]. Hysteresis feedback con-
trollers enable buck converters to operate in both continuous- and discontinuous-current modes. With
the ability of the system to operate in both modes, the size of the inductor and the capacitor are minimized
compared with the other standard converters where a minimum size of the inductor is required to produce
a continuous-current mode [3]. A minimum size of the capacitor is also required to limit the output
voltage ripples as well. The output voltage of a hysteresis controller is stable and exhibits a robust behavior.
The output is maintained even under extreme changes in the load, the line, or in the component values
[4]. In some cases, the hysteresis controller determines the output ripple. The voltage-based hysteresis
feedback controller presented in this section combines the advantages of both the PWM voltage and
current-based controllers but it does not require a PWM circuit. It needs only a comparator circuit,
which make it simpler and cheaper to build. Hysteresis controllers work well with DC-DC buck converters.
But they do not work with other types of DC converters. If they are used, for example, with a boost
converter, the results could be disastrous [4].
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FIGURE 7.25 The basic circuit of a hysteresis controller for buck converters.

Principles of the Hysteresis Feedback Control Circuits

The main function of a DC-DC converter is to provide a good output voltage regulation. The output
voltage must be maintained at the desired level against all changes in the input voltage or the load. The
converter must act quickly to correct errors in the output voltage due to changes in the input voltage or
in the load.

Figure 7.25 shows the basic circuit of the hysteresis controller for a buck converter. The circuit consists
of a comparator and a switch (transistor). The comparator compares the output voltage V,,, to a
«» the switch is turned OFE If V,, < V., the switch is turned ON. This

out

reference voltage V... If V,, >V,
process repeats and V,, is maintained at a value close to V... However, the circuit in Fig. 7.25 leads to
chattering in the switch. In an attempt to keep V,, equal to V,,, the switch chatters when it rapidly
turns ON and OFF as V,, moves back and forth across V... In power converters, an excessively fast
switching action associated with chattering is destructive and it is therefore essential to avoid this
condition.

Chattering is eliminated in hysteresis controllers by creating a dead band around V.. The dead band
is created by using an upper boundary above V.. and a lower boundary below V,.. The space between
the two boundaries is the dead band. Figure 7.26 shows the circuit of the hysteresis controller with a
dead band. R, and R, resistors are added to the control circuit to provide the required dead band. The
values of R, and R, determine the upper boundary and the lower boundary of the dead band.

The comparator in Fig. 7.26 is a Schmitt trigger. The input voltage V, of the positive terminal of the
op-amp is no longer a fixed reference voltage V. as is the case in the basic comparator (without R, and
R,) in Fig. 7.25. V, now depends on V,;, V,, R,, and R,. It switches from one boundary of the dead band
to another. During the initial start-up of the buck converter, the input to the negative terminal (-) of
the op-amp (V,,,) is a small positive value and is less than V. The amplifier will be saturated so that
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FIGURE 7.26 The basic circuit of the hysteresis controller with a dead band.
V., = V_, thus the switch is turned ON. V, then becomes

R,V R,V
V+_ 20+ 1V ref

= 7.1
Ri+R, R;+R, (7.1)

As time progresses, V,, will increase gradually in the positive direction. The output voltage, V,, remains
unchanged at V until V,, is equal to V.. The op-amp will then enter its linear region and V, will decrease
and thus V, will decrease as well. This process will continue until V, reaches zero and the op-amp will

again saturate. The voltage V, will no longer be given by Eq. (7.1) but is given:

_ Rl Vref

V., = 7.2
" R, +R, (7.2)

Equations (7.1) and (7.2) represent the control boundaries of the control circuit. Equation (7.1) defines
the upper boundary and Eq. (7.2) gives the lower boundary of the dead band. The dead band is computed
by subtracting Eq. (7.2) from Eq. (7.1). The dead band is given by Eq. (7.3).

AD, = (7.3)

R, and R, may be chosen to give the required value of AD,/V,.
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FIGURE 7.27 Time behavior of a buck converter under hysteresis control.

ut

When the output voltage V,, is inside the dead band, the switch is OFF. Regardless of where the voltage
starts, switching starts as soon as a boundary is encountered. In Fig. 7.27 the converter start-up process
is below the turn-on
boundary. The output voltage rises from 0 to V..., at a rate limited only by the inductor (L), the capacitor
(C), and the load. The transistor then turns OFF as the voltage crosses the upper boundary and remains

is illustrated. The transistor turns ON initially because the output voltage V,

ut

OFF until the output voltage falls below and crosses the lower boundary where the transistor is turned
ON at V... Once the voltage is between the boundaries, switching actions will keep it within the control
boundaries under all conditions.

The operation of the system becomes independent of the line, the load, the inductor, and the capacitor
values. The system will stay close to the desired output voltage V.. even if the component values or the
load changes drastically. A major drawback of this, however, is that the controller gives rise to an
overvoltage during start-ups. But this problem can be solved by choosing the correct inductor and
capacitor values that will allow the system to rise exponentially and settle somewhat close to the desired
output voltage, while maintaining the desired ripple voltage. Initial voltage overshoots during start-ups
can sometimes damage loads that are sensitive to high voltages or they may trigger the overvoltage
protection circuits. Thus, it is essential to prevent such occurrences from happening.

Design Procedure

In the steady-state mode, the output voltage of the converter depends on the input voltage (V;,), the
switching frequency (f;), and the on duration of the switching period (#,,). This output voltage is given
in Eq.(7.4):

Vout = tonfsvin = Dvin (74)
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The product t,, f. is defined as the duty ratio D. The output voltage V,, is regulated by changing D while
f, is kept constant. This method is widely used in DC-DC converters. Another approach to regulating
V,u 1 to vary f, and keep D constant. However, this method is undesirable because it is difficult to filter
the ripples in the input and output signals of the converter.

The hysteresis control of the buck converter is a fixed boundary control. V,, is regulated by the
switching action of the switch as V,, crosses the upper or the lower boundary of the dead band of the
hysteresis. In the hysteresis control of converters, f, as well as D are not fixed values, but they change with
the converter conditions. For a given set of converter parameters, both f, and D are determined by the
boundaries of the hysteresis. The frequency f, and the duty ratio D are not used as control parameters
in the design of hysteresis controllers. However, using a hysteresis controller, the basic operating principles
of the buck converter do not change. The output voltage ripples of the converter depend on the dead
band of the controller. As the dead band increases or decreases, the output voltage ripples will increase
or decrease as well. The voltage ripple specifications can be guaranteed by setting the dead band of the
controller at 50% of the ripple specifications with a suitable inductor value.

A properly designed hysteresis controller has excellent steady-state and dynamic properties. Its response
quickly changes from its starting point to its desired operating value. Fixed boundary controllers have
some important operating advantages. These controllers are stable under extreme disturbance conditions
and can be chosen to directly guarantee the ripple specifications or other operating issues in a converter.
The implementation of the hysteresis controller is illustrated by a design example.

Design Example

A DC-DC buck converter with voltage-based hysteresis control is designed to verify the method discussed
in this section. Let V,, =5V and let the load vary between 1 and 5 Q. The input voltage V,, also varies
between 16 and 24 V with a nominal value of 20 V. The maximum ripple voltage is set at +£1%. A nominal
switching frequency of f, = 100 kHz is chosen. The output voltage ripple is then

A"/out 20/

_ = 0

Vnut (75)
AVy = 0.02x5 = 0.1V

out

The dead band is chosen to be 50% of the output voltage ripple to account for the small increase in
the ripple level due to the natural response of the RLC circuit of the converter, after the switch is turned
OFF, and to meet the required voltage ripple specification. The system will not meet the voltage ripple
specification if the dead band is chosen to be equal to the output voltage ripple. The dead band is then

AD, = 0.5%0.1 = 0.05V (7.6)
Eq. (7.3) is solved for R;:
\%4
= ° 1 .
R = Ry(55-1) (77)

Let R, =100 Q and V, = 10 V. Then R, is
R, =100(10/0.05 — 1) = 19900 Q

These resistor values produce a dead band that meets the output ripple specification. The maximum and
minimum values of the load current are

I = V,u/R

out,max out’ ¥ min

=5/1=5A (7.8)
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and

I =V, /R

out,min out’ “¥max

=5/5=1A (7.9)

Let the inductor current and the capacitor voltage swings be 10%. The inductor must limit the current
swing at maximum load. The total current swing is as follows. Since

AL oy
Iout,max - °
using Eq. (7.8), Iyma = 5 A, then
Al = 0.1x5 = 05A (7.10)
The capacitor voltage swing is
Ave _ 10%
AV(’Ut B °
AV, =0.1x0.1 = 0.01V (7.11)

The equivalent series resistance (ESR) of the capacitor C must be included in the calculations. Since the
waveform of the output ripple voltage is approximately sinusoidal, the output ripple voltage is then

AV = J(AV) + (AVie) (7.12)

where AV, is the voltage ripple across the capacitor resistance R.. Note that AVy. is usually much
greater than AV, Thus a close approximation of the peak-to-peak output voltage ripple is obtained as

follows:
A‘/out = A‘/RC
=AILR,
= (Al - AIR)R, (7.13)

With the result from Eq. (7.10), the inductor L is

Voul(Vin B Vout) 5(20 - 5)
L= = =75 uH 7.14
V. fAL 20(100000)0.5 H (7.14)
The value of the capacitor is
AL 0.5
C= = = 62.5uF = 65uF 7.15
8fAV. _ 8(100000)0.01 s " (7.15)
The value of ESR of the capacitor can be determined from Eq. (7.13):
AV,
R w__ 0l _ 50 (7.16)

T AL-Al;  05-01
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FIGURE 7.28 The output voltage of the buck converter using feedback hysteresis control.

The output waveform of the buck converter at 1 A load is shown in Fig. 7.28. As can be seen in Fig. 7.28,
there are no excessive voltage overshoots during the start-up of the converter and V,,, is kept within the
specified boundaries of the hysteresis.

Transient overshoots, undershoots, and recovery times to step changes in the load and in the input
are important performance parameters in buck converters. Since the current in the inductor cannot
change instantaneously, the transient response is inherently inferior to that of the linear converters. The
recovery time to step changes in the line and in the load is controlled by the characteristic of the feedback
loop of the controller. Transient overshoots and undershoots resulting from step load changes can be
analyzed and calculated in the following manner. The AC output impedance is

V.-V
Zoy = — o 7.17
out Alload ( )
Since
di;
V,=-L — 7.18
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and

_cdv (7.19)

Iout dt

thus,

LAI
out (7.20)

Loy = —————
o ( Vin - Vout) C

As a result, for an increasing current, the change in the output voltage will be as follows:

LA
V4 out (7.21)

AV, = ot
ot ( Vin - Vout) C

out,min

= Al

out

and for a decreasing current, the change in the output voltage is

LAL
A‘/out,max = V Oét (722)

out

The transient undershoot for a load change from 1 to 5 A can be determined from Eq. (7.21).

AV - LAL. _ 0000075(5- 1)’
oumin = (Y 9C (20 - 5)0.000065

= 1231V (7.23)

The transient overshoot for the load change from 5 to 1 A can be determined using Eq. (7.22).

LAL,  0.000075(5 1)
Ay LAL, o0 = 3692V 7.24
out,max Voutc 5(0.000065) ( )

Simulation Results

A DC-DC buck converter with a hysteresis feedback control circuit is constructed and simulated using
the PSpice program. The results of the simulation were then compared to the theoretical results obtained
in Egs. (7.23) and (7.24) above. Figure 7.29 shows the results from the simulation. The transient behavior
of the output voltage and the current of the converter can be obtained from Fig. 7.29. The maximum
transient overshoot voltage for a load change from 5 to 1 A is found to be

AV yimax = 6.3463 =5 = 1.3463 V (7.25)
and the minimum transient undershoot voltage for a load change from 1 to 5 A is

AV min = 5.0—3.4724 = 1.5276 V (7.26)

These results show that the controller has significantly reduced the overshoot transient. The overshoot
value from the simulation is 36.47% of the theoretical value obtained using Eq. (7.24). However, a small
increase in the undershoot transient is observed. The undershoot value from the simulation increased
by 24.1% compared to the value obtained from Eq. (7.23). One can also see that the system has gone
from a continuous-current mode to a discontinuous-current mode and back to a continuous-current
mode. The switch is turned OFF when the output voltage crosses the upper boundary. The system then
degrades linearly until it is back into a continuous-current mode where the switch is turned ON again
and it continues its switching operation within the continuous-current mode region.
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FIGURE 7.29 Simulation results, showing the transient analysis of the output voltage and current of the hysteresis
feedback control for DC-DC buck converters.

Experimental Results

A DC-DC buck converter with a hysteresis feedback control circuit was physically built to verify the
method under variable input and load conditions. The converter was built using an International Rectifier
IRF540 power MOSFET, an International Rectifier Schottky MBR1045 diode, an inductor L = 75 uH,
and a filter capacitor C = 65 uF. The DC input voltage, V;,, was set between 16 and 24 V, the nominal
output voltage, V,,, was 5 V and the load resistance R, 4 was set between 1 and 5 €. The hysteresis
feedback control circuit was built using a Motorola MC34081 operational amplifier as a comparator with
a slew rate of 25 V/uS and resistors R, = 19900 €, R, = 100 Q. The resulting waveforms were observed
using the Lab-View program on a Pentium II PC. The output voltage waveform of the converter for a
load change from 1 to 5 A, and vice versa, is shown in Fig. 7.30 with the input voltage V,, fixed at a
nominal value of 20 V.
As expected, the transient undershoot for a load change from 1 to 5 A is found to be

AVyymin = 5.05-4.55 = 0.5V (7.27)
which is 32.73% of that obtained from simulation and 40.62% of the theoretical value determined by
Eq. (7.23). The transient overshoot for a load change from 5 to 1 A is found to be

AV,

out,max

= 575-505 =07V (7.28)

which is 51.99% of that obtained from simulation and 18.96% of the theoretical value obtained using
Eq. (7.24). The recovery time to the steady-state value of 5V after an overshoot or undershoot is somewhat
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FIGURE 7.30 The transient response of the output voltage as load changes from 1 to 5A, and vice versa.
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FIGURE 7.31 The transient response of the output voltage for a load change from 2 to 3 A, and vice-versa.

longer as compared to that from the simulation. This is due to the natural response of the RLC circuit
in the system. The response decays gradually toward the steady-state value.

Figure 7.31 shows another transient response for a load change from 2 to 3 A, and vice versa. Here
the recovery time to the steady-state value of 5 V is much shorter compared to the result shown in
Fig. 7.30. Because the overshoot and the undershoot transients in this case are minimal, the resulting
response time is much faster. This is mainly because the switching frequency is dependent on the natural
response of the RLC circuit. The switching will only occur when the transient is within the boundary
limits. Thus, one of the disadvantages of this type of feedback controller is a slower response time.

The waveform of the start-up transient response of the converter at 1-A load is shown in Figs. 7.32
and 7.33. These figures indicate that there are no excessive voltage overshoots during the start-up of the
converter. Furthermore, the output ripple voltage of the converter is within the desired specification.
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FIGURE 7.32 The start-up transient response at 1-A load.

5.056
5.04
5.03
5.02
5.01
5.00
4.99
4.98
4.97
4.96
495
4.94
4.93
4.92
4.9
4.90

Vo ut

Time
FIGURE 7.33 Zoom-in for the start-up transient response at 1-A load in Fig. 7.32.

From Fig. 7.33, one finds the ripple voltage to be

AV,

out

= 4.995-497 = 0.025V = 25 mV (7.29)
which is five times less than the desired specification. The waveform of the start-up transient response

of the converter at 5 A load is shown in Figs. 7.34 and 7.35. As expected, here also there are no excessive
voltage overshoots during the start-up.
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FIGURE 7.34 The start-up transient response at 5-A load.
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FIGURE 7.35 Zoom-in for the start-up transient response at 5-A load in Fig. 7.34.

The output voltage ripple of the buck converter is still within the desired specification. From Fig. 7.35,
the ripple voltage is determined to be

AV,, = 5.05-5.02 = 0.03 = 30 mV (7.30)

which is within the desired specification. The waveform of the output voltage due to changes in the input
voltage is shown in Fig. 7.36. The input voltage was sequentially changed from the nominal value of 20 V
to 16 V to 24 V to 16 V and back to 20 V again. The load was fixed at 1 A.

As can be seen from Fig. 7.36, there is a small discrepancy in the output voltage due to changes in the
input voltage. The output voltage is no longer maintained at a steady-state value of 5 V. Moreover, at the
switching times between different levels of the input voltage, the output seems to decrease suddenly to
zero and then returns back to a value close to 5 V. However, these sudden and sharp drops in the output
voltage were not actually observed on the scope used for measurements. These sharp voltage drops seem
to be caused by the slow response of the data acquisition card used in the experiment. Figure 7.37 shows
another output voltage transient response to the same input voltages as the previous case except now the
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FIGURE 7.36 The output voltage response to various step changes in the input voltage at 1-A load.
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FIGURE 7.37 Output voltage response to various step change of input voltage at 2.5-A load.

load was fixed at 2.5 A. As Fig. 7.37 shows, there is an increase in the discrepancy of the output voltage.
As the load increases and the input voltage decreases, the output voltage drops proportionally. But, on
the other hand, as the input voltage increases, the output voltage maintains its steady-state value close
to5V.

Conclusions

A voltage-based hysteresis feedback control circuit for DC-DC buck converters has been discussed in this
section. Details of the design and analysis of the control circuit were presented. The basic concept of the
controller was verified using simulation and actual experimental results. Results have shown that the buck
converter with hysteresis control has a good load regulation. Line regulation is good over a wide range
of load values. However, line regulation is good only over a limited range of input voltage values. The
best values of line regulation were obtained at low-load resistance values. The buck converter with
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hysteresis control is simple to design and implement and it is suitable for practical applications. The
hysteresis feedback loop decreases the overshoots in the buck converter. Results have also shown that the
switching frequency of the buck converter with hysteresis control is dependent on the RLC circuit of
the converter which causes a slow response time. A study of the dynamic behavior of the hysteresis
controller to improve its response time is recommended for future research.
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7.8 Space-Vector Pulse Width Modulation
Hamid A. Toliyat and Tahmid Ur Rahman

One of the most preferred pulse width modulation (PWM) strategies today is space-vector modulation

(SVPWM). This kind of scheme in voltage source inverter (VSI) drives offers improved bus voltage
utilization and less commutation losses. Three-phase inverter voltage control by space-vector modulation
includes switching between the two active and zero voltage vectors so that the time interval times the
voltages in the chosen sectors equals the command voltage times the time period within each switching
cycle. During the switching cycle the reference voltage is assumed to be constant as the time period
would be very low. By simple digital calculation of the switching time one can easily implement the
SVPWM scheme. However, the switching sequence may not be unique.

How the SVPWM Works

For a three-phase voltage source inverter as depicted in Fig. 7.38, each pole voltage may assume one of
the two values depending upon whether the upper switch or the lower switch is on. Therefore, only
eight combinations of switches are possible; these are shown in Fig. 7.39. Of these, two of them have
zero states. Zero states occur when either the upper three or the lower three switches are conducting
simultaneously.

The switches are termed as SA1, SA2 for pole A, SB1 and SB2 for pole B, and SC1 and SC2 for pole
C. Different states are defined as follows:

A = 0if SA1 off and SA2 on
1 if SA1 on and SA2 off
B = 0 if SB1 off and SB2 on
1 if SB1 on and SB2 off
C = 0if SC1 off and SC2 on

1 if SC1 on and SC2 off
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FIGURE 7.38 Six-switch voltage source inverter.

The instantaneous values of the line-to-line voltages of the inverter can be obtained from the above
logic relations given by

Vig = Vo(A=B)
Ve = Va(B-0) (7.31)
Vea = Va(C—-A)

where Vg is the DC bus voltage and V5, Vi, Vi, are the line-to-line voltages. The line-to-neutral voltages

are given by

Vi = 3(Vag—Vea)

(Ve = Vap) (7.32)

1
3
1

V, = =
BT 3

1

Ve = g(VCA_ Vie)

Replacing the values of line-to-line voltages in the previous set of equations yields the line-to-neutral
voltages of the inverter:

v
V, = ?dC(ZA—B—C)

V.
Vy = -;—c(zB— C-A) (7.33)

V.
Ve = ?dC(ZC—A—B)
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FIGURE 7.39 Possible switching pattern of the inverter.

For state 1, the values are
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By using the following transformation for a balanced three-phase system, the space vector for sector
1 with @ and 8 components is given by

Va
V 2 o o]
s :J;I c?slzo €0s240 v, (7.35)
Vg 0 sinl120° co0s240°

Ve

Therefore, for the first sector space vector V,; will be given by

v, = ﬁvdce"’ (7.36)

All the other six nonzero states are given by

V, = ﬁvdcej(k*l>6°° (7.37)

where the values of k vary from 1 to 6.

This divides the plane into six equal regions within a regular hexagon. These voltage vectors are of
equal magnitude and mutually phase-displaced by 60°. Figure 7.40 shows the realizable voltage space
vectors for a three-phase VSI. Whenever the reference vector is in a sector, the switches work according
to the time interval T,, and T,,,, set by the projection of the vector on the adjacent sides as shown in
Fig. 7.41. The [111] and the [000] states are defined as the zero states and they lie on the origin. Suppose
it is necessary to generate a space-vector modulator for the following voltage system:

Van = Vl COS(CUmt— 7’)
Vi, = Vicos(w,t+ 120 —7) (7.38)
V., = Vicos(w,t—120-7)
jsp
A
Vs3 VSQ
sect 2 M =1.15
sect 3 M =.5
sect 1
Ve @ L
sect 4 sect 6
sect 5
VsS VS6

FIGURE 7.40 Possible space vectors.
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The system of voltages can be resolved into two components. These components in the stationary o
and B axes are given as below:

Vso( = VISin(wmt_ 7)

(7.39)
Vi = =V cos(@,t-7)
These two voltages can be combined as
\75 = v, e}(w,,,tfy) e eJ(meO)
2 j(@,,1-90) . (7.40)
= [=MV,ye assuming 7 to be zero
3

where M is the modulation index. The voltage vector refers to a circular trajectory within the hexagon
with an angular frequency of @,,. The maximum voltage that can be achieved is proportional to the
radius of the largest circle inscribed within the hexagon.

Implementation

First the position of the rotating vector is computed by taking the arctangent of the ratio between its two
different quadrature axes components. The switching time interval calculation is the tricky part for this
scheme. If the voltage vector lies in the first sector, the time intervals can be expressed as depicted in
Fig. 7.41. o

To synthesize a reference voltage vector V. to its adjacent states and to obtain a minimum switching
frequency for that the total cycle T, should be divided into three segments T,,,, T',,.;, T,. Using simple
geometry in Fig. 7.41 yields

Tm + Tm+1 + TO = Tcycle

- _ - (7.41)
Vrefx Tcycle = Tm X Vsm + Tm+l X VS(m+l)
For a voltage vector residing in the first sector the equation can be expressed as
\T,efxTCyde =T ><\751+T2><\752 (7.42)

By taking the components of the reference voltages in the quadrature axis,

T,
T

cycle

sinf = sin60°

x|V,

‘ Vref
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or

sin
T, = Tege X
27 o sin60°
where
‘T
M = | ot (7.43)
‘ VsZ
Similarly it can be shown that
sin(60° — 6)
T, = Togq XMX ————~
! cycle sin60°

The rest of the cycle can be divided between and T;, and Tj. This can be expressed as

T,

cycle

-T,-T, =T, (7.44)

Switching Signals

As has been mentioned previously, the switching sequence is not unique. Of all these, the most prominent
uses minimum inverter switching frequency, which is obtained by transitioning from one inverter state
to another only by switching one inverter pole. The total zero time is divided between the two zero states.
Figure 7.42 clearly demonstrated the switching in Sector 1. Here, the cycle begins in State 0, i.e., [000],
with each inverter pole being successively toggled until State 8, [111], is obtained. The pattern is then
reversed to complete the modulation cycle. Figure 7.42 shows the times from the start of each modulation
cycle at which the inverter poles are toggled, T,,,, Tn and T, respectively. Taking the variations from
one sector to another into consideration, it is possible to tabulate these times as functions of both the
active and zero state times. It can be easily seen that from one state to the other only one inverter pole
is toggled.

The other type of switching is a bus-clamped one. Under this scheme, the switching is done in one
sector using two inverter poles only. One of the poles remains clamped to the higher node. This makes
switching easier. This is also called a 60° bus-clamped scheme because the pole is clamped for 60° (see
Fig. 7.43). Now, one can alternate between [111] and [000] for the zero states in adjacent sectors. It is
termed odd 60° bus-clamped switching if state 8 or [111] is used in odd sectors and vice versa.

For example, in case of a space vector in the first sector, the switching will be done according to the
sequence [111], [110], [100], [110], [111]. So the upper switch of A is clamped to the positive terminal.
The next sector would have a switching pattern that would look like this: [000], [010], [110], [010],
[000]. Here the lower switch of C will be clamped to the negative terminal and all of the inverter legs
will toggle when there is a change in sector. It is worth noting that the even sector only uses the [000] states.

In implementing space-vector modulation on a DSP or microcontroller, one must limit the space
vector voltage. The required voltage can sometimes be over the range of the inverter. This may occur in
cases where one needs to use current regulation from a current controller. There are two ways to limit
the current. One is to limit it by the radius of the circle inscribed within the hexagon and the other one

by limiting the interval time within T,,.
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FIGURE 7.44 The modulating function of space-vector modulation with harmonic contents.

The limiting conditions can be given by the following equations:

(Vi)' +(Vep) > [V (7.45)
Tm + Tm+l < Tcycle (746)

As mentioned previously, space-vector modulation provides 15% more bus utilization. The space-
vector modulating function can be expressed as a sinusoidal and a triangular distorting waveform with
a frequency three times the fundamental. This results in flattening of the peaks of the modulation signal,
and, hence, a higher maximum voltage is achieved. This is shown in Fig. 7.44.
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Switch-mode power supplies represent a particular class of variable structure systems (VSS), and they can
take advantage of nonlinear control techniques developed for this class of system. Sliding-mode control,
which is derived from variable structure system theory [1, 2], extends the properties of hysteresis control
to multivariable environments, resulting in stability even for large supply and load variations, good
dynamic response, and simple implementation.

Some basic principles of sliding-mode control are first reviewed. Then the application of the sliding-
mode control technique to DC-DC converters is described. The application to buck converter is discussed
in detail, and some guidelines for the extension of this control technique to boost, buck-boost, Ciik, and
SEPIC converters are given. Finally, to overcome some inherent drawbacks of sliding-mode control,
improvements like current limitation, constant switching frequency, and output voltage steady-state error
cancellation are described.
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8.1 Introduction

Switch-mode power supplies (SMPS) are nonlinear and time-varying systems, and thus the design of a
high-performance control is usually a challenging issue. In fact, control should ensure system stability
in any operating condition and good static and dynamic performances in terms of rejection of input
voltage disturbances and load changes. These characteristics, of course, should be maintained in spite of
large input voltage, output current, and even parameter variations (robustness).

A classical control approach relies on the state space averaging method, which derives an equivalent
model by circuit-averaging all the system variables in a switching period [3-5]. On the assumptions that
the switching frequency is much greater than the natural frequency of system variables, low-frequency
dynamics is preserved while high-frequency behavior is lost. From the average model, a suitable small-
signal model is then derived by perturbation and linearization around a precise operating point. Finally,
the small-signal model is used to derive all the necessary converter transfer functions to design a linear
control system by using classical control techniques. The design procedure is well known, but it is generally
not easy to account for the wide variation of system parameters, because of the strong dependence of
small-signal model parameters on the converter operating point. Multiloop control techniques, such as
current-mode control, have greatly improved power converter dynamic behavior, but the control design
remains difficult especially for high-order topologies, such as those based on Cik and SEPIC schemes.

The sliding-mode approach for variable structure systems (VSS) [1, 2] offers an alternative way to imple-
ment a control action that exploits the inherent variable structure nature of SMPS. In particular, the converter
switches are driven as a function of the instantaneous values of the state variables to force the system trajectory
to stay on a suitable selected surface on the phase space. This control technique offers several advantages in
SMPS applications [6-19]: stability even for large supply and load variations, robustness, good dynamic
response, and simple implementation. Its capabilities emerge especially in application to high-order
converters, yielding improved performances as compared with classical control techniques.

In this chapter, some basic principles of sliding-mode control are reviewed in a tutorial manner and
its applications to DC-DC converters are investigated. The application to buck converters is first discussed
in details, and then guidelines for the extension of this control technique to boost, buck-boost, Cuk,
and SEPIC converters are given. Finally, improvements like current limitation, constant switching fre-
quency, and output voltage steady-state error cancellation are discussed.

8.2 Introduction to Sliding-Mode Control

Sliding-mode control is a control technique based on VSS, defined as systems where the circuit topology
is intentionally changed, following certain rules, to improve the system behavior in terms of speed of
response, stability, and robustness. A VSS is based on a defined number of independent subtopologies,
which are defined by the status of nonlinear elements (switches); the global dynamics of the system
is, however, substantially different from that of each single subtopology. The theory of VSS [1, 2] provides
a systematic procedure for the analysis of these systems and for the selection and design of the control
rules. To introduce sliding-mode control, a simple example of a second-order system is analyzed. Two
different substructures are introduced and a combined action, which defines a sliding mode, is presented.
The first substructure, which is referred as substructure I, is given by the following equations:

3&1 = X,
f o

x; = —-K-x,

where the eigenvalues are complex with zero real part; thus, for this substructure the phase trajectories
are circles, as shown in Fig. 8.1 and the system is marginally stable. The second substructure, which is
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FIGURE 8.1 Phase-plane description corresponding to substructures I and II.

referred as substructure II, is given by

3&1 =X,
{ (8.2)

Xy = +K~x1

In this case the eigenvalues are real and with opposite sign; the corresponding phase trajectories are
shown in Fig. 8.1 and the system is unstable. Only one phase trajectory, namely, x, = —qx,(q = JK),
converges toward the origin, whereas all other trajectories are divergent.

Divide the phase-plane in two regions, as shown in Fig. 8.2; accordingly, at each region is associated
one of the two substructures as follows:

Region I:  x; - (x, + cx;) < 0 = Substructure I
Region IT:  x,; - (x, + cx;) > 0 = Substructure II

where c is lower than g. The switching boundaries are the x, axis and the line x, + ¢x; = 0. The system
structure changes whenever the system representative point (RP) enters a region defined by the switching
boundaries. The important property of the phase trajectories of both substructures is that, in the vicinity
of the switching line x, + cx, = 0, they converge to the switching line. The immediate consequence of
this property is that, once the RP hits the switching line, the control law ensures that the RP does not
move away from the switching line. Figure 8.2a shows a typical overall trajectory starting from an arbitrary
initial condition P, (x,, Xx,,): after the intervals corresponding to trajectories P, — P, (substructure I) and
P, — P, (substructure II), the final state evolution lies on the switching line (in the hypothesis of ideal
infinite frequency commutations between the two substructures).

This motion of the system RP along a trajectory, on which the structure of the system changes and
which is not part of any of the substructure trajectories, is called the sliding mode, and the switching line
X, + ¢x; = 0 is called the sliding line. When sliding mode exists, the resultant system performance is
completely different from that dictated by any of the substructures of the VSS and can be, under particular
conditions, made independent of the properties of the substructures employed and dependent only on
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the control law (in this example the boundary x, + cx; = 0). In this case, for example, the dynamic is of
the first order with a time constant equal to 1/c.

The independence of the closed-loop dynamics on the parameters of each substructure is not usually
true for more complex systems, but even in these cases it has been proved that the sliding-mode control
maintains good robustness compared with other control techniques. For higher-order systems, the control
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rule can be written in the following way:

N
O = f(x),...,xy) = Zcixi =0 (8.3)

i=1

where N is the system order and x; are the state variables. Note that the choice of using a linear com-
bination of state variable in Eq. (8.3) is only one possible solution, which results in a particularly simple
implementation in SMPS applications.

When the switching boundary is not ideal, i.e., the commutation frequency between the two substruc-
tures is finite, then the overall system trajectory is as shown in Fig. 8.2b. Of course, the width of the
hysteresis around the switching line determines the switching frequency between the two substructures.

Following this simple example and looking at the Figs. 8.1 and 8.2, it is easy to understand that the
conditions for realizing a sliding-mode control are:

* Existence condition: The trajectories of the two substructures are directed toward the sliding line
when they are close to it.

* Hitting condition: Whatever the initial conditions, the system trajectories must reach the sliding
line.

« Stability condition: The evolution of the system under sliding mode should be directed to a stable
point. In Fig. 8.2b the system in sliding mode goes to the origin of the system, that is, a stable
point. But if the sliding line were the following:

Region I:  x, - (x, + cx,) < 0 = Substructure I
Region II:  x, - (x, + cx,) > 0 = Substructure II

where ¢ < 0, then the system trajectories would have been as shown in Fig. 8.2c. In this case, the resulting
state trajectory still follows the sliding line, but it goes to infinity and the system is therefore unstable.

The approach to more complex systems cannot be expressed only with graphical considerations, and
a mathematical approach should be introduced, as reported below.

8.3 Basics of Sliding-Mode Theory

Consider the following general system with scalar control [1, 2]:

x = f(x, t, u) (8.4)

where x is a column vector and f is a function vector, both of dimension N, and u is an element that can
influence the system motion (control input). Consider that the function vector f is discontinuous on a
surface o(x, t) = 0. Thus, one can write:

+

f'(x, t,u" f 0
f(x,t,u)z{ xthu)  for 0= (8.5)

f(x,t,u) for 0—>0

where the scalar discontinuous input u is given by

{Lf' for o(x)>0 (8.6)

u for o(x)<0

The system is in sliding mode if its representative point moves on the sliding surface o(x, t) = 0.
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Existence Condition

For a sliding mode to exist, the phase trajectories of the two substructures corresponding to the two different
values of the vector function f must be directed toward the sliding surface o(x, ) = 0 in a small region
close to the surface itself. In other words, approaching the sliding surface from points where o < 0, the
corresponding state velocity vector f must be directed toward the sliding surface, and the same must
happen when points above the surface (o > 0) are considered, for which the corresponding state velocity
vector is f'. Indicating with subscript N the components of state velocity vectors f* and f~ orthogonal
to the sliding surface one can write:

lim fy <0 limVo f <0

0—0 :> o—0 (8.7)
limfy >0 imVo-f >0

00 o0

where Vo is the gradient of surface o. Since

N
do do dx;
dt - ox; dt (8.8)
the existence condition of the sliding mode becomes
lim ‘;_o-< 0
oot at
= limo9%<0 (8.9)
. do o—o dt
lim — >0
o0 dt

When the inequality given by Eq. (8.9) holds in the entire state space and not only in an infinitesimal
region around the sliding surface, then this condition is also a sufficient condition that the system will
reach the sliding surface.

Hitting Conditions

Let [x'] and [x ] be the steady-state RPs corresponding to the inputs u" and u~ Eq. (8.6), respectively.
Then a simple sufficient condition, that will be used later in the application of the sliding mode control
to switch-mode power supplies, for reaching the sliding surface is given by:

[x'] € o(x) <0, [x]€eox)>0 (8.10)

In other words, if the steady-state point for one substructure belongs to the region of the phase space
reserved to the other substructure, then sooner or later the system RP will hit the sliding surface.

System Description in Sliding Mode: Equivalent Control

The next focus of interest in the analysis of VSS is the behavior of the system operating in sliding regime.
Consider here a particular class of systems that are linear with the control input, i.e.,

x = f(x, t) + B(x, t)u (8.11)

where xe R", fandBe 3V, ue R
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The scalar control input u is discontinuous on the sliding surface o(x, t) = 0, as shown in Eq. (8.6),
whereas f and B are continuous function vectors. Under sliding mode control, the system trajectories
stay on the sliding surface, hence:

ox,t)=0 = o(x,t) =0 (8.12)

N
j _do  ~dodx; S
o(x,t) = E = ._laﬁ =Vo-x = Gx (8.13)

where G is a 1 by N matrix whose elements are the derivatives of the sliding surface with respect to the
state variables. By using Egs. (8.11) and (8.13),

Gx = Gf(x, 1) + GB(x, )i, = 0 (8.14)

where the control input u was substituted by an equivalent control u,, that represents an equivalent
continuous control input that maintains the system evolution on the sliding surface. On the assumption
that [GB]_1 exists, from Eq. (8.14) one can derive the expression for the equivalent control:

U = —(GB) " Gf(x, 1) (8.15)

Finally, by substituting this expression into Eq. (8.11),

x = [I-B(GB) ' G]f(x, 1) (8.16)

Equation (8.16) describes the system motion under sliding-mode control. It is important to note that
the matrix I — B(GB) ™' G is less than full rank. This is because, under sliding regime, the system motion
is constrained to be on the sliding surface. As a consequence, the equivalent system described by Eq. (8.16)
is of order N — 1. This equivalent control description of a VSS in sliding regime is valid, of course, also
for multiple control inputs. For details, see Refs. 1 and 2.

Stability

Analyzing the system behavior in the phase-plane for the second-order system, it was found that the
system stability is guaranteed if its trajectory, in sliding regime, is directed toward a stable operating
point. For higher-order systems, a direct view of the phase space is not feasible and one must prove
system stability through mathematical tools. First consider a simple linear system with scalar control in
the following canonical form:

X = Xit1 1i=1,2,...,N—-1

. (8.17)
XN = Zaij]- +bu
j=1
and
N N i-1
o(x, t) = chxv = Zcu =0 (8.18)
’ i=l o i=l Cdr

The latter equation completely defines the system dynamic in sliding regime. Moreover, in this case
the system dynamic in sliding mode depends only on the sliding surface coefficients ¢, leading to a system
behavior that is completely different from those given by the substructures defined by the two control
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input values «" and . This is a highly desirable situation because the system dynamic can be directly
determined by a proper ¢; selection. Unfortunately, in the application to DC-DC converters this is possible
only for the buck topology, whereas for other converters, state derivatives are not only difficult to measure,
but also discontinuous. Therefore, we are obliged to select system states that are measurable, physical,
and continuous variables. In this general case, the system stability in sliding mode can be analyzed by
using the equivalent control method Eq. (8.16).

8.4 Application of Sliding-Mode Control to DC-DC
Converters—Basic Principle

The general sliding-mode control scheme of DC-DC converters is shown in Fig. 8.3. U, and u, are input
and output voltages, respectively, while i;; and ug; (i=1+r,j=r+ 1+ N — 1) are the internal state
variables of the converter (inductor currents and capacitor voltages). Switch S accounts for the system
nonlinearity and indicates that the converter may assume only two linear subtopologies, each associated
to one switch status. All DC-DC converters having this property (including all single-switch topologies,
plus push-pull, half and two-level full-bridge converters) are represented by the equivalent scheme of
Fig. 8.3. The above condition also implies that the sliding-mode control presented here is valid only for
continuous conduction mode (CCM) of operation.

In the scheme of Fig. 8.3, according to the general sliding-mode control theory, all state variables are
sensed, and the corresponding errors (defined by difference to the steady-state values) are multiplied by
proper gains ¢; and added together to form the sliding function ©. Then, hysteretic block HC maintains
this function near zero, so that

N
c=YcE=0 (8.19)
=1

Observe that Eq. (8.19) represents a hyperplane in the state error space, passing through the origin. Each
of the two regions separated by this plane is associated, by block HC, to one converter sub structure. If one
assumes (existence condition of the sliding mode) that the state trajectories near the surface, in both regions,

it 3

dc/dc converters

S,

HC
mtinle

FIGURE 8.3 Principle scheme of a SM controller applied to DC-DC converters.
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are directed toward the sliding plane, the system state can be enforced to remain near (lie on) the sliding
plane by proper operation of the converter switch(es).

Sliding-mode controller design requires only a proper selection of the sliding surface Eq. (8.19), i.e.,
of coefficients ¢; to ensure existence, hitting, and stability conditions. From a practical point of view,
selection of the sliding surface is not difficult if second-order converters are considered. In this case, in
fact, the above conditions can be verified by simple graphical techniques. Instead, for higher-order
converters, like Cuk and SEPIC, the more general approach outlined in Section 8.5 must be used.

One of the major problem of the general scheme of Fig.8.3 is that inductor current and capacitor
voltage references are difficult to evaluate, because they generally depend on load power demand, supply
voltage, and load voltage. This is true for all basic topologies, except the buck converter, whose dynamic
equations can be expressed in canonical form Eq. (8.17). Thus, for all converters, except the buck topology,
some provisions are needed for the estimation of such references, strongly affecting the closed-loop dynam-
ics, as discussed in the following sections.

8.5 Sliding-Mode Control of Buck DC-DC Converters

It was already mentioned that one of the most important features of the sliding-mode regimes in VSS is
the ability to achieve responses that are independent of system parameters, the only constraint being the
canonical form description of the system. From this point of view, the buck DC-DC converter is partic-
ularly suitable for the application of the sliding-mode control, because its controllable states (output
voltage and its derivative) are all continuous and accessible for measurement.

Phase-Plane Description

The basic buck DC-DC converter topology is shown in Fig. 8.4.
In this case it is more convenient to use a system description, which involves the output error and its
derivative, i.e.,

X, = ua_Ua

dx, du, i (8.20)
X, = — = = —
T odr 4t~ C
L i
oYY
S +
+
Ug() D C= u,sR
S = “on”, D = “off” S = “off’, D = “on”
(L L i,
Omm0> I oo T ——y
S + L +
+ < +
UQC) Shap u, 3 R Ug() P ¢ -|- Uo R

FIGURE 8.4 Buck DC-DC converter topology and related substructures corresponding to two different switch
positions.

© 2002 by CRC Press LLC



7

FIGURE 8.5 (a) Phase trajectories of the substructure corresponding to u = 1; (b) Phase trajectories of the sub-
structure corresponding to u = 0; (c) Subsystem trajectories and sliding line in the phase-plane of the buck converter.

The system equations, in terms of state variables x; and x, and considering a continuous conduction
mode (CCM) operation can be written as

klzxz

. X % U U: (8.21)
X, = ——-——=+—"2u

LC RC LCIC

where u is the discontinuous input, which can assume the values 0 (switch OFF) or 1 (switch ON). In
state-space form:

X = Ax+Bu+D

0 1 0 0 (8.22)
Al 1 BEup PE
LC RC LC "LC

Practically, the damping factor of this second-order system is less than 1, resulting in complex conjugate
eigenvalues with negative real part. The phase trajectories corresponding to the substructure 1 =1 are shown
in Fig. 8.5a for different values of the initial conditions. The equilibrium point for this substructure is
Xpeg = U, — U, and Xeq = 0. Instead, with u = 0 the corresponding phase trajectories are reported in
Fig. 8.5b and the equilibrium point for this second substructure is x,, = ~U, and Xpeq = 0.

Note that the real structure of Fig. 8.5b has a physical limitation due to the rectifying characteristic of
the freewheeling diode. In fact, when the switch S is OFF, the inductor current can assume only non-
negative values. In particular, when i; goes to zero it remains zero and the output capacitor discharge
goes exponentially to zero. This situation corresponds to the discontinuous-conduction mode (DCM)
and it poses a constraint on the state variables. In other words, part of the phase-plane does not correspond
to possible physical states of the system and so need not be analyzed. The boundary of this region can
be derived from the constraint i, = 0 and is given by the equation:

%

1 U,

Xy = —ﬁxl—R—é (823)

which corresponds to the straight line with a negative slope equal to —1/RC and passing through the
point (=U,, 0) shown in dashed line in Fig. 8.5b. In the same figure, the line x, = —U, is also reported,
which defines another not physically accessible region of the phase-plane, i.e., the region in which u, < 0.
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Selection of the Sliding Line

It is convenient to select the sliding surface as a linear combination of the state variables because the
results are very simple to implement in the real control system and because it allows the use of the
equivalent control method to describe the system dynamic in sliding mode. Thus, we can write:

o(x) = c;x;+x, = C'x =0 (8.24)

where C' = [}, 1] is the vector of sliding surface coefficients which corresponds to G in Eq. (8.13), and
coefficient ¢, was set to 1 without loss of generality.

As shown in Fig. 8.5¢, this equation describes a line in the phase-plane passing through the origin,
which represents the stable operating point for this converter (zero output voltage error and its derivative).
By using Eq. (8.21), Eq. (8.24) becomes

o(x) = c;x;,+x1 =0 (8.25)

which completely describes the system dynamic in sliding mode. Thus, if existence and reaching condi-
tions of the sliding mode are satisfied, a stable system is obtained by choosing a positive value for c,.
Figure 8.5c reveals the great potentialities of the phase-plane representation for second-order systems.
In fact, a direct inspection of Fig. 8.5¢c shows that if we choose the following control law:

(8.26)

0 for o(x)>0
1 for o(x)<0

then both existence and reaching conditions are satisfied, at least in a small region around the system
equilibrium point. In fact, we can easily see that, using this control law, for both sides of the sliding line
the phase trajectories of the corresponding substructures are directed toward the sliding line (at least in
a small region around the origin). Moreover, the equilibrium point for the substructure corresponding
to u = 0 belongs to the region of the phase-plane relative to the other substructure, and vice versa, thus
ensuring the reachability of the sliding line from any allowed initial state condition. From Eq. (8.5) it is
easy to see that the output voltage dynamics in sliding mode is simply given by a first-order system with
time constant equal to 1/¢,. Typical waveforms with ¢, = 0.8/RC are reported in Fig. 8.6.
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FIGURE 8.6 (a) Phase trajectories for two different initial conditions (¢, = 0.8/RC); (b) Time responses of normal-
ized output voltage u,y and normalized inductor current i,y (¢, = 0.8/RC) (initial conditions in P,).
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Existence Condition

Let us analyze more precisely the existence of the sliding regime for the buck converter. From the sliding-
mode theory, the conditions for the sliding regime to exist are (see Eq. 8.9):

~ C'Ax+C'Bu'+C'D<0  for 0<o(x)<é&
o(x) = (8.27)

C'Ax+C'™Bu +C'™D>0  for —£<0(x)<0

where £ is an arbitrary small positive quantity. Using Eqgs. (8.22) and (8.24) these inequalities become

A(x) = (cl——l—)xz—i-éxl—L—é<0 for 0<o(x)<é&

lz(x)z(c,—R—C)xz—Exl+ TC >0 for —-&<o(x)<0

Equations A,(x) = 0 and A,(x) = 0 define two lines in the phase-plane with the same slope passing
through points (U, 0) and (U, = U,, 0), respectively. The regions of existence of the sliding mode
are depicted in Fig. 8.7 for two different situations: (1) ¢, > 1/RC, and (2) ¢; < 1/RC. As we can see,
the increase of ¢, value causes a reduction of sliding-mode existence region. Remember that the sliding
line coefficient ¢, determines also the system dynamic response in sliding mode, since the system
dynamic response results are of first order with a time constant 7 = 1/¢,. Thus, high response speeds,
i.e., T < RC, limit the existence region of the sliding mode. This can cause overshoots and ringing
during transients.

To better understand this concept, let us take a look to some simulation results. Figure 8.7 shows the
phase trajectories of a buck converter with sliding-mode control for two different ¢, values where the
initial condition is in (U, 0): when the slope of the sliding line becomes too high, as shown in Fig. 8.7a,
the system RP hits first the sliding line at a point outside the region of the existence of the sliding mode.
As a consequence, the switch remains in a fixed position (open in this case) until the RP hits the sliding
line again, now in a region where the existence condition is satisfied.

o(x)=0 A Xk Yo
A

X2

a) \s\ i|_ =0

FIGURE 8.7 Regions of existence of the sliding mode in the phase-plane: (a) ¢, > 1/RC; (b) ¢, < 1/RC.
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FIGURE 8.8 Time responses of normalized inductor current i (a) and normalized output voltage u, (b) at
different ¢, values (k = ¢,RC).

The time responses of the normalized inductor current i;; and output voltage 1,y for different ¢, values
are reported in Fig. 8.8a and b respectively (i;y = i,/I, u,y = u,/U,). Note that with ¢, = 1/RC neither the
inductor current nor the output voltage has overshot during start-up.

Current Limitation

As we have seen from Fig. 8.8b, a fast output voltage dynamic calls for overshoots in the inductor current
i;. In fact, the first part of the transient response depends on the system parameters, and only when the
system RP hits the sliding line at a point belonging to the existence region is the system dynamic dictated
by the sliding equation (for the buck converter it is actually independent of the converter parameters
and dependent only on the sliding coefficient ¢;). The large inductor current could not be tolerated by
the converter devices for two reasons: it can cause the inductor core to saturate with consequent even
high-peak current value or can be simply greater than the maximum allowed switch current. Thus, it is
convenient to introduce into the controller a protection circuit that prevents the inductor current from
reaching dangerous values. This feature can be easily incorporated into the sliding-mode controller by
a suitable modification of the sliding line. For example, in the case of buck converters, to keep constant
the inductor current we have to force the system RP on the line:

1 ILmax U;
ok s e (8.28)

X, = —

Thus, the global sliding line consists of two pieces:

X, 1 Uo) .
ALY B A f I
O_/(X) — RC X C( Lmax R or 93 > Lmax

1%, + X, for i <Ij ..

(8.29)

The phase plane trajectories for a buck converter with inductor current limitation and with ¢, = 2/RC
are shown in Fig. 8.9, and the corresponding normalized inductor current transient behavior is shown
in Fig. 8.10. It is interesting to note that Eq. (8.29) gives an explanation of why the fastest response
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FIGURE 8.9 Phase trajectories for a buck converter with inductor current limitation (¢, = 2/RC).
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FIGURE 8.10 Time response of normalized inductor current i, of a buck converter with current limitation
(¢, = 2/RC).

without overshoots is obtained for ¢, = 1/RC. In fact, if ¢, = 1/RC and I,,,,, = U,/R the two pieces of the

sliding line 6’ become a single line and thus the inductor current reaches its steady-state value U,/R
without overshoot.

8.6 Extension to Boost and Buck-Boost DC-DC Converters

For boost as well as buck—boost DC-DC converters, the derivative of the output voltage turns out to be
a discontinuous variable, and we cannot express the system in canonical form as was done for the buck
converter. Following the general scheme of Fig. 8.3, the inductor current and output voltage errors are
chosen as state variables, i.e.,

x =i-1
(8.30)
x, = u,—U,
where the current reference I' depends on the converter operating point (output power and input

voltage). Choosing the same control law Eq. (8.26) of the buck converter, together with the following
sliding line:

o(x) = x;+gx, = C'x =0 (8.31)
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FIGURE 8.11 Boost converter with sliding-mode control.

it can be easily seen [13] that both existence and reaching conditions are satisfied (the former at least in
a small region enclosing the origin) as long as

g<— £ (8.32)

for both converters. However, current reference signal I" is not usually available in practice, and some
alternative techniques for its estimation are needed. One possible solution is to derive this reference signal
directly from the inductor current by using a low-pass filter, as shown in Fig. 8.11. This estimation clearly
affects the dynamic behavior of the sliding-mode control. To understand the closed-loop dynamics of
this approach, we need to include the additional state variable introduced by the low-pass filter, i.e.,

di’ 1. 1.
el A i 8.33
dt Tl 11 ( )

Taking into account the boost converter, we can represent the overall system, choosing as state variables:

X, =1
x, = u,—U, (8.34)
Xy =1
Xx = Ax+Bu+D (8.35)
0 0 0 U, Y,
0 -k L t
A= RC , B=|i|, D=y
L | c “RC
T T 0 0
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The sliding line becomes a sliding surface in the phase space:

o(x) = x,+gx,— x5 = C'x =0 (8.36)

where C" = [1, g —1] is the vector of the sliding surface coefficients and x;, — x; represents now the
inductor current error. Fortunately, the existence conditions analysis for the system Eq. (8.35) leads to
the same constraint (8.32), which can be derived without accounting for the low-pass filter dynamic
[13]. However, unlike the buck converter, Eq. (8.32) does not directly give information on the system
stability and on the possible values of filter time constant 7.

Stability Analysis

In the following, a procedure similar to the equivalent control method is used to derive a suitable small
signal model for the system Eq. (8.35) in sliding mode. The starting point is the small-signal state space
averaged model of the boost converter [3]:

% = Ax+Bil,+Cd (8.37)
AN
0 -= 0
7 i !
’ U,
oo 5 "D'RC
-0 - 0
LT 7

~ PPN 2 oA T . .
where X = [X1, X2, x3]T = [i, 4,,1 ] and D’=1-D.In Eq. (8.37), the dynamic equation of the low-
pass filter Eq. (8.33) was added to the original boost equations. From the sliding surface definition we
can write:

ox) = (i-i)+g(u,-U)) =i—1 +gi, = C'x (8.38)

where C" = [1, g, —1] and the steady-state values X of the state variables coincide with the corresponding
reference values X . Now, if the system is in sliding regime, we can write

6(x) = 0= o(x) = C'% = 0 (8.39)

From Egs. (8.37) and (8.39) we can derive an expression for the duty-cycle perturbation as a function
of the state variables and the input, which, substituted into Eq. (8.37), yields:

X = AX+Bi, (8.40)

In Eq. (8.40), which represents a third-order system, one equation (for example, the last one correspond-
ing to the variable x;) is redundant and can be eliminated by using the equation ¢ = 0. The result is the
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following second-order system:

%= Ak +Byil,  X=[%, %l (8.41)
g g(i_l)
1 C RC 7 1 -g gL
Ap = - , BT=+( ) where k =1-=2
kD L(gL _2) kD'RC\ | D'RC
C RC\D't

Equation (8.41) completely describe the system behavior under sliding mode control. Moreover, they
can be used to derive closed-loop transfer functions like output impedance and audiosusceptibility, which
allows meaningful comparison with other control techniques. As far as system stability is concerned, by
imposing positive values for the coefficients of the characteristic polynomial we obtain

0<g<gui = RiD (8.42)
and
T> Tit = LZ ' ! (843)
DR 14 _2_
RD’g

It is interesting to note that constraint (8.42) coincides with the existence condition given by (8.32).

As an example of application of the discussed analysis, Fig. 8.12 reports the converter audiosuscepti-
bility and output impedance predicted by the model and experimentally measured in a boost converter
propotype [13] with the following parameters: U, =24V, U,=48V, P, =50 W, f, = 50 kHz, L = 570 uH,
C =22 uF, 7= 0.4 ms, g = 0.35. With this value of sliding coefficient g, the stability analysis shows that
the filter time constant 7 must be greater than 38 us for stable operation. Moreover, the chosen value of
400 us guarantees no output voltage overshoots during transient conditions, as depicted in Fig. 8.13,
which reports simulated waveforms of the startup of the boost converter where the output voltage was
precharged at the input voltage value.

Output impedance Audiosusceptibility

[dB Q] 1 [dB] AT
open loop - open loop
30 8 a)
a)
20 closed loop 44— H
| AT k. b) | ised loop
10 16 | ]
b) ™
0 ™ ! ki
028 by
g
100 Tk 10k 100 1k 10k
Frequency [HZ] Frequency [Hz]

FIGURE 8.12 Comparison between model forecast and experimental results: (a) open loop; (b) closed loop.
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TABLE 8.1 Values of 7,

crit

and g, for Boost and Buck-Boost Topologies

Boost Buck-Boost
Seri RCD’ RC D’
L L D
L 1 L
Terit B 2 ’2
DR D L
1+-—=— _pH L
RD'g i) R+(2-D )RC
i [A]
Uo V] L N AMM

WY

200 0.2 0.4 0.6 0.8 0¢ 0.2 0.4 0.6 0.8

time [ms] time [ms]

FIGURE 8.13 Output voltage and inductor current at startup of a boost converter (output capacitor precharged
at input voltage).

The same stability analysis can be applied also to buck—boost converters. As a result, the critical value
for the low-pass filter time constant 7, and g are given in Table 8.1.

8.7 Extension to Cik and SEPIC DC-DC Converters

As a general approach to high-order converters like Ciuk and SEPIC, a sliding function can be built
as a linear combination of all state variable errors x;, i.e., 0(X) = Zf\ilcix,-, as depicted in Fig. 8.3.
This general approach, although interesting in theory, is not practical. In fact, it requires sensing of
too many state variables with an unacceptable increase of complexity as compared with such standard
control techniques as current-mode control. However, for Cuk and SEPIC converters a reduced-order
sliding-mode control can be used with satisfactory performances with respect to standard control
techniques [9-11]. In this case, some sliding coefficients are set to zero. In particular, for Cik and
SEPIC converters, the sensing of only output voltage and input inductor current was proposed and
the current reference signal was obtained, as for the boost and buck-boost converter, by using a low-
pass filter. Taking the SEPIC converter as an example, the resulting scheme with reduced-order
implementation is reported in Fig. 8.14. Of course, the same scheme can be applied to Cuk converters
as well.

To give design criteria for selection of sliding-mode controller parameters, the system must be repre-
sented in a suitable mathematical form. To this purpose, the converter equations related to the two
subtopologies corresponding to the switch status are written as

<-
I

A,.v+F,  switchon, (8.44)

<-
|

= Aoffv + Foff switch Off, (8.45)
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FIGURE 8.14 SEPIC converter with sliding-mode control.

where v = [i}, i, u;, uz]T is the state variable vector. These equations are combined in the following form
(VSS)

v = Av+Bu+F, (8.46)

where u is the discontinuous variable corresponding to the switch status and matrices A, B, F are given by
A=Ay F=F (8.47)

B = (A, = Ay)V + (Fo, — Fop) (8.48)

It is convenient to write the system Eq. (8.47) in terms of state variables error x;, where x = v — Vv,
being V' = (I}, I,, U}, U] the vector of state variable references. Accordingly, system equations become

x = Ax+Bu+G, (8.49)

where G= AV + F,

Existence Condition

Assuming that the switch is kept on when o is negative and off when o is positive, we may express the
existence condition in the form (see Eq. 8.9):

Jo

E:CTAx+CTG<0 0<o<é
5 (8.50)
.a.‘t.’chAx+cTB+cTG>0 -£<0<0,

where & is an arbitrary small positive quantity. Inequalities (8.50) are useful only if state variable errors
x; are bounded; otherwise, (8.50) must be analyzed under small-signal assumption. In this latter case,
satisfying (8.50) means enforcing the existence condition in a small volume around the operating point,
and this is equivalent to ensuring the stability condition as demonstrated in Ref. 13.

Hitting Condition

If sliding mode exists, a sufficient hitting condition is

C'A,<0 (8.51)
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FIGURE 8.15 Root locus of closed-loop system for variation of low-pass filter time constant of the SEPIC converter
[13].

where A, is the fourth column of matrix A [1, 2]. This yields the following constraint

Ci Cu
-—-=—=x<0 (8.52)
nL, R;C,
where ¢; and ¢, are the sliding line coefficients for the input current and output voltage errors, respectively,
and n is the ratio between the second and the primary transformer windings.

Stability Condition

This issue must be addressed taking into account the effect of the time constant 7 of the low-pass filter
needed to extract the inductor current reference signal. To this purpose the small-signal analysis carried
out for the sliding-mode control of boost converters can be generalized [13]. This can be used to derive
useful design hints for the selection of sliding surface coefficients and filter time constants. As an example,
from the small signal model in sliding mode, similar to (8.41), the root locus of closed-loop system
eigenvalues can be plotted as a function of the low-pass filter time constant as shown in Fig. 8.15 in the
case of a SEPIC converter [11]. Note that the system become unstable for low value of time constant 7.
A similar analysis can be applied to Ctik converters as well.

8.8 General-Purpose Sliding-Mode Control Implementation

Compared to the current control, the sliding-mode approach has some aspects that still must be improved.
The first problem arises from the fact that the switching frequency depends on the rate of change of
function o and on the amplitude of the hysteresis band. Since ¢ is a linear combination of state-variable
errors, it depends on actual converter currents and voltages, and its behavior may be difficult to predict.
This can be unacceptable if the range of variation becomes too high. One possible solution of the problem
related to the switching frequency variations is the implementation of a variable hysteresis band, for
example, using a PLL (phase locked loop). Another simple approach is to inject a suitable constant-
frequency signal w into the sliding function as shown in Fig. 8.16 [10].If, in the steady state, the amplitude
of w is predominant in o}, then a commutation occurs at any cycle of w. This also allows converter
synchronization to an external trigger. Instead, under dynamic conditions, error terms x; and x, increase,
w is overridden, and the system retains the excellent dynamic response of the sliding mode. Simulated
waveforms of ramp w;, and Oy, Oy signals are reported in Fig. 8.17.

The selection of the ramp signal w amplitude is worthy of further discussion. In fact, it should be
selected by taking into account the slope of function oy and the hysteresis band amplitude, so that
function oy hits the lower part of the hysteresis band at the end of the ramp, causing the commutation.
From the analysis of the waveform shown in Fig. 8.17, we can find that the slope S, of the external ramp
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FIGURE 8.17 Simulated waveforms of ramp w, and oy, o; signals.

must satisfy the following inequality

AB

s 20 _
<> §T.

S (8.53)

r

where AB represents the hysteresis band amplitude and S, is the slope of function o, during the switch
on-time. Note that, in the presence of an external ramp, signal o,; must have a nonzero average value to
accommodate the desired converter duty cycle (see Fig. 8.17). Of course, a triangular disturbing signal
w is not the only waveform that can used. A pulse signal has been used alternatively as reported in Ref. 12.
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The second problem derives from a possible steady state error on the output voltage. In fact, when the
inductor current reference is evaluated using a low-pass filter, then the current error leads naturally to
zero average value in steady state. Thus, if the sliding function, due to the hysteretic control or due to
the added ramp signal w, has nonzero average value, a steady-state output voltage error necessarily
appears. This problem can be solved by introducing a PI action on sliding function to eliminate its DC
value (see Fig. 8.16). In practice, the integral action of this regulator is enabled only when the system is
on the sliding surface; in this way, the system behavior during large transients, when o can have values
far from zero, is not affected, thus maintaining the large-signal dynamic characteristics of sliding-mode
control. A general-purpose sliding-mode controller scheme that includes the aforementioned improve-
ments, together with reduced-order implementation in the case of Ciik and SEPIC converters and a
possible implementation of current limitation by means of another hysteretic comparator and an AND
port, is reported in Fig. 8.16. Experimental results of this scheme are reported in Refs. 10 and 11.

8.9 Conclusions

Control techniques of VSS find a natural application to SMPS, since they inherently show variable
structure properties as a result of the conversion process and switch modulation. Thus, the sliding-mode
control represents a powerful tool to enhance performance of power converters. Sliding-mode control is
able to ensure system stability even for large supply and load variations, good dynamic response, and
simple implementation, even for high-order converters. These features make this control technique a
valid alternative to standard control approaches.

The application of the sliding-mode control technique to DC-DC converters is the focus of this chapter.
The application to buck converters is discussed in detail, whereas for the extension of this control technique
to boost, buck—boost, Ctk, and SEPIC converters only some design guidelines are given. Finally, such
improvements as current limitation, constant switching frequency, and output voltage steady-state error
cancellation are outlined. This control approach can also be effectively used in other applications, not
discussed here, such as inverters [14, 18], power factor controllers [16], and AC power supplies [17].
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DC Motor Drives

Ralph Staus 9.1 DC Motor Basics
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9.3  DC Drive Basics
9.4  Transistor PWM DC Drives
9.5 SCR DC Drives

9.1 DC Motor Basics

The DC motor consists of two basic parts: a stationary magnetic field and a current-carrying coil on the
armature. The force produced by the interaction of these two components produces a torque that causes
the armature to rotate. The stationary magnetic field is produced by a permanent magnet for many small
DC motors. Large and extended speed range motors use an electromagnet to produce the stationary field
permitting the drive to control the field strength. The armature coils consists of a series of individual
coils connected to the DC power source through a commutator and brushes. As the armature rotates,
the commutator switches successive coils into the circuit to keep the armature coil and magnetic poles
in the same relative position.

The field flux ¢ (Eq. 9.1) is a function of the field current I; and a proportionality constant k. The
torque T produced (Eq. 9.2) is related to the field flux and armature current i, by the proportionality
constant k,. The speed of a DC motor is controlled by the torque produced by the motor and the torque
required by the load. When the motor torque exceeds the load requirement, the rotational speed of the
motor increases.

0 = kI, (9.1)
T = k,oi, (9.2)

The armature current is in response to the applied voltage V (Eq. 9.3) and is opposed by a counter-
voltage (e,) produced by the armature coil rotating through the stationary magnetic field and the armature
resistance (R,). The countervoltage (Eq. 9.4) produced by the armature is proportional to the strength
of the stationary field and the rotational speed (S). Below the rated base speed of the motor the current
in the stationary magnetic field coil is kept constant. Therefore, at values below base speed the DC motor
speed is a function of the applied voltage and resistive loss in the armature.

V = e, +R,i, (9.3)

e, = k,0S (9.4)
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Some DC motors have an additional winding in series with the armature to increase field strength in
proportion to the armature current. With this series field, the voltage at the motor terminals is propor-
tional to the speed of the motor without the reduction due to armature resistance. The improved
performance permits open-loop speed control providing a reasonable steady-state response.

These equations for DC motor speed control are valid for steady-state analysis but do not account for
the inertia of the motor or the inductance of the armature winding. To provide for a quick response, the
DC drive must provide additional torque (current) to overcome the motor inertia and additional voltage
to overcome the armature inductance.

DC motors are often used at greater than the base speed of the motor. Base speed is the rotational
speed where the motor produces rated horsepower at rated torque. Below this speed, the motor may be
operated at rated torque without overloading. Above base speed, the motor torque must be limited to
prevent exceeding the horsepower limit.

9.2 DC Speed Control

The first applications of variable-speed control for large (10 to 1000 Hp) motors are known as the Ward
Leonard Motor-Generator (M-G) systems (Fig. 9.1). In these systems a large constant-speed AC motor
is mechanically coupled to a DC generator. The voltage produced by a DC generator is a function of
rotational speed and the strength of the magnetic field. Controlling the field current of the generator
with a rheostat can efficiently control the voltage produced by the generator operating at a constant
speed. A rheostat in the generator field circuit controlled the field current of a few amps while the DC
generator produced current in hundreds of amps at the controlled voltage. The speed of the connected
motor is a function of the voltage supplied by the generator and the field current of the motor. When
the same DC generator powers several DC motors, rheostats in each of the motor field circuits allow
individual motor speed control.

State-of-the-art steel industry bar mills through the 1950s used M-G systems. A typical mill installed
in 1952 used a 7500 hp synchronous AC motor coupled to three DC generators. One generator was
electrically connected to the reversing mill, the second connected to the two-high mill, and the third
connected to the bar mill so the voltage applied to each could be separately controlled. The reversing
mill and the two-high mill motors were operated with full field current to enable the use of the full
torque capability of the motors. To enable the use of small rheostats to control significant generator field
current that would be varied continuously, a small M-G was applied with the main generator field as its
load. The use of armature contactors for direction and field current rheostats for generator voltage control
provided the full range of required voltages.

The bar mill consisted of five motors each requiring individual speed control. The product (steel bar)
exit speed of each reduction stand must match the entering speed of the subsequent stand. The exit speed
of each stand is a function of the entering speed and the bar reduction. In the mill, the speed of the
product exiting a stand increased if the reduction rolls were moved closer together by the operator on

AC Motor DC Generator DC Motor
AC Variable
Power Speed
Load
Generator Motor
field field
current current

FIGURE 9.1 M-G system.
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the production floor. As the floor operator adjusted the roll gap to produce the proper size, the field
currents required adjustment. A second operator would monitor the size of the loop formed between
the stands and adjust the rheostats to compensate for the roll gap changes.

With the introduction of semiconductors, systems were installed to take advantage of the diode. In
the 1960s, large DC motors were replacing steam power turbines at many mills. Rather than installing a
M-G set, a diode bank and an associated transformer provided a constant DC power source. The DC
motor and gear reducers were selected to operate above base speed in the constant horsepower range.
The goal was to increase efficiency and reduce maintenance costs. In the M-G set, both the AC motor
and the DC generator were less then 100% efficient and each required maintenance of brushes and
bearings. The solid-state constant DC voltage source increased efficiency and reduced maintenance costs.
Speed regulation still used rheostats and the motor speed control was open loop. One significant disad-
vantage of the diode DC voltage source compared with the M-G source was the inability to regenerate
power. Motor speed could not be reduced rapidly without having a bank of resistors to dissipate the excess
energy. The M-G set would convert from a consumer of electric power to a supplier when the load speed
was faster than the desired.

Transistor developments in the 1960s and 1970s brought further gains to large DC motor control.
With the introduction of transistorized field current regulators, the motor speed was controlled electron-
ically with a rapid closed-loop response. A small DC generator, referred to as a tachometer, provided a
voltage proportional to the motor speed. The transistor field current regulator compared the tachometer
feedback to the speed set point and adjusted the field current to control the motor speed.

The use of rheostats and early transistor regulators were inefficient for speed control when applied in
the armature circuit. With the development of new systems using pulse width modulated (PWM) voltage
regulators, the armature voltage for small motors could be controlled. Systems up to several horsepower
were successfully applied to DC motors using permanent magnet fields. The power dissipated by the
transistor when gated-on is minimal and the power while gated-off is zero. However, the power the transistor
is required to dissipate while turning on and off limited the size of these systems. The application of PWM
transistors as field current regulators to large DC motors of hundreds of horsepower provided the efficiency
and closed-loop response of transistorized control to large systems.

The introduction of thyristor or silicon-controlled rectifiers (SCRs) provided for the revolution in
control of large DC motors. SCRs were applied in both the field current regulators and the armature
voltage regulators. With the SCR came increased efficiency, the ability to regenerate power, and high
power capability. DC drives and motors from a few horsepower to hundreds of horsepower could be
operated and controlled efficiently in all four quadrants when powered by three-phase line voltage. In
addition, systems were developed for DC-to-DC control for the operation of battery-powered equipment.

The latest development in the DC motor control is the introduction of the insulated gate bipolar
transistor (IGBT) to large power systems. These transistors have a fast switching time that reduces the
power the transistor is required to dissipate. With the introduction of the IGBT came a movement to apply
the concepts and lessons learned to large AC systems. Predictions were made that DC systems were obsolete
and would soon be replaced. However, DC systems have proved to be dependable and cost-effective. They
are still being applied when the application is suitable for economic reasons.

9.3 DC Drive Basics

Speed regulation in analogue drives is accomplished with a proportional—-integral-derivative (PID) reg-
ulator for the voltage output. The input to the equation was the speed error and the output is used to
drive the voltage regulator. A faster response is obtained by using the output of the PID equation as the
input to the current regulator. A second PID regulator uses the output of the current regulator as an
input to control the voltage. When additional speed is required, additional current is called for. The
current regulator call for more voltage force increased current. The increased current provides additional
torque resulting in increased speed.
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In analog drives, a field current regulator provides the current for full field except when speed greater
than base speed is required. The regulator monitors armature voltage and reduces the field current when
the armature voltage is driven above rated values. Since the armature current is proportional to the
motor torque and the current regulator is clamped at the rated value, an armature voltage above the rated
value indicates the speed regulator output for a speed above the base value. Motor speed is proportional
to armature voltage and inversely proportional to field current (see Eq. 9.5). Therefore:

+ Reducing the field current reduces the field flux (Eq. 9.1).

+ Reducing the field flux reduces the armature counter emf (Eq. 9.4).

+ Reducing the armature counter emf increases the armature current (Eq. 9.3).
+ Increasing the armature current increases the motor torque (Eq. 9.2).

+ Increasing the motor torque increases the motor speed.

+ Increasing the motor speed causes the regulator to decrease the armature voltage.

The system stabilizes with the armature voltage at base value and the field reduced within the range
referred to as “weak field.”

Modern digital microprocessor drives use a lookup table to determine the proper field current for the
motor speed. The velocity feedback is fed to the field current regulator along with the armature voltage
to determine the correct value of field current.

9.4 Transistor PWM DC Drives

The transistor PWM drive (Fig. 9.2) provides an efficient control for small motors nominally less
then 5 hp. These drives operate at voltages and current levels limited by the transistors selected. The
incoming AC voltage is rectified and filtered. The transistors are switched on/off to provide an average
DC voltage (Fig. 9.3) to the motor. A switching frequency of 4 to 10 kHz prevents the motor speed from
responding to individual cycles of the switching supply. The use of permanent magnet motors eliminated
the need for field current regulators. A dedicated transformer determines the DC voltage supplied to the
transistor regulator. The transformer is selected to provide the most efficient level of filtered DC and is

an integral part of the drive system.
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FIGURE 9.3 Transistor PWM output.
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9.5 SCR DC Drives

DC drives for large DC motor use thyristors, commonly called SCRs, to convert incoming three-phase
AC voltage to a regulated DC value. The use of 12 SCRs allows operation of the drive in all four quadrants
of operation. The four quadrants are:

Forward motoring

Forward braking, regenerating power
Reverse motoring

Reverse braking, regenerating power

L s

During operation in each of these quadrants, the SCRs are gated on at a phase angle to provide the DC
voltage required. The angle is defined as the time in degrees from when the AC phase becomes the most
positive or negative. The connection of the SCRs from the incoming AC power source to the drive output
is shown in Fig. 9.4. The AC waveform in Fig. 9.5 starts with the SCRs from A phase to DC+ and B phase
to DC— gated on. At 40° after the crossing point of the AC voltage, the SCR connects C phase to DC—.
When this SCR begins to conduct, the B phase to DC— turn off. At 60° later the B phase to DC+ SCR is
gated on and the motor is now connected from phase B to C. SCRs then connect B-A, C-A, C-B, A-B

Armature voltage regulator

]{ ]{ ]{ }! }! }!
DC Motor
AC % Variable
Power Speed
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]{ ]{ ]{ }! }! }!
£X
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. 454
FIGURE 9.4 SCR system.
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FIGURE 9.5 SCR system output.
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before restarting the sequence with A-C. The resultant DC output waveform is shown in Fig. 9.5 as is its
relation to the AC waveform. The resultant average DC is a function of the phase angle. The average DC
output for 40°, 32°, and 24° firing phase angles is illustrated. The DC drive would function as a rectifier
if the SCRs were gated on with a phase angle of 0°. The SCR provides unique advantages for the DC
drive. First, the voltage across the SCR during the turn-on time is significantly less than the voltage
switched in PWM drives. Second, the SCR does not switch off with current flowing. When the subsequent
SCR turns on, the SCR is reverse-biased and current flow stops. The power consumed by the switching
device is a function of the switched voltage, the switched current, and the switching time. The disadvan-
tage of the SCR drive is the distortion of the AC power waveform due to line notching. The SCR proved
to be well suited for operation at 480 V AC and from 10 to 1000 A.

Field current regulators require only single-phase power and only four SCRs. The field winding in the
motor has significant inductance and the additional voltage ripple from using a single-phase source does
not induce significant ripple in the field flux. In addition, the field is never operated with a negative
current, eliminating the need for the complementary set required in the armature circuit when reversing
the direction of the motor.

The disadvantage to SCR drives is the distortion to the incoming power waveform and the currents
drawn during switching. As the drive switches from phase A to B, the drives turn on the SCR for phase
B while the phase A SCR is conducting. Since the phase A SCR has a finite time requirement to stop
conduction, this effectively shorts the two phases together. Additional inductance must be added to reduce
the current during this time. The quantity of inductance required from isolation transformers or line
reactors is based on the motor, drive, and power source parameters. The commutating inductance has
been neglected in Fig. 9.5 for simplicity.
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10.1 Introduction

Brushless DC (BLDC) motors are synchronous motors with permanent magnets on the rotor and
armature windings on the stator. Hence, from a construction point of view, they are the inside-out version
of DC motors, which have permanent magnets or field windings on the stator and armature windings
on the rotor. A typical BLDC motor with 12 stator slots and four poles on the rotor is shown in Fig. 10.1.

The most obvious advantage of the brushless configuration is the removal of the brushes, which
eliminates brush maintenance and the sparking associated with them. Having the armature windings on
the stator helps the conduction of heat from the windings. Because there are no windings on the rotor,
electrical losses in the rotor are minimal. The BLDC motor compares favorably with induction motors
in the fractional horsepower range. The former will have better efficiency and better power factor and,
therefore, a greater output power for the same frame, because the field excitation is contributed by the
permanent magnets and does not have to be supplied by the armature current.

These advantages of the BLDC motor come at the expense of increased complexity in the electronic
controller and the need for shaft position sensing. Permanent magnet (PM) excitation is more viable in
smaller motors, usually below 20 kW. In larger motors, the cost and weight of the magnets become
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FIGURE 10.1 Three-phase BLDC motor with four poles on the rotor and 12 stator slots.

excessive, and it would make more sense to opt for excitation by electromagnetic or induction means.
However, with the development of high-field PM materials, PM motors with ratings of a few megawatts
have been built.

10.2 Machine Construction

BLDC motors are predominantly surface-magnet machines with wide magnet pole-arcs and concentrated
stator windings. The design is based on a square waveform distribution of the air-gap flux density
waveform as well as the winding density of the stator phases in order to match the operational charac-
teristics of the self-controlled inverter [1].

Permanent Magnets

BLDC motors obtain life-long field excitation from permanent magnets mounted on the rotor surface.
Advances in permanent magnet manufacturing and technology are primarily responsible for lowering
the cost and increasing the applications of BLDC motors. Ferrite or ceramic magnets are the most popular
choices for low-cost motors. These magnets are now available with a remanence of 0.38 T and an almost
straight demagnetization characteristic throughout the second quadrant. For special applications, mag-
netic materials with high-energy products such as neodymium-iron-boron (Nd-Fe-B) are used. The high
remanence and coercivity permit marked reductions in motor frame size for the same output compared
with motors using ferrite magnets. However, the size reduction is at the expense of increased cost of the
magnets.

The primary considerations while choosing the magnetic material for a motor are the torque per unit
volume of the motor, the operating temperature range, and the severity of the operational duty of the
magnet [2]. For maximum power density, the product of the electric and magnetic loadings of the motor
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must be as high as possible. A high electric loading necessitates a long magnet length in the direction of
magnetization and a high coercivity. A high power density also requires the largest possible magnet
volume. Exposure to high temperatures tends to deteriorate the remanent flux density and coercive force
of permanent magnets. Hence, the highest operating temperature must be considered while choosing
the magnets. Magnets can also be demagnetized by fault currents such as short-circuit currents produced
by inverter faults. Hence, protective measures are usually taken in the inverter and control electronics to
limit the magnitude of the armature currents to a safe value.

The magnets are constructed in the form of arcs, radially magnetized, and glued onto the surface of
the rotor with adjacent rotor poles of opposite magnetic polarity as shown in Fig. 10.1. The number of
rotor poles is inversely proportional to the maximum speed of rotation, and is frequently chosen to meet
manufacturing constraints. Most BLDC motors have four, six, or eight poles, with four the most popular
choice.

Stator Windings

BLDC motors are often assumed to have three phases, but this is not always the case. Small motors for
applications such as light-duty cooling fans have minimal performance requirements, and it is cost-
effective to build them with just one or two phases. On the other hand, it is preferable to use a high
phase number for large drives with megawatt ratings. This reduces the power-handling capacity of a
single phase, and also incorporates some degree of fault tolerance. Machines with as many as 15 phases
have been built for ship propulsion. Although these are special-purpose designs, motors with four and
five phases are quite common.

The number of stator slots is chosen depending on the rotor poles, phase number, and the winding
configuration. In general, a fractional slots/pole design is preferred to minimize cogging torque [3]. The
motor of Fig. 10.2 has six slots, which is not a multiple of the number of poles, and is hence a fractional
slots/pole design. The windings could be lap-wound or concentric-wound, and the coil span could be
full-pitch or short-pitch, depending on the crest width of the back-emf desired. There are virtually infinite

A+ | C-

P

FIGURE 10.2 Three-phase BLDC motor with six slots and four poles.
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combinations of the above design factors, and it is up to the ingenuity of the designer to select one that
is best suited to the inverter characteristics and meets design specifications.

10.3 Motor Characteristics

The air-gap flux-density waveform is essentially a square wave, but fringing causes the corners to be
somewhat rounded. As the rotor rotates, the waveform of the voltage induced in each phase with respect
to time is an exact replica of the air-gap flux-density waveform with respect to rotor position. Because
of fringing, the back-emf waveform takes on a trapezoidal shape. The shape of the back-emf waveform
distinguishes the BLDC motor from the permanent magnet synchronous motor (PMSM), which has a
sinusoidal back-emf waveform. This has given rise to the terminology “trapezoidal motor” and “sinusoidal
motor” for describing these two permanent magnet AC (PMAC) machines.

The back-emf voltages induced in each phase are similar in shape and are displaced by 120° electrical
with respect to each other in a three-phase machine. By injecting rectangular current pulses in each phase
that coincides with the crest of the back-emf waveform in that phase, it is possible to obtain an almost
constant torque from the BLDC motor. The crest of each back-emf half-cycle waveform should be as
broad as possible (=120° electrical) to obtain smooth output torque. This condition is satisfied by the
12-slot motor of Fig. 10.1 because it has full-pitched coils, but not by the six-slot motor of Fig. 10.2
because the coil spans are shorter than the pole arcs. The two back-emf waveforms calculated using the
finite-element method are plotted in Fig. 10.3 and it can be seen that the six-slot motor has a smaller
crest width, and is hence not suitable for 120° bipolar excitation. However, it can be used with other
excitation waveforms as discussed in the section on unipolar excitation.
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FIGURE 10.3 Back-emf waveforms of the 12-slot and the 6-slot motors.
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FIGURE 10.4 Back-emf and phase current waveforms for three-phase BLDC motor with 120° bipolar currents.
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FIGURE 10.5 Schematic of IGBT-based inverter for three-phase BLDC motor.
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The ideal back-emf voltage and 120° phase current waveforms for a three-phase BLDC motor are
shown in Fig. 10.4. The inverter switches that are active during each 60° interval are also shown corre-
sponding to the inverter circuit of Fig. 10.5. The simplicity of this scheme arises from the fact that during
any conduction interval, there is only one current flowing through two phases of the machine, which
can be sensed using a single current sensor in the DC link. Because there are only two inverter switches
active at any time, this is also called the two-switch conduction scheme, as opposed to the three-switch
conduction scheme used in PMSM motor drives.

The amplitude of the phase back-emf is proportional to the rotor speed, and is given by

E = koo, (10.1)
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where k is a constant that depends on the number of turns in each phase, ¢ is the permanent magnet
flux, and @, is the mechanical speed.
During any 120° interval, the instantaneous power being converted from electrical to mechanical is
the sum of the contributions from two phases in series, and is given by
P, = ,T, = 2EI (10.2)

where T, is the output torque and I is the amplitude of the phase current. From Egs. (10.1) and (10.2),
the expression for output torque can be written as

T, = 2k¢l = kI (10.3)

where k, is the torque constant.

The similarity between the BLDC motor and the commutator DC motor can be seen from Egs. (10.1)
and (10.3). It is because of this similarity in control characteristics that the trapezoidal PMAC motor is
widely known as the BLDC motor, although this term is a misnomer as it is actually a synchronous AC
motor. But it is also not a rotating field machine in the AC sense, because the armature mmf rotates in
discrete steps of 60° electrical as opposed to a smooth rotation in other AC machines.

Mathematical Model

Because of the nonsinusoidal nature of the back-emf and current waveforms, transformation of the
machine equations to the d-g model is cumbersome, and it is easier to use the phase-variable approach
for modeling and simulation. The back-emf can be represented as a Fourier series or by using piecewise
linear curves [4]. The circuit equations of the three windings in phase variables can be written as [4]

v, R 0 0| |4 |L-M 0 0 i,| e

; d|.
vl =10 R O |4 T| 0 L-M 0 |[F|iT]e (10.4)
v 0 0 R 1 0 0 L-M 1 e

Cc
where v,, v;, v, are the phase voltages, i, i, i, are the phase currents, e, ¢, e. are the phase back-emf
voltages, R is the phase resistance, L is the self-inductance of each phase, and M is the mutual inductance
between any two phases.

The electromagnetic torque is given by

Te = (euia + ebih + ecic)/wm (105)

where ,, is the mechanical speed of the rotor.
The equation of motion is

ditwm = (T,—T,-Bw,)/] (10.6)

where T is the load torque, B is the damping constant, and ] is the moment of inertia of the drive.
The electrical frequency is related to the mechanical speed by

o, = (P2)w, (10.7)

where P is the number of rotor poles.

© 2002 by CRC Press LLC



SRR

FIGURE 10.6 Illustration of soft chopping (a) and hard chopping (b) for current regulation.

10.4 Power Electronic Converter

BLDC motor drives require variable-frequency, variable-amplitude excitation that is usually provided by
a three-phase, full-bridge inverter as shown in Fig. 10.5. The switches could be BJTs, MOSFETSs, IGBTs,
or MCTs. The decreasing cost and drastic improvement in performance of these semiconductor devices
have accelerated the applications of BLDC motor drives. The inverter is usually responsible for both the
electronic commutation and current regulation [5]. The position information obtained from the position
sensors is used to open and close the six inverter switches. For the given phase current waveforms, there
are only two inverter switches—one upper and one lower that conduct at any instant, each for 120°
electrical. If the motor windings are star-connected and the star point is isolated, the inverter input
current flows through two of the three phases in series at all times. Hysteresis or pulse-width-modulated
(PWM) current controllers are typically used to regulate the actual machine currents to the rectangular
current reference waveforms shown in Fig. 10.4. Either soft chopping or hard chopping could be employed
for this purpose. The flow of currents during one 60° interval when switches S, and Sy are active is shown
in Fig. 10.6a for soft chopping and Fig. 10.6b for hard chopping. When S, and S; are in their on state,
the current builds up in the path shown by the solid lines. In soft chopping, the current regulator
commands the turn-off of switch S, once the current crosses the threshold. The current then decays
through diode D, and switch S¢ as shown by the dashed lines. Alternatively, Sy could be turned off, and
the current would then decay in the loop formed by S, and D;. The fall time of the current can be made
smaller by hard chopping, in which both the active switches are turned off. The current then freewheels
through D,, D;, and the DC link capacitor, feeding energy back to the source. The freewheeling diodes thus
provide important paths for the currents to circulate when the switches are turned off and during the
commutation intervals.

The discussion thus far has concentrated on the operation of the BLDC machine as a motor. It can,
however, operate equally well as a generator. The polarity of the torque can be reversed by simply reversing
the polarity of the phase current waveforms with respect to the back-emfs. This can be used to advantage
for regenerative braking operation, in vehicle propulsion, for example. Special arrangements may need
to be made in the power converter to accept the energy returned by the machine, as conventional diode
bridge rectifiers are incapable of feeding energy back to the AC supply. The situation is considerably
simplified if the source is a battery, as in automotive applications.

Unipolar Excitation

Unipolar current conduction limits the phases to only one direction of current, and the commutation
frequency is half that of a bipolar or full-wave drive. The unipolar motor needs fewer electronic parts
and uses a simpler circuit than the bipolar motor. For these reasons, unipolar-driven motors are widely
used in low-cost instruments. A typical application of BLDC motors of this class can be found in disk
memory apparatus [6]. Unipolar excitation results in an inefficient winding utilization compared with
bipolar excitation, but they have the following advantages over bipolar circuits [7]:
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FIGURE 10.8 Schematic of C-dump topology for unipolar three-phase BLDC motor.

1. There is only one device in series with each phase, minimizing conduction losses.

2. The risk of shoot-through faults is eliminated.

3. Switching of devices connected to the supply rails, which generally requires some isolation cir-
cuitry, can be avoided.

Another factor that has to be considered before choosing unipolar excitation is that the motor neutral
has to be available because the phase currents are no longer balanced. The main issue in unipolar BLDC
motor drives is ripple torque. The reference case of the 12-slot motor with 120° bipolar currents gives a
ripple torque of 13%. This value represents the ripple component caused by the nonideal back-emf alone,
without considering inverter effects. Exciting the same motor with 120° unipolar currents, for example,
would produce a torque ripple of 23.7%. However, by exciting the six-slot motor with the 180° unipolar
current waveforms shown in Fig. 10.7, the torque ripple reduces to 8.5% [8]. It is thus important to
match the motor characteristics to those of the inverter. Increasing the number of phases can also reduce
the torque pulsation, but the cost of the drive increases. The simplest unipolar converter has a single
switch in series with each motor winding, whereas a reverse-parallel diode provides a freewheeling path
at turn-off. This drive has no regenerative control, but four-quadrant operation is possible by using
topologies with more than one switch per phase but fewer than two switches per phase [9]. One such
topology that has been used for switched reluctance drives is the C-dump converter shown in Fig. 10.8.

Fault-Tolerant Configuration

In applications requiring high reliability such as aerospace and defense, the inverter may be configured
as a separate H-bridge supplying each phase of the motor as shown in Fig. 10.9. This doubles the number
of power devices, but ensures complete electrical isolation between phases so that remedial strategies can
be adopted to continue operation even with the failure of a power device or winding [10]. It is also
important to design the machine to minimize the occurrence of a fault by winding each coil around a
single tooth. High phase numbers are also used so that the healthy phases can partially compensate for
the loss of torque resulting from the failure of one or more phases.

Current Source Inverter

As an alternative to the voltage source inverter (VSI), a current source inverter may be used to drive the
BLDC motor. A load-commutated inverter as shown in Fig. 10.10 uses thyristors as the switching devices,
and is cheaper than a VSI of similar rating [11]. It replaces the DC-link electrolytic capacitor by an inductor.
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FIGURE 10.9 H-bridge configuration supplying one-phase winding.
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FIGURE 10.10 Load commutated inverter for BLDC motor drive.

Because of its inherent soft switching, switching losses are much lower than in a VSI. Another feature of
the LCI drive is its inherent regenerating capability, by operating the line converter in the inverter mode.
The thyristors in the load converter are commutated by the back-emf voltages of the motor. At low speed,
when the back-emf magnitude is insufficient to commutate them, the line converter is operated in an
inverter mode, forcing the link current to become zero and thus turning off the conducting thyristors of
the load converter.

10.5 Position Sensing

The stator excitation for BLDC motors needs to be synchronized with rotor speed and position to produce
constant torque. The controller has to keep track of the rotor angular position and switch the excitation
among the motor phases appropriately. It performs the role of the mechanical commutator in the case
of a DC machine, because of which the BLDC motor is also called the electronically commutated motor
(ECM). The rotor position needs to be detected at six discrete points in each electrical cycle, i.e., at 60°
electrical intervals for the commutation. The most common method of sensing the rotor position is by
means of a Hall effect position sensor. A Hall effect position sensor consists of a set of Hall switches and
a set of trigger magnets. The Hall switch is a semiconductor switch based on the Hall effect that opens
or closes when the magnetic field is higher or lower than a certain threshold value. A signal conditioning
circuit integrated with the Hall switch provides a TTL-compatible pulse with sharp edges and high noise
immunity for connection to the controller. For a three-phase BLDC motor, three hall switches spaced
120° electrical apart are mounted on the stator frame. The trigger magnets can be a separate set of
magnets aligned with the rotor magnets and mounted on the shaft in close proximity to the hall switches.
The rotor magnets can also be used as the trigger magnets, with the hall switches mounted close enough
to be energized by the leakage flux at the appropriate rotor positions. The digital signals from the Hall
sensors are then decoded to obtain the three-phase switching sequence for the inverter. In the block
diagram of a BLDC motor drive shown in Fig. 10.11, this function is performed by the controller, which

© 2002 by CRC Press LLC



Gating
Torque Signals

command Power
———{ Controller
Inverter

DC link current sense T

Hall sensor signals

Excitation

FIGURE 10.11 BLDC motor drive schematic.

aat |
|
al Gating
o Signals
0ot Position | Wy Speed | T e Torque Power Position
Controller Controller Controller Inverter Sensor
0

FIGURE 10.12 Position servo using the BLDC motor.

also processes the signal from the DC link current sensor. Based on these two inputs, gating signals are
provided to the six inverter switches. High-resolution encoders or resolvers can also be used to provide
position feedback for applications in which their cost is justified by the improved performance. For
applications requiring speed or position control, the speed and position control loops can be built around
the inner current control loop as shown in Fig. 10.12. The ability to operate with just three Hall sensors
gives the trapezoidal brushless permanent magnet motor an edge over its sinusoidal counterpart in low-
cost applications. It should be mentioned that PMSM motors are also sometimes operated with rectan-
gular currents to minimize the cost of the position sensor, although the output torque waveform is far
from ideal because of the mismatch between the motor and the inverter.

Position Sensorless Control

The mounting of hall sensors is a potentially adverse economic and reliability factor, which makes its
elimination attractive for the appliance industry [12]. This has given rise to control schemes that eliminate
the use of shaft position sensors. In these control methods, the rotor position is derived indirectly from
the motor voltage or current waveform. The trapezoidal motor is especially amenable to position sensor
elimination because of the availability of an unexcited phase in each 60° electrical conduction interval
as can be seen in Fig. 10.4. The switching signals for the inverter can be derived by detecting the zero-
crossing of the phase back-emf and introducing a speed-dependent time delay [13]. The terminal voltages
are sensed and low-pass-filtered to eliminate the higher harmonics. A different algorithm has to be used
for starting, since the generated back-emf is zero at standstill. Field-oriented control at high speeds using
these methods is also problematic because of the speed-dependent phase shifts introduced by the capac-
itors in the low-pass filters. Another method that has a narrow speed range uses phase-locked loop
circuitry to lock on to the back-emf of the inactive phase in every 60° interval. A wider speed range is
obtained by using the third harmonic of the back-emf to obtain the switching signals [14]. The third
harmonic component is obtained by summing the terminal voltages. This signal is also easier to filter,
and can be integrated to obtain the third harmonic flux linkage. The zero crossings of the third harmonic
of the flux linkage correspond to the commutation instants of the BLDC motor. Starting techniques for
sensorless schemes are generally open loop or rely on bringing the rotor to an initial known position.
Open-loop starting is accomplished by providing a slowly rotating stator field that gradually increases
in magnitude or frequency until the rotor starts rotating. However, the direction of rotation cannot be
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controlled using this method. This disadvantage can be overcome by exciting one phase to bring the rotor
to a known initial position before applying the rotating stator field. There are several commercially available
integrated circuits that use the back-emf sensing technique for sensorless control. The availability of fast
digital signal processor (DSP) controllers has enabled the implementation of many computationally intensive
algorithms for rotor position sensing.

10.6 Pulsating Torque Components

One of the drawbacks of the BLDC motor drive is its relatively high torque pulsation. Its pulsating torque
components can be classified as cogging and ripple torques, which are produced by essentially different
phenomena. Cogging torque is produced by the reluctance variation caused by the stator slot openings
as the rotor rotates. It is space dependent, and exists even in the absence of any armature current. It is
well known that skewing of the stator slots or rotor magnets by one slot pitch reduces cogging to a
fraction of 1% of the rated torque [15]. Cogging can also be minimized without skewing by choosing a
fractional slots/pole motor design [3], or by an appropriate choice of the magnet width relative to the
slot pitch [16]. But any technique used to reduce the cogging torque generally results in more ripple
torque due to a departure from the ideal trapezoidal induced emf. Ripple torque is a consequence of
the interaction of armature currents with the machine back-emf waveforms. There are three main
components of ripple torque, one motor-related and the other two inverter-related. The motor-related
component is produced by the non-idealities in the back-emf waveform. It is desirable to minimize
this component by designing the machine so that the crest of the back-emf waveform is as wide and
flat as possible. The inverter-related components of ripple torque appear because of a departure from
the ideal rectangular current profiles due to the finite inductance of the machine windings. The first
inverter-related component is caused by the high-frequency current ripple that is present because of the
current hysteresis or PWM control of the inverter. This component is usually filtered out by the load
inertia, and so is generally not a problem. The second component is the commutation torque ripple,
which occurs at every commutation instant. It develops because the sum of the currents in the off-going
and oncoming phases is almost never constant during the commutation intervals. This is illustrated in

«_ »

Fig. 10.13, where the current is commutated from phase “b” to phase “c.” The rate at which the current
builds up in phase “c” is greater than the rate at which it decays in phase “b,” which causes a current
spike in phase “a,” and a corresponding spike in the torque waveform. Commutation torque ripple appears
as spikes or dips depending on the rotor speed and source voltage [17]. Control techniques to minimize
this component generally involve using a current sensor in each phase [18], but it is more cost-effective
to use a single current sensor in the DC link. A single current sensor would also be unable to detect
transient overcurrents in the inverter switches, and so the current control scheme has to be modified to
protect the switches [19]. Figure 10.14 shows the waveforms of the phase current and the electromagnetic
torque under hysteresis current control. All three ripple torque components are visible here. The high-
frequency ripple component is caused by the corresponding ripple in the phase current. The back-emf-
related component has a frequency that is six times the electrical frequency, corresponding to the six
conduction intervals in each cycle. The commutation torque ripple appears as spikes in the torque
waveform at every commutation instant. At high speeds, these ripples may be filtered out by the load
inertia, but at low speeds, they can affect the performance of the drive severely. This makes the BLDC
motor drive unsuitable for high-performance positioning applications, where accuracy and repeatability
would be compromised by torque pulsations.

10.7 Torque-Speed Characteristics

BLDC motors are ideally suited for constant-torque applications, as the field excitation is fixed and the
torque is proportional to the armature current. However, operation beyond the base speed in the constant
power region as shown in Fig. 10.15 is also desirable in many cases, and for this, fixed field excitation is
a disadvantage, as discussed below. Current control is based on a positive voltage difference between the
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FIGURE 10.13 Phase currents during a commutation interval illustrating the source of commutation torque ripple.
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FIGURE 10.16 Phase current and torque waveforms under saturated regulator operation (high speed).

supply voltage and the line-line back-emf. The back-emf amplitude of the BLDC motor is proportional
to the rotor speed. Hence, as the speed increases, a point is reached where the sum of the two back-emfs
of the conducting motor phases approaches the amplitude of the DC link voltage. The reactance of the
phases also increases with speed, and the inverter gradually loses its ability to force the commanded
currents into the motor phases, and the current regulators are said to have “saturated.” The phase current
waveforms under these conditions differ considerably from their ideal rectangular waveshapes, as shown
in Fig. 10.16. The inverter switches in this case are in their on state during the entire 120° interval that they
are active. The adverse effect of the current waveforms on the torque pulsation can also be seen in the figure.
As the speed is increased further, the phase currents and motor torque fall off quite abruptly. The operating
envelope can be extended by “field-weakening,” which is implemented by advancing the phase angle of
the currents relative to the back-emfs. The phase advance angle « is illustrated in Fig. 10.17 as the
angle between the back-emf of phase A and the gate signal of switch S,. By allowing each phase to start
conducting before its back-emf reaches its peak value, the current is given a time interval to build up to

© 2002 by CRC Press LLC



— k- 18\ 360
G1

FIGURE 10.17 Illustration of phase advance angle.

Torque (Nm)

1 1 1
3000 3500 4000 4500 5000
Speed (rpm)

FIGURE 10.18 Field-weakening characteristics of BLDC motor as a function of advance angle.

its commanded value. Under these conditions, a current component is produced in the negative d-axis
of the rotor which weakens the air-gap field, and hence the back-emf. This makes it possible to produce
a torque-forming current component [20]. The effect of phase advancing on the torque-speed charac-
teristic is shown in Fig. 10.18. At a given torque, the maximum speed of the motor increases as « is
increased. However, the extended speed is accompanied by significant increases in torque pulsation. The
torque-speed envelope achieved with phase advance is significantly larger with 180° conduction than
with 120° conduction. However, if the excitation phase angle is fixed at 0° for all speeds, then the
saturated-regulator performance of 120° conduction is better [21]. Implementation of adjustable exci-
tation angle complicates the position-sensing scheme as a higher resolution is required than is provided
by three Hall effect sensors. The maximum torque and speed range can also be increased by motor design
changes, such as the use of a rotor with inset magnets instead of one with projecting magnets [22].
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10.8 Applications

The many advantages of BLDC motors, combined with their rapidly decreasing cost, have led to their
widespread applications in many variable-speed drives. Their high power density makes them ideal candi-
dates for applications such as robotic actuators, computer disk drives, and office equipment. With their
high efficiency, high power factor, and maintenance-free operation, domestic appliances and heating,
ventilating, and air conditioning (HVAC) equipment are now increasingly employing BLDC motors in
preference to DC and induction motors. They are also being developed for automotive applications such
as electric power steering, power accessories, and active suspension, in addition to vehicle propulsion.
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11.4  Summary

11.1 Introduction

Induction machines have become the staple for electromechanical energy conversion in today’s industry;
they are used more often than all other types of motors combined. Several factors have made them the
machine of choice for industrial applications vs. DC machines, including their ruggedness, reliability,
and low maintenance [1, 2]. The cage-induction machine is simple to manufacture, with no rotor
windings or commutator for external rotor connection. There are no brushes to replace because of wear,
and no brush arcing to prevent the machine from being used in volatile environments. The induction
machine has a higher power density, greater maximum speed, and lower rotor inertia than the DC machine.

The induction machine has one significant disadvantage with regard to torque control as compared
with the DC machine. The torque production of a given machine is related to the cross-product of the
stator and rotor flux-linkage vectors [3-5]. If the rotor and stator flux linkages are held orthogonal to
one another, the electrical torque of the machine can be controlled by adjusting either the rotor or stator
flux-linkage and holding the other constant. The field and armature windings in a DC machine are held
orthogonal by a mechanical commutator, making torque control relatively simple. With an induction
machine, the stator and rotor windings are not fixed orthogonal to one another. The induction machine
is singly excited, with the rotor field induced by the stator field, further complicating torque control.
Until a few years ago, the induction machine was mainly used for constant-speed applications. With
recent improvements in semiconductor technology and power electronics, the induction machine is
seeing wider use in variable-speed applications [6].

This chapter discusses how these challenges related to the induction machine are overcome to effect
torque and speed control comparable with that of the DC machine. The first section involves what is
termed volts-per-hertz, or scalar, control. This control method is derived from the steady-state machine
model and is satisfactory for many low-performance industrial and commercial applications. The rest
of the chapter will present vector-controlled methods applied to the induction machine [7]. These
methods are aimed at bringing about independent control of the machine torque- and flux-producing
stator currents. Developed using the dynamic machine model, vector-controlled induction machines
exhibit far better dynamic performance than those with scalar control [8].
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FIGURE 11.1 Induction machine steady-state model.

11.2 Scalar Induction Machine Control

Induction machine scalar control is derived using the induction machine steady-state model shown in
Fig. 11.1 [1]. The phasor form of the machine voltages and currents is indicated by capital letters. The
stator series resistance and leakage reactance are R, and X, respectively. The referred rotor series resistance
and leakage reactance are R, and X,, respectively. The magnetizing reactance is X,,; the core loss due to
eddy currents and the hysteresis of the iron core is represented by the shunt resistance R.. The machine
slip s is defined as [1]

s = —— (11.1)

where @, is the synchronous, or excitation frequency, and @, is the machine shaft speed, both in electrical
radians-per-second. The power supplied to the machine shaft can be expressed as

pshaft = T R2i2 (112)
Solving for I, and using Eq. (11.2), the shaft torque can be expressed as

3|V, ’Rys

T, = 2 2 2
@,[(sR; + R,)" + 57 (X; + X,)7]

(11.3)

where the numeral 3 in the numerator is used to include the torque from all three phases. This expression
makes clear that induction machine torque control is possible by varying the magnitude of the applied
stator voltage. The normalized torque vs. slip curves for a typical induction machine corresponding to
various stator voltage magnitudes are shown in Fig. 11.2. Speed control is accomplished by adjusting the
input voltage until the machine torque for a given slip matches the load torque. However, the developed
torque decreases as the square of the input voltage, but the rotor current decreases linearly with the input
voltage. This operation is inefficient and requires that the load torque decrease with decreasing machine speed
to prevent overheating [1, 2]. In addition, the breakdown torque of the machine decreases as the square
of the input voltage. Fans and pumps are appropriate loads for this type of speed control because the
torque required to drive them varies linearly or quadratically with their speed.
Linearization of Eq. (11.3) with respect to machine slip yields

_3Val's _ 3V (@.- @) (11.4)
chZ (UiRz

T

e

The characteristic torque curve can be shifted along the speed axis by changing @, with the capability
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FIGURE 11.2 Normalized torque—slip curves with varying input voltage magnitudes for a typical induction
machine.

for developing rated torque throughout the entire speed range given a constant stator voltage magnitude.
An inverter is needed to drive the induction machine to implement frequency control.

One remaining complication is the fact that the magnetizing reactance changes linearly with excitation
frequency. Therefore, with constant input voltage, the input current increases as the input frequency
decreases. In addition, the stator flux magnitude increases as well, possibly saturating the machine. To
prevent this from happening, the input voltage must be varied in proportion to the excitation frequency.
From Eq. (11.4), if the input voltage and frequency are proportional with proportionality constant k,
the electrical torque developed by the machine can be expressed as

2

Te = 3—kf(we_wr) (115)
R,

and demonstrates that the torque response of the machine is uniform throughout the full speed range.

The block diagram for the scalar-controlled induction drive is shown in Fig. 11.3. The inverter DC-
link voltage is obtained through rectification of the AC line voltage. The drive uses a simple pulse-width-
modulated (PWM) inverter whose time-average output voltages follow a reference-balanced three-phase
set, the frequency and amplitude of which are provided by the speed controller. The drive shown here
uses an active speed controller based on a proportional integral derivative (PID), or other type of
controller. The input to the speed controller is the error between a user-specified reference speed and
the shaft speed of the machine. An encoder or other speed-sensing device is required to ascertain the
shaft speed. The drive can be operated in the open-loop configuration as well; however, the speed accuracy
will be reduced significantly.
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FIGURE 11.3  Block diagram of scalar induction machine drive.

Practical scalar-controlled drives have additional functionality, some of which is added for the conve-
nience of the user. In a practical drive, the relationship between the input voltage magnitude and frequency
takes the form

‘Vin‘ = kfwe+ Voffset (116)

where Vg, is a constant. The purpose of this offset voltage is to overcome the voltage drop created by
the stator series resistance. The relationship (11.6) is usually a piecewise linear function with several
breakpoints in a standard scalar-controlled drive. This allows the user to tailor the drive response
characteristic to a given application.

11.3 Vector Control of Induction Machines

The derivation of the vector-controlled (VC) method and its application to the induction machine is
considered in this section. The vector description of the machine will be derived in the first subsection,
followed by the dynamic model description in the second subsection. Field-oriented control (FOC) of
the induction machine will be presented in the third subsection and the direct torque control (DTC)
method will be described in the last subsection.

Vector Formulation of the Induction Machine

The stator and rotor windings for the three-phase induction machine are shown in Fig. 11.4 [3]. The
windings are sinusoidally distributed, but are indicated on the figure as point windings. If N is the
number of turns for each winding, then the winding density distributions as functions of 6 are given by

N,(8) = N,cos(0)
N,(0) = Nocos(e—z?ﬂ:) (11.7)
N.(6) = Nocos(9+ 2?7[)

where 6 is the angle around the stator referenced from phase as-axis. The magnemotive force (MMF)
distributions corresponding to (11.7) are [5]

F.(t,0) = %) 1,5(t)cos(0)

Ny .
Fbs(tr 0) = 70 lbs(t)COS(G— 2?7[) (118)
Fu1,6) = S i(cos(0+ )
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FIGURE 11.4 Induction machine stator and rotor windings.

These scalar equations can be represented by dot products between the following MMF vectors

> N, .
Fas(t) = 70 las(t)é%

I%hs(t) = 1y (1) Eps (11.9)

9 .
Ffs(t) = ch(t)éff

D2 o] Z

and the unit vector whose angle with the as-axis is 0. The vectors €4, €5, and & represent unit vectors
along the respective winding axes. All the machine quantities, including the phase currents and voltages, and
flux linkages can be expressed in this vector form.

The vectors along the three axes as, bs, and ¢s do not form an independent basis set. It is convenient
to transform this basis set to one that is orthogonal, the so-called dg-transformation, originally proposed
by R. H. Park for application to the synchronous machine [3, 9]. Figure 11.5 illustrates the relationship
between the degenerate abc and orthogonal qd0 vector sets. If ¢ is the angle between i, and i,, then the
transformation relating the two coordinate systems can be expressed as

cos ¢ cos(¢— 2?7[) cos(q) + 2?7[)

. . 2 .
Lodos = W((p)lnbcs = 5 sin¢ sin(q)—zgn-) sin(¢+ 2?”) Lapes (11.10)

1 1 1
2 2 2

where 40, = [y 14 iOS]T and i, = [i, i iCS]T. The variable i, is called the zero-sequence component
and is obtained using the last row in the matrix W [3]. This last row is included to make the matrix
invertible, providing a one-to-one transformation between the two coordinate systems. This row is not
needed if the transformation acts on a balance set of variables, because the zero-sequence component is

© 2002 by CRC Press LLC



idv
FIGURE 11.5 [Illustration for reference frame transformation.

equal to zero. The zero-sequence component carries information about the neutral point of the abc
variables being transformed. If the set is not balanced, this neutral point is not necessarily zero.

The constant multiplying the matrix of (11.10) is, in general, arbitrary. With this constant equal to %
as it is in (11.10), the result is the power invariant transformation. By using this transformation, the
calculated power in the abc coordinate system is equal to that computed in the gd0 system [3].

If the angle ¢ = 0, the result is a transformation from the stationary abc system to the stationary gd0
system. However, transformation to a reference frame rotating at an arbitrary speed @ is possible by
defining

o(t) = thdr (11.11)

As will be seen later, the rotor flux—oriented vector control method makes use of this concept, trans-
forming the machine variables to the synchronous reference frame where they are constants in steady
state [4].

To understand this concept intuitively, consider the balanced set of stator MMF vectors of a typical
induction machine given in (11.9). It is not difficult to show that the sum of these vectors produces a
resultant MMF vector that rotates at the frequency of the stator currents. The length of the vector is
dependent upon the magnitude of the MMF vectors. Observing the system from the synchronous
reference frame effectively removes the rotational motion, resulting in only the magnitude of the vector
being of consequence. If the magnitudes of the MMF vectors are constant, then the synchronous variables
will be constant. Transients in the magnitudes of the stationary variables result in transients in the
synchronous variables. This is true for currents, voltages, and other variables associated with the machine.

Induction Machine Dynamic Model

The six-state induction machine model in the arbitrary reference frame is presented in this section. This
dynamic model will be used to derive the FOC and DTC methods. As will be seen, the derivations of
these control methods will be simpler if they are performed in a specific coordinate reference frame. An
additional advantage is that transforming to the qd0 coordinate system in any reference frame removes

© 2002 by CRC Press LLC



TABLE 11.1

Induction Machine Nomenclature

Induction Machine Parameter or Variable

Stator voltages (V)

Stator currents (A)

Stator flux-linkages (Wb)
Rotor voltages (V)

Rotor currents (A)

Rotor flux-linkages (Wb)
Reference frame speed (rad/s)
Rotor speed (rad/s)

Stator series resistance ()
Stator leakage inductance (H)
Rotor series resistance (£2)
Rotor leakage inductance (H)
Magnetizing inductance (H)
Number of machine poles
Developed electrical torque (N-m)
Machine load torque (N-m)

Torque due to windage and friction losses (N-m)

the time-varying inductances associated with the induction machine [10]. The machine model in a given
reference frame is obtained by substituting the appropriate frequency for @ in the model equations.
The state equations for the six-state induction motor model in the arbitrary reference frame are given
in Egs. (11.12) through (11.22) [3, 4]. The induction machine nomenclature is provided in Table 11.1.
The derivative operator is denoted by p, and the rotor quantities are referred to the stator. The state

equations are

Voo = Tilge+ Ay + 04y

Vg = Tedge+ pAy— (qus

VW = = rriqr + p/lqr + (60 - wr))‘dr
vy =0 =

P
pwr = Z_I( Te - Tlnad - Tloss)

rridr + pldr - (w - wr) A’qr

where the stator and rotor flux linkages are given by
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)‘ds = Llsids + Lm(ids + idr)
Ags = Lyig+ L, (g, + iy,)
;]’dr = Llridr + Lm(ids + idr)

//l = Llriqr + Lm(iqs + iqr)

(11.

(11.

(11.

(11.

(11.

(11.

(11.

(11.

12)

13)

14)

15)

16)

17)

18)

19)

(11.20)

(11.21)



The electrical torque developed by the machine is [4, 5]

3

(A’dr qs )‘quds) = ()‘ A‘dr 2’ds) (1122)

LL

where the stator transient reactance is defined as L), = L, — L,z,,/ L,, whereL,=L,+L,and L. =L, +1L,.
It is important to note that in Egs. (11.14) and (11.15), the shaft speed @, is expressed in electrical
radians-per-second, that is, scaled by the number of machine pole pairs.

Field-Oriented Control of the Induction Machine

Field-oriented control is probably the most common control method used for high-performance induc-
tion machine applications. Rotor flux orientation (RFO) in the synchronous reference frame is considered
here [4]. There are other orientation possibilities, but rotor flux orientation is the most prominent, and
so will be presented in detail.

The RFO control method involves making the induction machine behave similarly to a DC machine.
The rotor flux is aligned entirely along the d-axis. The stator currents are split into two components: a
field-producing component that induces the rotor flux and a torque-producing component that is orthog-
onal to the rotor field. This is analogous to the DC machine where the field flux is along one direction, and
the commutator ensures an orthogonal armature current vector. This task is greatly simplified through
transformation of the machine variables to the synchronously rotating reference frame.

Under FOC, the g-axis rotor flux linkage is zero in the synchronous reference frame, by using Eq. (11.22),
the electric torque of the induction machine can be expressed as

3PL
T, = = /'Ld, i, (11.23)

where the e superscript indicates evaluation in the synchronous reference frame. This torque equation
is very similar to that of the DC machine. If either the flux linkage A, or current iy, is held constant,
then the torque can be controlled by changing the other. Assuming the inverter driving the induction
machine is current sourced, the stator currents can be controlled almost instantaneously. However, by
setting ),Z, =0 in Eq. (11.15) and substituting the result in Eq. (11.20), it can be shown that the d-axis
rotor flux linkage is governed by

e Lmrr .e Lm .e (11 24)
=y = — 1 .
o (Llr+ Lm)p +1 * Tp+ 1 *

where 7, is termed the rotor time constant. Equation (11.24) dictates that the rotor flux cannot be changed
arbitrarily fast. Therefore, the best dynamic torque response will result if the rotor flux linkage is held
constant, and the electrical torque is controlled by changing i;s. Assuming a current-sourced inverter,
this control configuration allows torque control for which the response is limited only by the response
time of the inverter driving the machine.

Implementation of RFO control requires that the machine variables be transformed to the synchronous
reference frame. To accomplish this task, the synchronous reference frame speed must be calculated in
some manner. There are two common methods of finding the synchronous speed. In indirect FOC, the
synchronous speed is obtained by using a rotor speed measurement and a corresponding slip calculation
[4, 11]. Direct FOC uses air-gap flux measurement or other machine-related quantities to compute the
synchronous speed. The indirect method is the most common and will be presented here.
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In indirect FOC, the synchronous reference frame speed must be found, and this value integrated to
obtain the angle used in the reference frame transformation W(¢). Rewriting Eq. (11.14) with l;, =0 yields

A’E
0,-0, = -2 (11.25)
Trige
Again, with ﬂ,;, =0, rewrite Eq. (11.21) as
L,i,
oy = 11.26
iy = e (11.26)
Substitution of Eq. (11.26) into Eq. (11.25) yields the desired expression for w,
L, +L,)A; T, A
o, = a),+("—"fe)d’: o+ =2 (11.27)
L, 4 L, Tgs

This expression provides the needed synchronous speed in terms of the rotor flux, which is specified by
the controller, and the g-axis stator current that is adjusted for torque control. The rotor flux time constant
7, is required for the slip calculation, and in many cases must be estimated online because of its depen-
dence on temperature and other factors [12, 13]. The d-axis stator current needed to produce a given
rotor flux can be computed using Eq. (11.24). The angle ¢ used for the reference frame transformation
is calculated via

o(t) = thedﬂ ¢(0) (11.28)

The block diagram for the FOC drive is shown in Fig. 11.6. The current 1;: is used for torque control,
while the current i, is calculated using the reference rotor flux Aj, . Also present in the diagram is an optional
speed controller (connected via the dotted lines) that uses the error between a reference value and the actual

P
* Trp+1 lgs

A 4
\ 4

e
dr

1

1

1

1

1

1

:

1

1 >

1

1
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i ~ Inverter
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: )

. N4 !
+ Voo -

FIGURE 11.6  Block diagram of the indirect FOC drive.
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machine speed to control the g-axis stator current. The machine reference currents in the stationary reference
frame 17, i,, and i, are computed using the transformation W'(¢). The inverter phase voltages are deter-
mined using hysteretic controllers [14]. Other methods include ramp comparison and predictive controllers.
The shaft speed of the induction machine is obtained using a shaft encoder or similar device.

In the above setup, the inverter voltages were dynamically controlled using the stator current error.
The stator voltages required to produce the currents i, i, and i., can also be computed directly using
the induction machine model. The stator voltage Eqs. (11.12) and (11.13) must first be “decoupled” to
control the armature currents independently. This is because these equations contain stator flux linkage
terms that are dependent upon the rotor currents. The decoupling is accomplished by first substituting
Eqgs. (11.20) and (11.21) into Egs. (11.18) and (11.19), respectively. The resulting forms of Eqs. (11.18)
and (11.19) are then substituted into the stator voltage Eqs. (11.12) and (11.13) to yield [4]

(4 ’ -€ VY4 Lm

Vo = (rs+Lsp)lqs+we(leds+_e) (11.29)
r/vdr

e ’ -€ 7 € Lm e

v = (rs+LsP)lds—weleqs+~L—P%r (11.30)

The decoupled voltage equations allow a voltage-sourced inverter to be used directly for FOC. Note
that this is not the only method of performing the decoupling, that PID or other controllers can be used
to generate the cross-coupled terms in the voltage equations. However, this technique requires estimation
of the torque and rotor flux linkage.

Figures 11.7 and 11.8 display the response of a typical induction machine under FOC. The top plot in
Fig. 11.7 shows the machine speed reference (dotted line) and the shaft speed (solid line). Initially, the
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FIGURE 11.7 Induction machine speed reference, actual speed, and load torque.
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FIGURE 11.8 Rotor flux-linkage and stator currents for the FOC induction machine example.

speed reference is equal to 100 rad/s, and at ¢t = 1.5 s, the reference is stepped to 200 rad/s. The machine
load is shown in the lower plot. The initial load is 12 N-m and is stepped to 25 N-m at # =1 s. These plots
demonstrate that the FOC induction machine has a fast dynamic response and good disturbance rejection.

The rotor dq flux linkages are shown in the top plot of Fig. 11.8. The g-axis flux linkage settles to zero
shortly after startup, and the d-axis flux linkage settles to the reference value. This plot verifies that the
rotor flux is oriented along one axis in the synchronous reference frame. The synchronous frame stator
currents are given in the lower plot of Fig. 11.8. The d-axis current settles to a constant value correspond-
ing the constant rotor flux linkage value. The g-axis current is stepped at t = 1 s to satisfy the load torque
and experiences a transient at ¢ = 1.5 s to increase the machine speed.

Direct Torque Control of the Induction Machine

Whereas the FOC method maintains orthogonality between the rotor flux linkage and the stator torque-
producing current, the DTC method directly controls the stator flux linkage to effect torque control
[15-18]. The DTC method operates in the stationary reference frame and acts directly on the inverter
switches to produce the necessary stator voltages. Hysteretic controllers are used to constrain the electrical
torque and stator flux magnitude within certain bounds.

Space Vector Modulation

A DTC drive is constructed using a three-phase switch matrix as shown in Fig. 11.9. The DC input voltage
is denoted v, and the each of the switches has an associated switching function, given by

oode o [1,2,3] (11.31)
P = 1€ 5 Ly .
g 0 q,; off,
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FIGURE 11.9 Switch matrix for the three-phase inverter.

V3 Vz
\/ v,
v, < > gs
Vs V¢
ds

FIGURE 11.10 Voltage star for the three-phase inverter switch matrix.

where q,; = 1 — g,;. The result is eight inverter configurations enumerated by [q,, q,, ¢,;]. For example,
in configuration [1 0 0], phase a is connected to the positive side of the DC bus, and phases b and c are
connected to the negative side. These eight inverter configurations yield eight equivalent voltage vectors
in the dgq0 coordinate system as displayed in Fig. 11.10.

The diagram in Fig. 11.10 is called the voltage star for the three-phase inverter [15]. It is arrived at
from the various configurations in Fig. 11.9 and using the transformation (11.10) with ¢ =0°. The voltage
vector v, is calculated using the coordinate transformation and the values v, = zvdc and v, =v.=— lvdc,
and is equal to v, = gvdcéq + Oea. The set of voltage vectors in polar coordinates provided by the inverter
are collectively given by [5, 19]

2 . Lik=Dw3]6 v
—v,re =1,...,6
Vk — 3 dC b b

0 k=0,7

(11.32)

where (7, 8) is the polar coordinate representation of (&;, &4). The vectors v, and v, correspond to the
case where g, = g, =¢;3=0.
Direct Torque Control Concept

From Egs. (11.12) and (11.13), the stator flux linkages in the stationary reference frame are computed
via [5, 15]

A1) j;(vjp(r)— ris(1)dt (11.33)

2o = [ (@) - ris(e)dr (11.34)
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where the superscripted s indicates evaluation in the stationary reference frame. If the stator resistance
1, is small, as is usually the case, the stator flux linkages can be approximated as the time integral of the
stator voltages. This approximation coupled with the space vector development above provides the means
for directly controlling the stator flux linkage vector by manipulation of the stator voltages.

The electrical torque developed by the three-phase induction machine (11.22) can be written as the
cross product [3, 4]

3PL,,
AL,

A

A,

3PLyns s .
T, = #KSXX, = sin(p) (11.35)

where A} = [A}, l;S]T, A =[A, l;,]T, and p is the angle between the stator and rotor flux linkages.
It is clear from Eq. (11.35), if the stator and rotor flux linkage magnitudes are held constant, then the
machine torque can be controlled by changing the angle p. The angle p cannot be changed directly, but
can be indirectly modified by changing the stator flux linkage angle rapidly. This is because the stator
flux time constant is typically much faster than the rotor flux time constant. If the stator flux linkage is
changed quickly, the rotor flux will lag behind, resulting in a change in p.

Hysteretic comparators are used to control the inverter switches to adjust the magnitude and angle of
the stator flux linkage. This is because the voltages cannot be controlled through continuous ranges, only
two discrete levels: each phase can only be connected to either the positive or negative DC bus voltage.
The two-level hysteretic control function is defined as

G, x(t)>X,+ €
g(t, x, & X)) = g(1) Xo+ezx(t)2X,— € (11.36)
G, x(t)<X,— €

The two quantities to be controlled are the electrical torque via the angle p, and the stator flux linkage
magnitude. The hysteretic controllers are used to maintain these two quantities within the ranges A,.¢ +
AL 2> ‘).j > Ay —Adand T+ AT 2 T, 2 T,; — AT. The comparators provide the necessary inverter
switch configurations to ensure that the torque and stator flux linkage magnitude stay within these limits.
A rule set relating the torque and stator flux linkage error to the set of inverter configurations must be
developed. To simplify this task, the coordinate frame is separated into sectors as shown in Fig. 11.11.
There are six sectors corresponding to the six active inverter states.

To understand why the sectors are used, consider the situation where the stator flux linkage vector is
in Sector 1, and its magnitude and angle ¥ must be increased. If the stator voltage vector v, is used, the
flux linkage magnitude and the angle ¥ will both increase no matter where the flux linkage vector resides
in Sector 1. The vector v, cannot be reliably used to accomplish this goal, because if the stator flux linkage
vector is ahead of v, the angle y will decrease, resulting in a torque decrease. All of the appropriate
controller responses can be worked out this way to form the lookup table shown in Table 11.2 [4]. Given
the sector number in which the stator flux linkage resides and the outputs of the flux linkage magnitude
and torque hysteretic comparators, the table provides the required inverter voltage vector. The flux linkage
comparator is two level, and the torque comparator is three level. If the estimated torque is within the specified
bounds of the comparator, a zero voltage vector is selected. In this case, the zero voltage vector that requires
the fewest inverter switches changing state is used.

To implement the control described above, the sector number must be determined. The most straight-
forward way of accomplishing this is to find the stator flux linkage angle v trigonometrically:

y = tan' 2y (11.37)
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TABLE 11.2 Optimum Lookup Table for DTC Inverter Control

Al T, Sector 1 ~ Sector2  Sector 3  Sector4  Sector5  Sector 6
Increase Increase v, V3 v, Vs A3 v,
Increase Within limits v, v, v, v, v, v,
Increase Decrease Vg v, v, V3 v, \A
Decrease Increase V3 v, A\ Vg v v,
Decrease Within limits v, v, v, v, v, v,
Decrease Decrease \A \A v, v, Vs v,

Vd

FIGURE 11.11 Sector diagram for the DTC control method.

Given the flux linkag angle, the sector number is easily found. In practice, this method is not used
because of the computational burden that the tigonometric inverse places upon the controller. Practical
contmollers rely on the signs of the flux linkag components © determine the sector number

One of the major disadvantages of the DTC method is the required accurate estimation of the stator
flux linkag and the developed electrical torque. The stator flux linkag is estimated using Eqs. (11.33)
and (11.34) with, perhaps, current feedback for correction. The torque is usually estimated using

T, = %lf)»ixij (11.38)

There are several variants, but these are the most common ways of performing the estimates. The speed
of the estimates must be quite fast, with common values for the sampling time in the neighborhood of
25 us [15]. If the sampling time is not fast enough, excursion outside the limits imposed by the torque
and flux emparators will occur.

The block diagram of the DTC induction machine drive is shown in Fig. 11.12. The error between
the reference torque and the estimated torque is fed to a three-level hysteretic comparator, and the speed
error is given to a two-level comparator. The outputs of the comparators are supplied to a vector lookup
table that makes uses of the relationships in Table 11.2. The optimal switch states are supplied to the
PWM inverter that drives the induction machine. The machine torque, stator flux ector, and stator flux
sector are estimated online from the machine phase b and ¢ voltages and currents.
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FIGURE 11.12  Block diagram of the DTC induction machine drive.
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The stator flux linkage vector is shown in Fig. 11.13 during start-up of a typical DTC drive. The flux
linkage limits A4, £ AA limits of the hysteretic comparator are shown as dashed lines. The flux linkage
vector circles the origin with its magnitude confined within these boundaries. The speed of the rotation
of the flux linkage vector is determined by the estimated torque error of the machine. Since the machine
requires knowledge of the stator flux linkage sector, start-up of the machine is not as simple as for the
FOC drive. Typically, the machine is excited with a small DC current to establish the sector number
needed for the controller.

An example of the operation of typical DTC drive will now be considered. The reference speed, actual
speed, and load torque for the machine are displayed in Fig. 11.14. The initial speed reference is 50 rad/s,
and is stepped to 100 rad/s at t = 0.1 s. The load torque is initially 5 N-m, and is stepped to 25 N-m at
t = 0.2 s. Note that the drive has excellent response and disturbance rejection, typically better than that
of the RFO controlled drive. The electrical torque as a function of time for the DTC drive is shown in
Fig. 11.15. Due to the lower switching frequency of the drive, the torque ripple of the DTC drive is
considerably greater than for the FOC drive. A close-up of the torque ripple is shown in Fig. 11.16.
The minimum and maximum boundaries of the hysteretic comparator are shown as dashed lines.

11.4 Summary

The evolution of induction machine control began with the development of the scalar-controlled method
allowing variable speed control. However, the scalar-controlled induction machine failed to match the
dynamic performance of a comparable DC drive. The next step was the introduction of the vector-
controlled methods. The goal of these methods is to make the induction machine emulate the DC machine
by transforming the stator currents to a specific coordinate system where one coordinate is related to the
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torque production and the other to rotor flux. The FOC methods provide excellent dynamic response,
matching that of the DC machine. The main disadvantage of such controls is the computational overhead
required in the coordinate transformation.

The latest development in induction machine control is the DTC method. DTC does not rely on
coordinate transformation, but rather controls the stator flux linkage in the stationary reference frame.
Despite its control simplicity, the DTC method provides possibly the best dynamic response of any of
the methods. The average switching frequency of the drive is lower as well, reducing switching loss as
compared with the FOC drive. Since the control basis is the stator flux linkage, the DTC drive is capable
of advanced functions such as performing “flying starts” and flux braking [15, 18]. Its main disadvantage
lies in the need for accurate estimation of the machine electrical torque and stator flux linkage. At low
speeds, loss of flux control can occur [20]. An additional drawback of the DTC drive is a greater torque
ripple stemming from the low switching frequency.

Both drive types rely on knowledge of the machine parameters for control and observation; therefore,
initial commissioning is usually required by both the FOC and DTC drives before start-up. The goal of
the commissioning stage is to use low-level excitation to obtain estimates of the machine parameters.
After the commissioning stage, and during normal operation, online parameter estimation is typically
employed.
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12.1 Introduction

The permanent-magnet synchronous machine (PMSM) drive has emerged as a top competitor for a full
range of motion control applications [1-3]. For example, the PMSM is widely used in machine tools,
robotics, actuators, and is being considered in high-power applications such as vehicular propulsion and
industrial drives. It is also becoming viable for commercial/residential applications. The PMSM is known
for having high efficiency, low torque ripple, superior dynamic performance, and high power density.
These drives often are the best choice for high-performance applications and are expected to see expanded
use as manufacturing costs decrease. The purpose of this chapter is to introduce the PMSM and the
application of power electronics technology to its control.

The PMSM is sometimes referred to as a permanent-magnet AC (PMAC) machine or simply as a PM
machine. In some instances it is referred to as a brushless DC (BDC) machine because by appropriate
control it can be made to have input/output characteristics much like a separately excited brush-type
DC machine. It can also take on similarity with the DC machine when Hall effect sensors are utilized
for position sensing, whereby electronic, instead of brush, commutation take place. The BDC machine,
which is discussed in detail in Chapter 10, is a special case of the more general PMSM drive. The PMSM
is a synchronous machine in the sense that it has a multiphase stator and the stator electrical frequency
is directly proportional to the rotor speed in the steady state. However, it differs from a traditional
synchronous machine in that it has permanent magnets in place of the field winding and otherwise has
no rotor conductors.

The use of permanent magnets in the rotor facilitates efficiency, eliminates the need for slip rings, and
eliminates the electrical rotor dynamics that complicate control (particularly vector control). The per-
manent magnets have the drawback of adding significant capital cost to the drive, although the long-
term cost can be less through improved efficiency. The PMSM also has the drawback of requiring rotor
position feedback by either direct means or by a suitable estimation system. Since many other high-
performance drives utilize position feedback, this is not necessarily a disadvantage. Another disadvanta-
geous aspect of the PMSM is cogging torque, which is the parasitic tendency of the rotor to align at
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discrete positions due to the interaction of the magnets and the stator teeth. Cogging torque is particularly
troublesome at low speed, but can be virtually eliminated either by appropriate design of the machine
or by electronic mitigation.

12.2 Construction of PMSM Drive Systems

As stated, the PMSM consists of a multiphase stator and a rotor with permanent magnets. The machines
can have either radially or axially oriented flux. Some common radial-flux rotor configurations are depicted
in Fig. 12.1. The magnets can be either mounted on the rotor surface (Fig. 12.1a) or buried in the rotor
iron (Fig. 12.1b). The surface-mounted variety is popular because of the simplicity of construction and
control, and virtual absence of reluctance torque since the stator inductance is essentially independent of
rotor position. The buried magnet (or “interior magnet”) variety of rotors has significant reluctance torque
due to position-variant stator inductance that complicates analysis and control issues. However, the
magnetic saliency can be used advantageously for operation above base speed. There are also variations
of the stator design that are possible, particularly in regard to slot skewing and tooth shape. There is a
wide variety of motor designs, each of which has its own performance and cost considerations.

There are several different magnet materials that are commonly used. Ferrite is an inexpensive but
less magnetically powerful material that is frequently used. The rare earth magnets neodymium-iron-
boron (NdFeB) and samarium-cobalt (SmCo) magnets are stronger magnetically and more resistant to
temperature. SmCo magnets are particularly resistant to temperature but are comparably very expensive.
Sintered NdFeB magnets have a stronger residual field and lower cost than SmCo magnets, but are less
temperature resistant. Bonded NdFeB magnets are not quite as strong as SmCo, but are less expensive
and are more easily shaped. Ferrite magnets are very common for lower-performance motors. Both radial
and parallel magnetization are commonly used, depending on application. The particular choice of
magnets and other design factors is important, but does not directly influence the basic principles of
power converter control.

The multiphase stator is much like the stator of any other AC machine. Frequently, the slot design is
distinctive in that measures are taken to reduce cogging torque. Use of tooth “shoes” and slot skewing is
prevalent. Although distributed windings are common, lumped windings are also used when it is desired
to have an approximately “trapezoidal” back emf. Advances are being made in the area of slotless (i.e.,
“toothless”) PMSM design as well [4].

a NS
(@ (b)

FIGURE 12.1 Typical PMSM rotor configurations: (a) surface-mount; (b) buried.
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FIGURE 12.2 Diagram of conceptual drive system.

The aspects of motor construction that most significantly influence power converter design are the
shape of the back emf, the cogging torque, the magnetic saliency (surface-mount or buried magnets),
and the power requirements. Any of the standard inverter topologies discussed in Chapters 5 and 6
can be used to drive the machine. A conceptual drive system is pictured in Fig. 12.2. There, a speed,
position, or torque command is input to the drive system. The motion controller implements feedback
control based on mechanical sensors (or estimators). The controller outputs commands for the
electrical variables to obey. The electrical control block converts its input commands into commands
for the power converter/modulator block and sometimes utilizes feedback of voltage or current. The
power converter block imposes the desired electrical signals onto the PMSM machine with the
connected load.

12.3 Simulation and Model

When designing a PMSM drive, it is useful to compose a computer simulation before building a prototype.
Such a model can also be used to develop the control. A suitable model of the PMSM is set forth in this
section. Much of the detail of development is omitted because it is not the purpose of this chapter to provide
derivations, but simply to provide the reader with useful formulas for designing the electronics for PMSM
drive systems. Full development of PMSM drive models is available from a number of references [1, 2].

If there are N phases, then there are N stator voltages, currents, and flux linkages. Let the set of stator
voltages be represented compactly as

v=1[v, v, - vN]T (12.1)

where v, is the voltage across the xth phase. The same relationship holds for the vectors of current (i),
and flux linkage (A). For the special and common case of three-phase machines, the letters a, b, and ¢
are used in place of 1, 2, and 3, respectively, in Eq. (12.1).

Since eddy current and hysteresis losses are generally small, it will suffice to attribute all stator losses
to the winding resistance, . Then, applying Faraday’s and Ohm’s laws, the stator voltage equation may
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be written as

v = ri+5—tl (12.2)

Regarding the machine as balanced, symmetrical, and magnetically linear, the flux linkage equation
may be written as

A= Li+ Ay, (12.3)

where L is a symmetric N X N matrix of the appropriate self- and mutual inductances and 4,,, is an
N X 1 vector of stator flux linkages due to the permanent magnet. The inductance matrix is constant for
machines with surface-mounted magnets, but has rotor position—dependent terms for machines with
buried magnets.

T